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FOREWORD

The Annual Conference of the EuroMed Academy of Business aims to provide a unique international forum to facilitate the exchange of cutting-edge information through multidisciplinary presentations on examining and building new theory and business models for success through management innovation.

It is acknowledged that the conference has established itself as one of the major conferences of its kind in the EuroMed region, in terms of size, quality of content, and standing of attendees. Many of the papers presented contribute significantly to the business knowledge base.

The conference attracts hundreds of leading scholars from leading universities and principal executives and politicians from all over the world with the participation or intervention of Presidents, Prime Ministers, Ministers, Company CEOs, Presidents of Chambers, and other leading figures.

This year the conference attracted over 270 people from over 50 different countries. Academics, practitioners, researchers and Doctoral students throughout the world submitted original papers for conference presentation and for publication in this Book. All papers and abstracts were double blind reviewed. The result of these efforts produced empirical, conceptual and methodological papers and abstracts involving all functional areas of business.
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ABSTRACT

The main purpose of the paper is to present a new method of innovation to help organizations to become more competitive in their markets by better capturing the voice of customers and better implementing it to create new products or improve existing ones. The new method is called integrated QFD which is an integration between the quality function deployment method and the compositional preference measurement method of conjuncture compensated self-explicated method. The paper explains each method and the way they are combined and used.

The method is first introduced in Abu-Assab (2012) under the category of research methods for the particular group of elderly people, and here it is extended to be used as a tool for innovation and to suit consumers in general. The method is a modification of previous methods from Pullman et al. (2002) and from Baier (1998).

Keywords: Quality function deployment, innovation, Self-explicated method, House of quality, Integrated QFD, Conjuncture-compensatory self-explicated method, competitiveness, preference measurement, voice of customers.

INTRODUCTION

The economy of the 21st century is based mainly on information, knowledge and innovation. Lots of competitors and similar products which makes no choice for the companies but to invest in their employees and always seek to be innovative and differentiable.

For example, it is emphasized that in order for organizations to have competitive advantage, they have to effective management for today and simultaneously working on future innovation.

So to innovate, organizations need tools and methods to implement to stay ahead in their domain. In this article, the author suggested a method of innovation for organizations to help them create new products or/and improve on the existing products they have.
The suggested method “Integrated QFD” is based on the integration of the conjuncture-compensatory self-explicated CC-SE method into the quality function deployment (QFD) (see Abu-Assab, 2012). In the coming sections, the two methods are explained and then the suggested method is presented.

QUALITY FUNCTION DEPLOYMENT (QFD)

For the suggested new innovation method, the quality function deployment is the main method used, therefore, the method will be described in this section to help readers in understanding it. The method was first suggested by the author for complex products to help organizations capture the needs of the elderly people in particular, and thus enhance the organizations in producing more adequate products that fits to the real demand of elderly people. The method was first introduced in 2012 as a market research method for organizations and in order to improve their ability to capture the voice of their elderly customers. In this research, the author introduce the method as an innovation method to help companies become more competitive and customer oriented, in general.

Introduction and Definition

QFD focuses on the voice of the customer (VOC) and translates it into engineering quality or engineering characteristics. QFD is shaped from the combination, integration, and development of many concepts, starting with the quality assurance items (Oshiumi, 1966), the quality deployment (Akao 1972) and continuing with the quality chart (Takayanagi, 1972), value engineering which defines a function of a product, to the narrowly defined QFD, and to the quality charts (Akao and Mazur, 2003).

Quality function Deployment is the translation of the Japanese words “hinshitsu kino tenkai”. In its literal sense, it means deploying the attributes/features of a product/service accepted by customers throughout the relevant department of a company (Akao and Mazur, 2003)

One of the key definitions of QFD by Akao (1990) “A method for developing a design quality aimed at satisfying the consumer and then translating the consumer’s demand into design targets and major quality assurance points to be used throughout the production phase.” (also refer to Abu-Assab, 2012; see also Abu-Assab, 2011; Abu-Assab et al., 2010).

QFD enables the companies to focus on the customer and brings better communication between different departments in the company to achieve the optimum customer satisfaction. Additionally, it enables the companies to make the necessary trade-offs between the customer requirements and their abilities and capacities to produce the optimum product (Bouchereau and Rowlands, 2000). As a result, the organization can increase its competitiveness abilities.
The House of Quality

According to Akao (1997), the House of Quality (HoQ) was given this name because of its “triangular top shape” which looks like a roof (Akao and Mazur, 2003). The main purpose of the HoQ is to transform the “Customer Requirements” (CRs) into “Engineering Characteristics” (ECs) and assign target values for the product (van de Poel, 2007). Clausing (1994) described the HoQ as a matrix that provides a conceptual map for the product design process. In this sense, it is a construct for gathering and understanding the CRs as well as finding and prioritizing the ECs. The cooperation among the marketing, the engineering, and the manufacturing departments of a company is necessary for building the HoQ. This cooperation leads to a greater new or improved product success and more profits for the company (Griffin and Hauser, 1993).

The main steps of the house of quality are according to Griffin and Hauser (1993), (1) Collecting the CRs, (2) rating the importances of the CRs, (3) the customer rating of competitive products, (4) determining the ECs, (5) rating of the relationship matrix, (6) rating of the correlation matrix, (7) calculating the importances/priorities of the ECs, and (8) determining the target engineering as seen in Figure 1.

Values for ECs.

Step 1 in the HoQ begins with the collection of the CRs. CRs are listed in the left side of the matrix (see Figure 1). Those CRs are the description of customers’ needs, wishes, and expectations in their own words (refer to Terninko 1997). Typically, the customer needs are also called “customer attributes” and “customer requirements” and they are usually structured in a hierarchy of primary, secondary, and tertiary demands. CRs are usually gathered in focus groups, face-to-face interviews, customer surveys
and trials (Saatweber 2007), analyzing competitors, and listening to customers. However, a major problem related to the CR issue is the correct translation of the words and inferences of customers by the cross-functional expert team (Hauser and Clausing 1988).

In step 2, rating the importance of the CRs, the expert team members rate the CRs based on their direct experience or, e.g., through questionnaires. This step is very critical in the HoQ, because of the various interpretation or calculations of the importance of the CRs which can lead to different results. Many methods are used in the literature to rate the CRs: some researchers use statistical techniques while others use revealed preference techniques. In the former technique, the customers state their preferences for existing and hypothetical products whereas for the latter, customers are judged by both their actions and their words (Cohen, 1995).

Further in step 3, competitive products are rated by customers. In order for companies to match or exceed their competitors, they have to know where they stand in relation to them first (Hauser and Clausing, 1988). The part dealing with benchmarking is located on the right side of the CRs which gathered the customers’ evaluations and assessments of the “company’s product” and the “competitors’ products”. This step helps the company identify areas of strengths and weaknesses. It should be seen as an essential step for the company to improve itself against its competitors.

In step 4, determining the engineering characteristics, an interdisciplinary expert team from various departments of the company is formed, usually from the marketing, sales, R&D, engineering, and production departments, to translate the VOC into ECs. It should be noted that any EC may affect more than one CR. Another important issue is that it is expected that the ECs describe the CRs in measurable terms and thus affect the customer perceptions (refer to Hauser and Clausing, 1988; Abu-Assab, 2012).

Afterwards, in step 5, rating the relationship matrix, the interactions or dependences between CRs and ECs are estimated by the cross-functional expert team. According to Franceschini and Rossetto (1995) a consensus is required here. Symbols or measuring systems are often used to rate the strength of the relationship between the CRs and ECs. The two most known measuring systems used in this step are the 1-3-9 and the 1-3-5 ordinal scales (for a description of scales refer to Franceschini and Rossetto, 1995).

Subsequently, in step 6, rating the correlation matrix (roof of the house), the dependency within the ECs is assessed. The expert team assesses the effect of each EC on the other ECs (refer to Saatweber, 2007). Sometimes, the expert team has to take the right decisions between possible conflicts within ECs. This happens when the increase of an EC affects at least one other EC negatively. This results in a conflict concerning the product’s design. Objective measures and comparisons (e.g. with the competitors) as well as cost-benefit comparisons help engineers, marketers, and managers of the expert team to decide about the correlations of the ECs process.
In step 7, the importance of the ECs and relative importance of ECs are calculated according to the equations shown in Table 1.

\[
\begin{align*}
A_{ij} &= \sum_{i=1}^{m} w_i \ast f_{ij} \\
R_{ij} &= A_{ij} / \sum_{k=1}^{n} A_{ik}
\end{align*}
\]

- \(A_{ij}\) Absolute importance of EC\(_j\) \((j=1, \ldots, n)\)
- \(R_{ij}\) Relative importance of EC\(_j\)
- \(w_i\) Relative importance of CR\(_i\) \((i=1, \ldots, m)\)
- \(A_{ij}\) Absolute importance of EC\(_j\)
- \(f_{ij}\) Relationship coefficient between EC\(_j\) and CR\(_i\)

Table 1: The absolute and relative importance of ECs in the HoQ (adapted from Kim et al. 2003; see also Abu-Assab, 2012).

Mathematically expressed, in the relationship matrix (Table 1) a cell \((i, j)\), where the \(i^{th}\) defines the row and the \(j^{th}\) defines a column is, given a value according to the scale used corresponding to the strength of the relationship between the CR\(_i\) and EC\(_j\) which is called the relationship coefficient and designates a weak, medium, or strong relationship \(f_{ij}\).

In the last step, step 8, to determine the target values for the ECs, it is essential for the multidisciplinary team to consider the customer satisfaction values and to be careful not to emphasize tolerances (Hauser and Clausing, 1988). The setting of target EC levels is accomplished in a subjective, ad hoc manner, e.g., by expert team consensus (Kim et al., 2003).

The house is as a common place for the various functional teams of a company, which enables them to communicate together and understand the priorities and goals of one another (Hauser and Clausing, 1988). In short, The house of quality aggregates a lot of information in one table.

In the next section, the second used method in the new suggested method is introduced namely the self-explicated method.

**METHOD OF PREFERENCE MEASUREMENT: THE SELF-EXPLICATED METHOD**

In this section, the self-explicated method is introduced. The self-explicated method is a known method of preference measurement together with the conjoint analysis method.

*Definition of The Self-Explicated Method*
The compositional self-explicated (SE) method is one of the three main approaches used in marketing to measure the preference structures of respondents (Green and Srinivasan, 1990). Its main underlying idea is to ask respondents directly about their preferences of a product and is based on an additive model (Hensel-Börner, 2000).

**Two-Stage Self-Explicated Method**

The two-stage SE method consists of a conjunctive and a compensatory stage (Srinivasan 1988; Green et al. 1988). The SE method is differently implemented by various researchers (Green and Srinivasan, 1990). In this section, the conjunctive-compensatory SE approach suggested by Srinivasan (1988) is described and adapted in this research.

Srinivasan (1988) suggested an SE approach called “Conjunctive-Compensatory SE” (CC-SE) that incorporates conjunctive and compensatory stages. The idea in the conjunctive stage is to ask respondents to identify one or two (if any) “totally unacceptable levels” of each attribute. And idea in the compensatory stage is to rate the attributes and levels on a 0-100 or 0-10 scale with the least preferred yet acceptable level assigned 0 and the most preferred level assigned 100 or 10, respectively (Bucklin and Srinivasan, 1991). In doing so, the respondents are explicitly asked to rate the attributes and their levels to elicit the part-worths of the levels and subsequently to obtain the overall utility for the choice alternatives based on the multi-attribute preference model, in which a product is considered as a bundle of attributes (Wilkie and Pessemier, 1973). The model is shown in Table 1 (see Baier and Brusch, 2009a):

\[
y_j = \mu + \sum_{k=1}^{K} \sum_{l=1}^{L_j} \beta_{kl} \cdot x_{jkl}
\]

Such that:

\[
y_j \quad = \text{overall utility of alternative j}
\]

\[
\mu \quad = \text{average preference value of all alternative}
\]

\[
\beta_{kl} \quad = \text{utility of level l of attribute k}
\]

\[
x_{jkl} = 1 \quad \text{When the level l of attribute k in the choice alternative}
\]

\[
= 0 \quad \text{otherwise}
\]

**Table 2: Model of (adapted from Kim et al. 2003; see also Abu-Assab, 2012).**

This formula represents an additive utility model originating from the compositional model identified by Wilkie and Pessemier (1973) based on the main assumption that the total utility value of an attribute is the sum of the utility value of each of its levels (Hensel-Börner, 2000). Figure 2 presents the main steps of the procedure of the CC-SE method (Srinivasan, 1988).
Two concepts should be explained to understand the steps of the SE method. In step 1, the respondents should understand that when a product has a “totally unacceptable” level that means that this product will be rejected regardless of the other levels. Moreover, in step 3, a critical attribute is the most valuable attribute to the respondent, which is used as an anchor to estimate the importance ratings of the other attributes (see discussion in Srinivasan, 1988).

The main steps of the SE methods are:

1. Inform respondents about all attributes and their levels and identify “totally unacceptable” levels
2. Determine the “most preferred” and the “least preferred” level for each attribute, excluding the “totally unacceptable” levels
3. Identify the “critical attribute” and set its importance to 100 and elicit the importance ratings (0-100) for other attributes using the critical attribute as an anchor
4. Rate the desirability ratings of the different acceptable levels within the attribute and for each attribute on the scale with the least preferred (but acceptable level) = 0 and most preferred level = 100
5. Calculate the part-wor ths for acceptable attribute levels
6. Set the part-wor ths to fall in the range from 0-100 (To make the part-wor ths more comparable and readable)

Additionally, in step 5, the part-wor ths of the levels are calculated as follows (Dorsch and Teas, 1992):

\[ PW_{kl} = \frac{\alpha_{kl}x_{kl}}{100} \]

Such that:

- \( PW_{kl} \) = Part-wor th of level l of attribute k
- \( \alpha_{kl} \) = Self-explicated desirability rating of level l of attribute k
- \( x_{kl} \) = Self-explicated importance rating of attribute k

The new suggested method is introduced in the coming section.

A New suggested Method of Innovation: Integrated QFD

In this section, the new suggested method of innovation “Integrated QFD” is introduced and explained. This new method was already suggested by the researcher in her work (Abu-Assab, 2012). However, the method was suggested as a new research method for complex products and particularly for elderly people. In this work, the researcher reintroduce the method as a method of innovation and for customers of all ages. The method serves like any other innovation method in enhancing the ability of
The new method is a modification of the Pullman’s et al. (2002) method and Baier’s conjointQFD method (Baier, 1998). The two methods are described in details in the previous work of Abu-Assab (2012).

The new method is a combination of the two previously introduced methods in this paper: The two-stages conjuncture-compensatory self-explicated (CC-SE) method proposed by Srinivasan (1988) is suggested to be used to the QFD house of Quality mainly to make the method easier and lower the cognitive burden on respondents in comparison to the other combined methods.

The use of CC-SE method conforms to the consumer behaviour research that empirically recognises the heterogeneity in the choice process across individuals (see Srinivasan, 1988). The approach models the customer choices in two stages: conjunctive and compensatory. Individuals can purely choose in a conjunctive way in which they eliminate all the levels that are totally unacceptable, thus excluding them from further processing or they choose to different degrees in a compensatory way in which they trades off the remaining levels and attributes; Against this background, the author assumes that the CC-SE method would be more suitable to elicit the preferences of the customers of all ages as well as elderly especially for products with many attributes.

The major three phases conducted in the integrated QFD innovative method are:

*Selection and Evaluation of CRs*

The respondents (customers) and the expert team is built from experts including a number of customers who are considered expert in the selected product of study. In this phase, first the CRs are identified by conducting face-to-face interviews with customers (e.g. 17-20 face-to-face interviews can be a sufficient number to collect the CRs according to Griffin and Hauser 1993). The identification process of the CRs is conducted in the same way as described by Pullman’s conjointQFD. That is to say, three members of the expert team separately identify primary and secondary CRs and then conclude their work with a final list of primary and secondary CRs (see Pullman et al., 2002). Then a number of respondents are asked to evaluate the primary and secondary CRs by a one-phase SE method in which the respondents are directly asked to rate their preferences of the CRs on a 1-10 Likert scale. The CRs are then rescaled so that the sum of secondary needs is equal to their corresponding primary CR in the same manner as done in Pullman et al.’s (2002). Additionally, a check is done to make sure that the importance or preferences of CRs ranking correspond to the evaluation given by respondents, otherwise they are then corrected according to their evaluation. Afterwards, respondents are asked to
evaluate a number of competitive products of the selected product on a 1-10 Likert scale for the benchmarking part in the HoQ.

Selection and Assessment of ECs

In this phase, the expert team determine for each CR one or more ECs. Then for each ECs, two or three levels are assigned “convenient option”, “inconvenient option”, and “between option”. Additionally, the influences of ECs on each CR are determined as in the traditional HoQ. Afterwards, the relationship matrix is evaluated using the CC-SE method. For each CR, which is assigned more than one EC, a CC-SE questionnaire is made. The questionnaire is done by elderly respondents. By using the CC-SE method the relationship matrix is quantitatively assessed thus overcoming this problematic issue of the HoQ.

Estimation of the Importance of the ECs

From the CC-SE method, three HoQ can be constructed, namely a HoQ for (1) the conjuncture stage on the aggregated level, (2) the compensatory stage on the aggregated level, (3) the compensatory stage on the individual level.

For the aggregated level, the importance of the ECs are calculated in the conventional way, each EC importance is calculated by summing its influences over the CRs multiplied by the weight of each corresponding CR. On the individual level, the importance of the ECs are calculated for each respondent in the conventional way and then the average of the importance of ECs are presented in the HoQ for of all respondents is presented in the HoQ on the individual level.

An additional CC-SE interview is conducted to test the validity in which all the ECs are included in the interview to investigate the respondents’ preferences for the ECs. The “within approach” convergent validity is calculated on each of the three results.

The new method was implemented on the product of smart homes for the target group elderly people and was proven valid (refer to Abu-Assab, 2012; see also Abu-Assab and Szuppa, 2005).

In this paper, the concept is introduced of the new innovation method. Further, the author will be using this method on different industries and different target groups of customers.

CONCLUSION

In this conceptual paper, a new innovation method was suggested for new and improved product development for different types of customers which is based on the new research method that was suggested in Abu-Assab (2012). The method was implemented on the smart home product and proved
to give good results. Here, the author extends the use of method on products and different categories of customers.

The method should positively contribute to the field of new product development and/or improved products which in return should promote the competitiveness of the organizations and its capabilities to innovate successful products wanted and needed by buyers.

In further research, the author will be implementing the method on different products from different industries and for various targeted groups to test the method.

REFERENCES
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ABSTRACT

The aim of this study is to explore the relationship among brand attractiveness, brand trustworthiness, and perceived value. Data were collected from 458 respondents via face-to-face interview. And the hypothesis tested via Structural Equation Modeling (SEM). As a result, it was found that brand attractiveness affects all four of the perceived value dimensions, and trustworthiness affects only three of them—functional, emotional and monetary value—but it has no influence on the social value.
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INTRODUCTION

Business is about creating value. In today’s business environment, companies are focusing on creating and delivering superior value to customers in order to drive their satisfaction, loyalty, and profitability (Kumar and Reinartz, 2016). The value perception of consumers is a key element in marketing (Morar, 2013), and the marketing literature extensively investigates the perceived value (Sánchez-Fernández and Iniesta-Bonillo, 2007).

Previous research conceptualized value as a trade-off between “get” and “give” elements (Kumar and Reinartz, 2016; Zeithaml, 1988). In other words, consumers’ value assessment is based on perceived attributes and costs. Perceived attributes are benefits that the consumers can get by having those brands, and costs may be monetary—such as price—, or nonmonetary—such as time, effort, and perceived risks. The extant literature defines “perceived quality” as the main benefit, and “price” as the main cost, on that ground, perceived value is interpreted as “value-for-money” (Sweeney and Soutar, 2001). However, defining value as value-for-money is a uni-dimensional approach and there were attempts to redefine value as a multi-dimensional concept (Sheth et al. 1991; Sweeney and Soutar, 2001).

But, what affects the value perception of consumers? One of the main indicators is perceived quality—since it is a base for “get” elements— it affects value positively (Sweeney, 1997). In addition to quality perceived risk also has an impact on consumers evaluations, because it represents a cost as a sacrifice.
Creating and delivering value is a crucial factor for companies to succeed. It is also main activity of marketing, since the marketing is defined as “the activity, set of institutions, and processes for creating, communicating, delivering, and exchanging offerings that have value for customers, clients, partners, and society at large” (AMA, 2013).

There are mainly two approaches to conceptualize perceived value, uni-dimensional approach and multi-dimensional approach (Sánchez-Fernández and Iniesta-Bonillo, 2007). From a uni-dimensional point of view, perceived value is conceptualized as a single overall concept that can be measured on the basis of quality-price relationship. One of the earliest attempts to conceptualize perceived value defines it as a function of acquisition utility and transaction utility (Thaler, 1985). Acquisition utility “is based primarily on non-monetary costs involved in a purchase and encompasses the subjective benefits derived from a purchase” (Jayanti and Ghosh, 1996, p. 8). However, transaction utility depends on the “perceived merits of the deal” (Thaler, 1985, p. 205). In this model, Thaler (1985) replaced the utility function in economics with the value function in prospect theory (Monroe and Chapman, 1987).

However, it is not that simple to measure value perception (Zeithaml, 1988). First, value perception is subjective and has different meanings for consumers. Second, consumers do not carefully calculate the give and get components as opposed to the assumptions of utility models. On that ground perceived value is “the consumer’s overall assessment of the utility of a product based on perceptions of what is received and what is given” (Zeithaml, 1988 p. 14). Monroe and Chapman (1987) conceptualized perceived value as a function of perceived quality constituting the numerator while the price as a sacrifice constituting the denominator (PV= PQ/P).

From a multi-dimensional point of view, perceived value has an affective dimension as well as a functional dimension (Morar, 2013). Holbrook (1994) developed a complementary view on value and postulated that consumption experiences most likely involve more than one type of value.
simultaneously. Because people do not desire products but they want to satisfy experiences, then customer value simply is an “interactive relativistic preference experience” Holbrook (1994 p.27). In other words, customer value involves an interaction between an object (e.g., a product) and a subject (e.g., a consumer). “This object–subject interaction is relativistic in at least three senses (comparative, personal, situational) –“first, involving a comparison among objects; second, varying from one person to another; and, third, depending on the situation in which the evaluation occurs” (Holbrook, 2006 p.715).

Sheth et al (1991) define multiple value dimensions for different choice and decision levels such as buy level, product level, and brand level. They suggested five value dimensions (social, emotional, functional, epistemic, and conditional) in relation to the perceived utility of those levels. Sweeney and Soutar (2001) developed a four-dimensional perceived value model (price/value for money, performance/utility, functional and emotional value).

(1) Functional value (price/value for money) is the utility derived from a product due to the reduction of its perceived short-term and longer-term costs (in this study, this dimension is called monetary value).

(2) Functional value (performance/quality) is the utility derived from the perceived quality and expected performance of a product.

(3) Emotional value is the utility derived from the feelings or effective states that a product generates.

(4) Social value is the utility derived from a product’s ability to enhance social self-concept.

In this research perceived value is defined as a multi-dimensional construct formed by functional value, monetary value, social value and emotional value.

Brand Attractiveness

Brand attractiveness is the “extent to which a brand is attractive, favorable, and distinctive” (Sophonsiri and Polyorat, 2009 p.54). It is the sum of the positive evaluations of the brand’s associations and attributions (Elbedweihy et al. 2016). Brand attractiveness is important for brand success (Kim et al., 2001) since it affects market share positively (Gonzalez-Benito et al., 2008). Also, perceived brand attractiveness influence the relationship between consumers and brands. The quality of the relationship between consumers and brands appears to be dependent on the brand’s perceived attractiveness (Hayes et al., 2006). On that ground, it has a direct, positive influence on consumer–company identification (Curra’s-Pe’rez et al. 2009).

Consumers evaluate a product category on the basis of the factors that go beyond the brand level. Boyd and Mason (1999) name those factors as “extrabrand attributes” (EBAs), such as the number of
competing firms, firm reputation, the existence of uniform standards of technology, the availability of local product support and repair services, and the actual users. Those EBAs constitute the assessment of brand attractiveness, which turns into the focal point whether to adopt or not. Therefore, attractiveness has an important influence on consumer attitudes and intentions (Boyd and Mason 1999). Brand attractiveness is not merely a function of attributes, but when the brand associations match the consumer’s sense of self, a brand is perceived as attractive (Bhattacharya and Sen, 2003). Moreover, value congruence is positively related to brand attractiveness (Elbedweihy et al. 2016). For example, a consumer who cares about animal rights will be drawn more to a brand that have respect for animal rights in their manufacturing and operation process (Bhattacharya and Sen, 2003). In addition, customer-to-customer similarity is positively related to brand attractiveness (Elbedweihy et al. 2016). In that sense, a brand is attractive when customers perceived other users to be similar to themselves.

Brand attractiveness is important in evaluating the attributes of a brand. It, even, uniforms an association related to the brand or the product category, and perceived value is the assessment of brand related attributes and costs, hereby it is hypothesized that:

H1: Brand attractiveness positively affects (a) functional value, (b) emotional value, (c) monetary value, and (d) social value.

**Brand Trustworthiness**

Brand trust is an important antecedent of brand loyalty (Chaudhuri and Holbrook, 2001; Delgado-Ballester and Munuera-Aleman, 1999), and a leading indicator of brand equity (Ambler, 1997). The long-term relationship between consumers and brands is based on trust (Morgan and Hunt, 1994). The relationship between trust and volume sales is not a linear, symmetric relationship. Trust builds slowly with sales when consumers are fully satisfied, since it is an affective form of memory (Ambler, 1997).

Trust is possible only after a satisfactory degree of trustworthiness is achieved (Lee and Turban, 2001; McKnight et al., 2002b). Trustworthiness can be defined as beliefs of ability, integrity, and benevolence (Gefen 2002). In order trust to be developed, consumers determine if a business is trustworthy (McKnight et al., 2002). Trustworthiness and trust are not the same concept, but they are related as trustworthiness precedes trust (Serva et al., 1990). In other words, “trust is an act of a trustor, whereas trustworthiness is a characteristic of someone or something that is the object of trust” (Corritore et al. 2003 p. 741). Since trustworthiness leads to overall trust, which is assessed as a determinant of brand equity and perceived quality, it is hypothesized that;
H1: Brand trustworthiness positively affects (a) functional value, (b) emotional value, (c) monetary value, and (d) social value.

Figure 1: Model of Hypothesized Relationships

RESEARCH METHODOLOGY

Measurement and Sampling

Data were collected via survey method from the university students. And the product category was chosen as sneakers, which is suitable with the sample. A total of 458 valid and complete responses were included in the final analysis. The socio-demographics of the sample is as follows: Gender (53.3% female, 46.7% male), Age group 21-23 (64.4%), Income level: 1500 Euro (34.9%). Because it is a student sample, sneakers were chosen as a subject to study.

In order to measure the variables, established scales were used. Perceived value was adopted from Sweeney and Soutar (2001), brand attractiveness was adopted from Wang and Yang (2010), and trustworthiness was adopted from Erdem and Swait (2004). Scales were translated and back-translated to ensure the consistency.
RESEARCH FINDINGS

The Reliability Analysis

Prior to test the hypothesis, the reliability of the scales was evaluated via Cronbach’s Alpha coefficient and the exploratory factor analysis was run to check the validity. Table 1 summarizes the Cronbach’s Alpha values and the explained variance of the constructs.

Table 1: The Results of Validity and Reliability Analyses

<table>
<thead>
<tr>
<th>Constructs</th>
<th># of items</th>
<th>Cronbach’s Alpha</th>
<th>Variance Explained (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand attractiveness</td>
<td>3</td>
<td>.829</td>
<td>59,567</td>
</tr>
<tr>
<td>Brand Trustworthiness</td>
<td>5</td>
<td>.790</td>
<td>70,552</td>
</tr>
<tr>
<td>Functional value</td>
<td>6</td>
<td>.754</td>
<td>66,704</td>
</tr>
<tr>
<td>Emotional value</td>
<td>4</td>
<td>.893</td>
<td>75,727</td>
</tr>
<tr>
<td>Monetary value</td>
<td>4</td>
<td>.863</td>
<td>71,122</td>
</tr>
<tr>
<td>Social value</td>
<td>4</td>
<td>.883</td>
<td>74,137</td>
</tr>
<tr>
<td>Overall value</td>
<td>18</td>
<td></td>
<td>66,900</td>
</tr>
</tbody>
</table>

As given in Table 1, all the constructs are reliable, and explain at least 59.5% of variance. Then, the research hypothesis tested via SEM.

Structural Model Testing

The overall fit measures of the structural model indicate an adequate fit of the model to the data (Chi-square/df=3.382; CFI=.891; TLI=.877; IFI=.892; GFI=.861; RMSEA=.072). The results provide strong support for the conceptual model displayed in Figure 1, and Table 2 presents a summary of the hypotheses tests. As a result, all the hypotheses were supported except H2d, which is testing the relationship between trustworthiness and social value.

Table 2: Regression Weights

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Func.V. &lt;- Br.Attr.</td>
<td>.341</td>
<td>.042</td>
<td>8.057</td>
<td>***</td>
<td>.467</td>
</tr>
<tr>
<td>Emo.V. &lt;- Br.Attr.</td>
<td>.670</td>
<td>.064</td>
<td>10.465</td>
<td>***</td>
<td>.668</td>
</tr>
<tr>
<td>Mon.V. &lt;- Br.Attr.</td>
<td>.338</td>
<td>.051</td>
<td>6.581</td>
<td>***</td>
<td>.375</td>
</tr>
<tr>
<td>Soc. V. &lt;- Br.Attr.</td>
<td>.449</td>
<td>.061</td>
<td>7.321</td>
<td>***</td>
<td>.438</td>
</tr>
<tr>
<td>Func.V. &lt;- trustw</td>
<td>.616</td>
<td>.060</td>
<td>10.238</td>
<td>***</td>
<td>.631</td>
</tr>
<tr>
<td>Emo.V. &lt;- trustw</td>
<td>.532</td>
<td>.065</td>
<td>8.208</td>
<td>***</td>
<td>.397</td>
</tr>
<tr>
<td>Mon.V. &lt;- trustw</td>
<td>.484</td>
<td>.066</td>
<td>7.300</td>
<td>***</td>
<td>.402</td>
</tr>
<tr>
<td>Soc. V. &lt;- trustw</td>
<td>.093</td>
<td>.069</td>
<td>1.342</td>
<td>,180</td>
<td>.068</td>
</tr>
</tbody>
</table>

Functional value $R^2 = .616$, Emotional value $R^2 = .603$, Monetary value $R^2 = .302$, Social value $R^2 = .196$
R² values represent the explanatory power of the dependent variables and the overall adequacy of the model. It displays the explained percentage of endogenous latent construct by exogenous latent variables (Sirohi et al., 1998). For functional value R² value is .616, for emotional value it is .603, for monetary value it is .302 and, for social value it is .196. Brand attractiveness and trustworthiness explains nearly 60% variance of functional and emotional value. However, their exploratory power is low for monetary value, and social value.

CONCLUSION AND DISCUSSION

Extant marketing literature has investigated the concept of creating and delivering value to the customers. In order to drive satisfaction, loyalty and profitability, companies should focus on value creation (Kumar and Reinartz, 2016). This study seeks to find answers the affects of brand attractiveness and trustworthiness on perceived value.

Perceived value is the trade-off between the benefits that consumers expect or experience, and the undesired consequences (Gutman, 1982). The central aspect is that, consumers choose actions that, ceteris paribus, maximize the desired consequences and minimize concurrent undesired consequences (Kumar and Reinartz, 2016). Benefits are derived from the attributes of the offerings, while undesired consequences are the sacrifices or costs- either monetary or nonmonetary, such as price, time, effort and risk. Consumers are not able to perceive the entire objective attributes clearly (Kumar and Reinartz, 2016), but form a composite perception. Brand attractiveness and brand trustworthiness can also be assessed as brand attributes. Therefore, it was hypothesized that brand attractiveness and trustworthiness positively affects perceived value.

As a result, it was found that brand attractiveness affects all of the perceived value dimensions- functional, emotional, monetary and social value. And when the standardized regression coefficients checked, it is seen that brand attractiveness dominantly affects emotional value (.668). In addition to brand attractiveness, trustworthiness also affects three of the perceived value dimensions- functional value, emotional value, and monetary value, but it has no influence on social value. And trustworthiness has a major impact on functional value (.631).

The study contributes to the literature by defining the brand attractiveness and trustworthiness as determinants of perceived value. When consumers perceive the brand is elegant, beautiful and attractive, they perceive it is well made, has a consistent quality, offers value for money, give them pleasure, make them feel good, and help them to feel acceptable. Moreover, when they think that the brand delivers what it promises and has believable claims, they perceive the brand generates functional, emotional and monetary value.
As is the case with any research, the study has several limitations that may generate further research avenues. The findings may be limited to the sample and the brand investigated in this research. Because a student sample was used, the findings should be verified for other samples. Besides, one product category and one brand were investigated in the study. Therefore, other product categories should be tested for generalizability.
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ABSTRACT

The definition of healthcare in the Middle East has recently been changing in accordance with the international healthcare advancements by incorporating new medical benefits and assessing the cost-benefit of these added services. Most of those added services were used to be viewed as being too expensive to be covered, irrelevant to core medical practices or simply secondary medical services that can be ignored. Changes in approaches to health issues such as mental disorders and sexually transmitted diseases and in particular the decrease in the taboo surrounding HIV infection, infertility and obesity has allowed the Ministry of Public Health (MOPH) with the support of Third Party Administrators (TPA) to tackle those issues in the Middle East. TPAs have played a crucial role in this aspect by highlighting the fact that those mentioned medical conditions do not have a high financial burden and covering them would in fact greatly help patients in need. In order to elaborate this point, this paper will look at certain healthcare trends and medical benefits newly added by TPAs in the region.
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INTRODUCTION

Large increases in health-care costs can make it difficult to balance a budget, but at the same time, health-care benefits are pivotal in maintaining an up-to-date healthcare level. Governments in the Middle East with the help of Third Party Administrators (TPAs) need to closely monitor health-care costs and choose approaches that make use of the jurisdictions, purchasing power, shared costs, and ultimately health promotion.
This paper will be based on analyzing the added benefits newly covered by a major Third Party Administrator in Lebanon and the Middle East - GlobeMed Lebanon (formerly known as MedNet Liban till September 2012).

Policies determine what is covered, what is excluded and what is subject to financial limitations. Over the years, the policies have been revised several times in order to add new benefits as the healthcare needs arise. Major updates have been implemented in several medical fields ranging from congenital disorders, to infertility and organ transplantation. In fact, while all the healthcare industry is covering “sickness treatment”, some Third Party Administrators are shifting their interest to “sickness prevention”, promoting prevention and wellness-education and even extending the scope of coverage to encapsulate palliative care.

In this paper, we visit the newly added benefits and asses the impact they had on the beneficiaries especially since they were previously exclusions that were recently transferred to covered conditions or procedures.

As previously stated, the policy is constantly changing to accommodate emerging needs; many benefits were added to various programs, but we will limit our review to subjects that we consider resulted in major changes and healthcare impact.

The benefits that will be visited are listed below; these were added gradually as of year 2012.

1. Transplantation, added in May 2012
2. Psychiatric and mental disorders, added in May 2012
3. Infertility, added in May 2012
4. Pet scan and VCT 64, added in May 2012
5. Morbid Obesity Surgery, added in October 2014
6. HIV and other Sexually Transmitted Diseases, added in May 2015

Other added benefits of importance also include video capsule endoscopy, OCT (Optical coherence tomography), non-post-traumatic prosthesis, and many others.

The general aim of this paper is to augment the Lebanese Healthcare Management Association’s goals that revolve around assessing and advancing healthcare solutions through the widening of the scope of healthcare services that need to be covered by Third Party Administrators. These services would be proven in this paper to have bearable financial costs while at the same time immensely advancing the healthcare level in Lebanon and the Middle East.

The objectives of this paper would therefore be:

1. To shed light on several healthcare services that have been newly introduced into the general healthcare practices in the Middle East but which needed the support of private Third Party Administrators in order to include them in the applied policies.
2. To highlight the impact of covering HIV and other sexually transmitted diseases that were once thought to be completely out of the scope of health coverage schemes. The same applies to organ transplantation, psychiatric disorders, infertility, Pet-Scans and bariatric surgeries.

3. To delve into each of the six most significant healthcare services and elucidate the cost-benefit and advantages of including those services into the common mainstream healthcare system.

4. To present an example which can serve future healthcare assessment projects in being able to persuade healthcare Third Party Administrators to adopt and cover potential healthcare services.

LITERATURE REVIEW

When trying to understand the different types of healthcare coverage programs and policies, it is important to know the definition of policy exclusions and restrictions which were the subject of criticism in several papers. By this token, healthcare plans should be assessed from different perspectives. Even though we are tackling the newly covered benefits in this paper, it is important to note that policy exclusions and restrictions are important as well. Exclusions arise when one is not covered at all for certain services. Restrictions however arise when one agrees to receive only limited benefits for certain services. This might have the benefit of paying a lower premium in return. In her paper, ‘What Does That Means? Understanding Health Insurance Coverage’, Mila Araujo has defined what a lifetime maximum, out-of-pocket expenses and limitations on pre-existing conditions are. “A pre-existing condition is a medical condition that the insured had before the insurance policy began. Some plans will cover pre-existing conditions while others may completely exclude them. Pre-existing conditions may sometimes be subject to a waiting period before they are covered, other times they are excluded completely” (Araujo, 2016). This would constitute a win-win situation in certain instances when certain pre-existing conditions might not pose a health threat for the policy holders and excluding them might save those holders money by paying lower premiums and removing or lowering the financial limitation on other diseases that might otherwise pose a higher threat. Moreover, experimental and investigational therapies are still not covered by most coverage schemes in the Middle East because of the mere fact that they are still unproven therapies that might be detrimental to one’s health. However, in several instances, rising premiums have been paired with increasing exclusions. This is the case with some healthcare coverage programs in Australia. “With insurance premiums rising faster than inflation … policies are being stripped of cover deemed unnecessary, or laden with fees and charges that members pay only when treated. Former health official Shaun Gath is warning that this trend will force insurers to increase the price of entry-level products, potentially deterring customers. The Australian Competition and Consumer Commission
(ACCC) has also raised concerns over the increasing number of policies, changes to benefits and the rise of exclusions, restrictions, excess and co-payments. ‘This complexity makes it harder for consumers to understand and respond effectively when insurers change their benefits, and makes consideration of reforms to improve benefit change notifications in this industry even more important,’ the ACCC states in its latest report to the Senate” (Parnell, 2017).

When the civil war ended in 1992, the health sector in Lebanon faced several problems: the weakened Ministry of Public Health (MOPH), rapid cost escalation in health expenditure, particularly MOPH expenditures, unrestricted growth of the private sector and a weakened primary health care system. In response to these problems, the government adopted a health sector strategy in 1993. Important elements of this strategy included strengthening the role of the MOPH and containing the rapid growth in health expenditure. While the long-term objective of the health sector strategy is to improve the allocation and use of resources in the public and private sectors, the short-to-medium term objectives have focused on improving the managerial and administrative functions of the MOPH, including a comprehensive package of curative and preventive services at all primary health care facilities, strengthening of hospital management and implementing service delivery capability and alternative health financing options (Kronfol, 2006). Moreover, a recent endeavor in 2016 was the collaboration between the MOPH and three TPAs in Lebanon whereby those TPAs would be helping the MOPH in both managing and auditing health claims.

With the growth of private voluntary insurance in the unregulated healthcare market, costs of healthcare are likely to go up. Managed care organizations in many developed countries play important role in containing costs. The Insurance Regulatory and Development Authority (IRDA) has paved the way for insurance intermediaries such as third party administrators (TPAs) which are going to play a pivotal role in setting up managed care systems. TPAs have been set-up with the objective of ensuring better services to policyholders and mitigating some of the negative consequences of private health insurance. However, given the demand and supply side complexities of private health insurance and health care markets, insurance intermediaries face challenging tasks to achieve these objectives. Right in the early stages of its development, the IRDA has defined the role of TPAs to manage claims and reimbursements. Their role in controlling costs of health care and ensuring appropriate quality of care remains less defined. In order to mitigate the risks of working capital, insurance companies may be required to keep cash balances with TPAs to meet the reimbursement pressure (Bhat, 2004).
GAP(S)

Mustafa Younis who is a member of the Executive Committee of the International Society for Research of Healthcare Financial Management states that an emergent issue in the Middle East is the long-term policy to deal with access to healthcare and health for the growing aging population. In his speech to Laura Dormer, the commissioning editor of Future Medicine, he states that the government and other healthcare organizations are increasing their focus on preventive healthcare as a means of cost containment and outcomes improvement. They have used the media and other educational outreach to promote immunizations and other forms of prevention. However, they continue to face the major obstacles of low literacy rates and political instability in the region, which can limit the success of these efforts (Younis, 2013).

The Middle East is further challenged by high health care costs on a per capita basis, significant variation in the quality of care provided across sectors, and large gaps in services. Boston Consultancy Group was asked to assess and benchmark performance, develop recommendations, and create a roadmap for change and their recommendations included increasing preventive care and integrating the public and private healthcare sector. “Creating value for patients is both the ultimate goal and an increasingly critical competitive advantage for health care payers and providers worldwide. Payer organizations are being challenged to manage funding gaps and improve the care of members within a changing regulatory environment. Health care providers must transform their business models to deliver cost-competitive services that improve patient outcomes and deliver sustainable growth for the organization” (Farber, 2017).

In the United States, the new healthcare reform law (the Patient Protection and Affordable Care Act or “PPACA”) required healthcare payers and insurance companies to cover additional preventive care services and eliminate member cost-sharing (copayments, deductibles, or coinsurance) for certain in-network preventive care services (Laxmaiah). The question that arises here is why the Middle East is still lagging behind on this front? It is clear that healthcare reform needs to kick in. This reform can only be done through collaborations between Third Party Administrators and the Ministry of Health and by extending the horizons of the existing healthcare benefits. Although many benefits have been introduced, still much reform is needed to be done.

METHODOLOGY

This paper is based on the statistics, real-life medical examples and assessments – hence, it is a quantitative research using a deductive approach - conducted on data from a leading private healthcare Third Party Administrator in the Middle East, GlobeMed Lebanon. The ontology is that of
a positivist and the epistemology is positivism; this leads to a positivist paradigm. In essence, we will focus on the Lebanese market and numbers pertaining to the Lebanese adherents – which is the sample of study. As for the methods to be used, this research will utilize the IBM Cognos Analytics software which is a business intelligence and performance management tool in order to personally extract and analyze all the needed data. Besides Cognos Analytics, we will take advantage of a healthcare platform, ‘i-care 2’, which is utilized by GlobeMed Lebanon and which has access to all the medical records including adherents’ profiles, electronic medical records and healthcare provider data. In this manner, all the needed quantitative data relevant to our study are extracted and linked to other financial and medical data in order to draw conclusions.

**HYPOTHESES TESTED**

*H1:* The addition and implementation of new healthcare benefits by TPAs is cost-efficient.

*H2:* The addition and implementation of new healthcare benefits by TPAs would lead to a win-win scenario between the guarantors and adherents.

**DATA GATHERING AND ANALYSIS**

1. **Transplantation:**

   While transplantation is described for kidney, liver, heart, pancreas, lung, cornea, skin, and bone marrow, our review will be limited to bone-marrow and kidney transplants because of the scarcity of cases.

   In the following section, we will study 8 bone marrow and 7 kidney transplantations.

1.1 **Bone-Marrow Transplantation (BMT):**

   Bone marrow transplantation, or stem cell transplantation, is the process of taking healthy stem cells from the blood or bone marrow and transferring them later on into a malfunctioning bone-marrow.

   In the experience of GlobeMed Lebanon, since it started covering bone-marrow transplantation in May 2012 for its Perpetual and Mutually Upgraded Plus programs, only 8 patients needed this newly introduced benefit out of the 30 identified patients in the whole population including the groups that have policies that are the same as NSSF benefits.

   The only two providers where bone-marrow transplantation (BMT) was done for GlobeMed Lebanon patients’ were the American University of Beirut Medical Center and the Makassed General Hospital. The outcome is not as impressive as in the kidney transplantation (presented later), but the number of cases reviewed is minimal and does not permit to make conclusions.
Only one woman who was 65 years old died during the same hospitalization of the bone-marrow transplantation. She had T-cell lymphoma diagnosed in February 2014, underwent the autologous bone-marrow transplantation in May 2016, and died of sepsis around one month later while still in hospital.

Another woman who was 65 years old, first diagnosed with Multiple Myeloma in September 2015, had 24 sessions of chemotherapy, followed by successful autologous bone-marrow transplantation. However, she died one year later of aspergillosis pneumonia.

The six remaining patients are still alive but with variable outcomes: stroke, relapse and chemotherapy four years later but with no direct complications. By reviewing the expenses related to this new benefit, the average cost of the procedure was 35,000 USD. The total cost incurred for the 8 patients related to their diseases was 809,640 USD; but it is important to note that regular chemotherapy cycles before the BMT are not included in the financial limitation.

It is worth noting that in the Lebanese market, transplantation is not yet included in most of the policies. But since its introduction under GlobeMed Lebanon's policies in 2012, the experience is considered encouraging, and out of the 94 cases with diagnosis listed in the indications of BMT, eight could benefit from it under their insurance coverage in Lebanon.

Although the network covered under GlobeMed Lebanon includes the MENA region and France, there are no reimbursement claims from abroad and all the cases were done in Lebanon.

1.2 Kidney Transplantation:

It is well known that end-stage renal disease may lead to death; only dialysis and kidney transplantation are available to treat this condition.

In Lebanon, there are 2 major payers: the public sector and the private sector. Regarding the public sector, the NSSF and MOPH are paying directly the fees of the surgery to the hospital. They do cover also the cost of immunosuppressive drugs needed to maintain the life of the transplanted kidney.

In the private sector, most of the policies are still excluding kidney transplantation. GlobeMed Lebanon added the transplantation to its covered benefits in May 2012, subject to a life-time financial limitation.

Between 2012 and June 2015, GlobeMed Lebanon covered 7 cases of kidney transplantations. While the total financial limitation for the 7 cases was 780,000 USD, the cost of the procedures was only 180,260 USD, and the real spent amount was 107,586 USD since some patients had co-insurance.
While the number of cases is not the most significant factor under study here, it should be noted that the average cost over the years strongly depends on the admission class of the patients. The good news is that 100% of the kidney transplantations procedures covered by GML were successful.

2. Psychiatric and Mental Disorders

While reviewing the number of patients who benefited from this newly added benefit, we found 21 patients from 2012 through 2015, 17 of them being female and 4 being male.

As can be seen in the figure above, the total cost incurred is not major and the maximum length of stay was 11 days for a case of major depressive disorder. The ages of hospitalized patient ranged between 21 and 88 years.

3. Infertility

GlobeMed Lebanon has extended its coverage of infertility in 2012 for the following coverage plans: Mutual Upgraded Plus, Perpetual Program, Perpetual SP Limited Network. This coverage for infertility covers laparoscopy and hysteroscopy procedures for females whereas for males it covers varicocele repair procedures. However, the newly added infertility benefit does not cover in-vitro fertilization or intra-uterine insemination procedures.

3.1 Males: Varicocelectomy

Varicoceles are enlarged varicose veins that occur in the scrotum. Between 2012 and end 2015, GlobeMed Lebanon covered 337 varicocele surgeries, out of which 57 fall under the newly added
benefits. The age of the beneficiaries ranged between 12 and 51 years. Most of them had one surgical intervention with no further complications. All the hospitals can provide this type of surgery, so claims occurred in 67 hospitals within the GML Network.

Going back to 2010 and 2011, we noted that GML was rejecting around 80 requests of varicocele repairs per year. GlobeMed Lebanon’s male population counts for around 105,000 adherents, around 60,000 of them being between 12 and 51 years of age. Since coverage of infertility is not yet comprehensive, no one can estimate, from the number of varicocele cases covered, the rate of infertility in the subject male population.

3.2 Females: Laparoscopy and Hysteroscopy

The most common procedures associated with infertility in women are laparoscopy and hysteroscopy. Both procedures can be performed for several medical conditions other than infertility and are inherently covered, such as pelvic pain, hemorrhage, etc...

If we limit our review to the cases with a final diagnosis of infertility, we have 10 cases between 2012 and the end of 2015, with a mean age of 36 years and an average cost of 1,401 USD. Most of the laparoscopies done for infertility of tubal origin have an average cost of 2,522 USD while most of the hysteroscopies are done for endometrial hyperplasia with an average cost of 603 USD.

If we take into consideration all cases of hysteroscopies and laparoscopies in those years, for all ages including post-menopausal women, the below table will describe the situation. As can be seen, the numbers are quiet more than if infertility is taken alone which means that such procedures done for infertility alone are cheaper possibly due to lower expenses in accompanying costs.
Figure 4: Laparoscopy and Hysteroscopy, all causes (not only infertility)

Our data shows that the number of claims for such procedures is gradually increasing over the years. Moreover, the age range of women undergoing the aforementioned procedures is mostly between ages 32 – 44 years and the total cost of those procedures over the years (2012 – 2015) for the newly covered plans sum up to nearly $298,180 in those 4 years. However, the average cost per claim is relatively stable and the increase in total cost is mainly related to the increase of accepted claims over the years.

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of Accepted Claims</th>
<th>Total Cost (USD)</th>
<th>Average Cost/Claim(USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>85</td>
<td>$51,734.73</td>
<td>$608.64</td>
</tr>
<tr>
<td>2013</td>
<td>110</td>
<td>$63,830.13</td>
<td>$580.27</td>
</tr>
<tr>
<td>2014</td>
<td>130</td>
<td>$79,106.94</td>
<td>$608.51</td>
</tr>
<tr>
<td>2015</td>
<td>168</td>
<td>$103,508.30</td>
<td>$616.12</td>
</tr>
</tbody>
</table>
| Total| 493                       | $298,180.10     | Average                | $603.4

Table 1: Average cost per claim

Now, let’s look at the rejected cases of infertility before the year 2012 (before implementing the novel coverage) as compared to that rejection as of year 2012 onwards:

Our data shows that there were 36 rejected cases of infertility during the years 2012 till 2015, 15 of which were in 2010 and 16 being in 2011. So, 15.5 claims per year were rejected in those two years and this average rate of rejection decreased to 9 claims per year as of year 2012 onwards. Based on the fact that the average cost per claim was around 603 USD, then around 5,500 USD per year were related to rejected claims of infertility as of year 2012 onwards and around $9,400 per year is related to rejected claims before that. Therefore, the rate of approval of infertility cases increased by more than 72%.

4. PET-Scan and VCT-64

4.1 PET-Scan:

A minimally invasive diagnostic imaging procedure, PET uses a radioactive tracer to evaluate glucose metabolism in tumors and in normal tissue. TPAs in Lebanon have started covering PET-Scans for oncology cases only. Studying the covered PET-Scans up until 2015, GlobeMed Lebanon covered them...
on out-patient basis, and the average cost of the test varied between 1,000 USD and 1,088 USD.

Figure 5: Number and Total cost of Pet Scan from 2011 to 2015

<table>
<thead>
<tr>
<th>Year</th>
<th>Total cost</th>
<th>Number of Pet Scan</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>$1,458.61</td>
<td>45</td>
</tr>
<tr>
<td>2012</td>
<td>$14,564.74</td>
<td>69</td>
</tr>
<tr>
<td>2013</td>
<td>$29,686.02</td>
<td>180</td>
</tr>
<tr>
<td>2014</td>
<td>$49,792.56</td>
<td>66</td>
</tr>
<tr>
<td>2015</td>
<td>$633</td>
<td>118</td>
</tr>
</tbody>
</table>

GlobeMed Lebanon had 1,139 adherents in 2015 diagnosed with cancer and covered 189 PET-Scans, sometimes twice and more for the same patient during the same year. Although GML is sure the PET-Scanning is providing better cancer staging and follow-up, it does not have enough data to evaluate the impact of introducing PET-Scan to its policies.

4.2 VCT-64 (Coro-Scan):
The heart is known to be a “noble organ”. Preserving it is a major concern to any human being. GlobeMed Lebanon decided to cover this test even though it is not yet recognized by the NSSF. As can be seen in the table below, the average and total cost of VCT-64 has been increasing over the years and this is related to the increasing number of patients undergoing this imaging technique. This is based on 2 factors: the increase of awareness to the benefits of this imaging technique and an increase in the awareness in recognizing the availability of it.

<table>
<thead>
<tr>
<th>Year</th>
<th>Sum Cost</th>
<th>Average Cost</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>$1,458.61</td>
<td>$540.65</td>
<td>4</td>
</tr>
<tr>
<td>2013</td>
<td>$14,564.74</td>
<td>$502.23</td>
<td>29</td>
</tr>
<tr>
<td>2014</td>
<td>$29,686.02</td>
<td>$645.35</td>
<td>46</td>
</tr>
<tr>
<td>2015</td>
<td>$49,792.56</td>
<td>$655.17</td>
<td>76</td>
</tr>
</tbody>
</table>

Figure 6: Number of Pet-Scans vs. number of cancer patients in 2015
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Table 2: Average and total cost of VCT-64

However, it should be noted that the coroscan did not replace the traditional cardiac catheterization which is done on an in-hospital basis.

5. Morbid Obesity Surgery (Bariatric Surgery)

Obesity is a world-wide epidemic and is associated with multiple serious co-morbidities, both physical and psychological.

Body Mass Index (BMI) is a simple index of weight for height that is commonly used to classify overweight and obesity in adults. It is defined as a person’s weight in kilograms divided by the square of his height in meter.

For adults, WHO defines overweight and obesity as follows:

- Overweight is BMI greater than or equal to 25.
- Obesity is a BMI greater than or equal to 30.

Since starting covering bariatric surgeries for morbidly obese adherents in October 2014, GML has approved and covered nearly 220 cases of such surgeries.

Furthermore, the increase in medical expenses and hospitalization fees has rendered those surgeries more expensive. This can be clearly noted in the graph below which shows the increasing trend in the average cost of the procedure in Lebanon.

![Figure 7: Average cost of morbid obesity surgery over the years in GML population](image)

6. HIV Tests:

The number of patients undergoing HIV tests is not huge but nonetheless significant. Knowing that HIV screening and testing helps in early detection, treatment and consequently a decrease in the number of patients reaching the AIDS stage, covering this test can have a great positive impact on our patients’ health status and on decreasing the outbreak of this global disease.

We have not detected a significant difference in ordering this test between males and females (394 for females versus 362 for males). Moreover, the total cost of doing this test over the past 6 years for our population of adherents amounts to 16,686 USD knowing that a single admission for any of our
patients can cost approximately this much if he/she presents with serious infections and immune-compromise.

Figure 8: Trend of Total Number of Claims for HIV Tests over the years

As can be seen above the total number of claims dramatically increased in 2015 since GML started covering HIV testing in its policies as contrasted to the years before whereby coverage was just based on NSSF approval.

Because of the fact that antiretroviral treatment is given for free to infected patients and the fact that we are pushing forwards for early detection, the number of HIV infected patients who have an undetectable viral load is nearly 80% and the goal is to reach 90% according to Dr. Jaques Mokhbat, a prominent leading infectious disease physician who is striving for HIV advancement in Lebanon.

GML data shows that nearly 60% of the tests done for STD’s other than HIV are mainly for anogenital (venereal) warts caused by human papillomavirus (HPV). However, the number of tests ordered is not very significant as it is small and not statistically important.

**DISCUSSION**

In USA, Medicare started covering kidney transplantation in 1972, with deductible and co pay, based on a study proving cost saving compared to maintaining patient on hemodialysis (Levinsky). In Lebanon, the rising coverage of organ transplantation has helped in improving the health status of some patients especially those with end-stage-renal disease. However, the figures are still shy due to the various financial, technological and medical hurdles that still need to be solved. This does not mean that there is no future for such surgeries/ on the contrary, the future is bright in Lebanon and the Middle East for such surgeries especially kidney and bone-marrow transplantations.

As most people know, mental health care services are not covered by health insurance packages and health plans to the same degree as are physical healthcare services. Not only such medical services are excluded, but even when covered they are often subject to higher co-pays and are capped at a maximum number of covered treatments in a lifetime. Less well known is the fact that those with severe mental illness (SMI) are less likely to have health insurance coverage of any kind (McLaughlin, 2004).
What emerges is a complex circle of correlation that suggests various paths of causation. Lower levels of employment, educational attainment, and income are positively correlated with both mental illness and the lack of health insurance coverage; lower levels of insurance coverage are negatively correlated with utilization of primary care; late detection and treatment of mental illness is positively correlated with psychiatric and physical co-morbidities; and so on (Levy and Meltzer 2004). The findings of the research done by Wang point out a serious problem in the health care system and underscore the belief of many that mental illness may be one of the more important areas in which the lack of insurance coverage leads to serious deleterious health consequences which impact both the individual and society (Wang et al. 2004). In Lebanon, NGOs like IDRAAC (Institute for Development, Research, Advocacy and Applied Care) is striving to spread more awareness about such psychiatric illnesses and the fact that TPAs have started covering them rendered the patients less afraid to disclose about such an illness and feel motivated about the mere fact that insurance companies are standing by their side.

Infertility is considered one of the main public health issues, as it affects about 15% of the couples of reproductive age (World Health Organization). The male factor is involved in 40% - 50% of infertility cases (Speroff L). The most common type of male infertility is idiopathic infertility, which is characterized by the presence of one or more abnormal semen parameters with no identifiable cause (Baker HW). Another common cause of male infertility is varicocele, which in a European study was found to affect 16.6% of men referred for infertility (Nieschlag E). The Lebanese public as well as third party administrators have seen no reason not to cover surgical and medical treatments for infertility. The previous idea was that health insurance companies should only cover medical case that cause debilitation or deteriorating health. However, as these companies have shifted their visions to encapsulate a more comprehensive medical approach that takes care of healthcare itself, the definition of what to cover has in turn changed. Managing infertility is started to be seen not as a ‘luxury’ treatment but a medical necessity.

Regarding infertility in females, studies have shown that surgical treatment of severe endometriosis does improve the chances for pregnancy as compared to no treatment (Richard Sherbahn). TPAs in Lebanon have started to cover cases of moderate and severe endometriosis which can help women in overcoming their infertility problem. The only way to be sure whether a woman has endometriosis is to perform a surgical procedure called laparoscopy that allows the physician to look inside the abdominal cavity with a narrow scope.

Endometrial polyps are localized hyperplastic overgrowths of endometrium that contain both endometrial glands and stroma. Up to 25% of women with unexplained infertility have endometrial polyps on hysteroscopy (Rackow). Since those polyps can bleed and in turn have serious
complications, visualizing them via hysteroscopy and treating them either by excision or laparoscopy have saved us from many other attributable hospital admissions for anemia, unexplained abdominal pain, adhesions and possible malignancies. The approach therefore is not only to cover the disease that is directly related to the symptoms but also to prevent the possibility of having future preventable diseases and unnecessary hospital admissions.

Regarding breast cancer, PET-Scanning has efficacy superior to that of conventional imaging for the detection of locoregional and metastatic spread in the appropriate patient population, and has better diagnostic performance for detection of skeletal metastasis compared to routine bone scanning (Osborne JR, Miyake KK, Jin S). Pet-Scan allows more accurate staging of the tumor in patients and consequently has resulted in a change of treatment in 10%-15% of them (Gallamini A). Clinicians can detect much earlier the effectiveness of a given antineoplastic treatment, as compared to the traditional radiological detection of tumor shrinkage, which usually takes time and occurs much later and by this Pet-Scan has increased the general survival rates in cancer patients by 25% (Pellegrini C). This is a main reason for the increasing utility of Pet-Scans in breast cancers. Therefore we should expect an increase in the demand on PET-Scan in breast cancer patients. The numbers in Lebanon have indeed shown that such exams are on the rise and therefore the need to cover them has become a necessity. Also under the umbrella of radiologic exams, we have seen that the use of 64-slice MDCT (multidetector computed tomography) results in excellent diagnostic accuracy and in an increased negative predictive value for detecting significant coronary stenoses in per-segment analysis. Patients with a high probability of coronary artery disease do not benefit from this type of non-invasive approach (Sirol). However, other patients with mild to moderate risk for cardiovascular diseases would surely benefit. In a study done by the Institute for Diagnostic and Interventional Radiology in Frankfurt, 218 patients with Coronary Artery Disease were studied (n = 218) and atherosclerotic plaques were found at transverse scanning with a sensitivity of 65.6% (143 of 218 plaques) (Vogl). This sensitivity increased in patients with an intermediate to moderate risk since this techniques works best for those patients and not for the ones who are known to have atherosclerotic heart disease or who are high-risk cardiac patients. By this token, third party administrators have realized that utilizing this exam to screen low to moderate-risk patients would in fact help those patients avoid that complications of the more invasive cardiac catheterization and would motivate more patients to perform this exam given the fact that it is patient-friendly, fast and safe.

On another front, covering bariatric (weight-decreasing) surgeries is on the rise in Lebanon and the Arab world. As per the American Society for Metabolic and Bariatric Surgery, based on data analyzed from 235 hospitals between 2005 and 2007, related to 66,339 bariatric surgeries performed, 83% of
patients were female with mean age 43 years. In GlobeMed Lebanon 57% of the patients were female, with an average age of 37 years.

Out of the 220 claims of bariatric surgery, we had a total of 19 complications (8.5%) that followed the surgery and occurred during the same hospital stay. The complication rate in Lebanon is lower than the international rate (13% for Sleeve and Banding and 21% for Bypass as shown by the various different research conducted by Blachar A, Carucci LR, Chang SH, Heneghan HM, Himpens J, Livingston EH, Masoomi H, Suter M, Topart P, Triantafyllidis G). These complications include postoperative haemorrhage and hematoma (5 cases), prolonged ileus (2 cases), hypotension and tachycardia (2 cases), ulcer and necrosis (1 case), vomiting and intestinal obstruction (4 cases), accidental puncture and laceration during procedure (1 case), fever (1 case), dysphagia (1 case), respiratory distress (2 cases), respiratory distress (2 cases).

Of the three most popular bariatric surgeries (Lap Band, sleeve gastrectomy, gastric bypass), gastric bypass is the most expensive. Duodenal switch surgery and some revision procedures are usually the most expensive of all bariatric procedures. The gastric banding used to be the most popular; however, currently, sleeve gastrectomy is the most common followed by gastric bypass. Due, to the prominence and popularity of those latter two procedures, the average cost of the bariatric surgery has increased over the years. Furthermore, the increase in medical expenses and hospitalization fees has rendered those surgeries more expensive.

Finally, over the past decade, antiretroviral therapy has become more potent, better tolerated, and less complex. According to an article published in Oxford Journal, today, most human immunodeficiency virus (HIV)–infected individuals receiving combination antiretroviral therapy achieve an undetectable plasma HIV-RNA level. Nevertheless, deficits in the spectrum of engagement in HIV care including late HIV diagnosis, suboptimal linkage to and retention in HIV care, insufficient use of antiretroviral therapy, and suboptimal adherence to therapy, pose significant barriers to achieving optimal treatment outcomes (Gardner EM, 2011). In Lebanon, the Ministry of Public Health is dispensing free medical treatment (antiretroviral medications) for hall HIV-positive patients. Several efforts are also being made in order to decrease the social stigma and stereotypes that surround those patients. Many social enterprises are also starting to devise new and innovative plans in the Middle East to help the communities get more aware of the dangers of HIV, prevention techniques as well as facilitating the delivery of medical management to all infected patients irrespective of sexual preferences or race. Therefore, third party administrators have found themselves in a critical position to cover those patients especially since helping them at an early stage would result in a win-win situation on the long-run, both for insurance companies and patients.

Financial Evaluation:
Table 3: Financial Evaluation for year 2015

<table>
<thead>
<tr>
<th>Service</th>
<th>Total Cost in Year 2015 ($)</th>
<th>Relative Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bone Marrow Transplant</td>
<td>175,000</td>
<td>0.040</td>
</tr>
<tr>
<td>Kidney Transplant</td>
<td>30,000</td>
<td>0.017</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>12,000</td>
<td>0.007</td>
</tr>
<tr>
<td>Varicocele (Infertility)</td>
<td>160,000</td>
<td>0.092</td>
</tr>
<tr>
<td>Laparoscopy (Infertility)</td>
<td>59,000</td>
<td>0.034</td>
</tr>
<tr>
<td>Hysterectomy (infertility)</td>
<td>257,504</td>
<td>0.148</td>
</tr>
<tr>
<td>Pet-Scan</td>
<td>240,000</td>
<td>0.660</td>
</tr>
<tr>
<td>Coroscan (VCT-64)</td>
<td>50,000</td>
<td>0.140</td>
</tr>
<tr>
<td>Bariatric Surgeries</td>
<td>1,500,000</td>
<td>0.900</td>
</tr>
<tr>
<td>HIV</td>
<td>12,800</td>
<td>0.035</td>
</tr>
</tbody>
</table>

Table 4: Total cost in year 2015

(Note: relative percentages were calculated based whether each service is considered an in-patient or an out-patient claim).

The opportunity cost of not covering those services:

- **Bone Marrow Transplant**: Aplastic anemia, Leukemia, Lymphoma, Multiple Myeloma, Thalassemia... can all be cured by this procedure and therefore the cost saving would be significant.

- **Kidney Transplant**: Chronic Dialysis and most of the complications related to Chronic Renal Failure can be avoided.

- **Psychiatry**: decrease the stigma related to this medical condition, mitigate discrimination, boost patient’s credibility in the healthcare sector and avoid claims related to idiopathic claims that do not disclose psychiatric reasons as the underlying disease.

- **Varicocele (Infertility)**: An untreated varicocele or uterine polyps/adhesions are not life-threatening, however, they can lead to damage or complete atrophy of the testicles, ovaries and/or irreversible damage to the uterus and ultimately complete infertility. Covering such claims would render the healthcare services more immersive and comprehensive, decrease the stigma related to being infertile, boost the adherents trust in Third Party Administrators and help in avoiding unnecessary systematic complications.

- **Laparoscopy (Infertility)**

- **Hysterectomy (infertility)**

- **Pet-Scan**: There are tremendous benefits of having a combined PET/CT scan including earlier diagnosis, accurate staging and localization and precise treatment and
monitoring. The cost-saving therefore is significant.

Coroscan (VCT-64)  
Early detection of coronary artery diseases and avoiding strokes.

Bariatric Surgeries  
Provide patients with long term weight-loss and help increase the quality of health. Help improve or resolve many obesity-related conditions, such as type 2 diabetes, high blood pressure, heart disease, and more.

HIV  
Help patients in containing their infection and not reach the AIDS stage

Table 5: Opportunity Cost Description

The hypotheses tested that the addition and implementation of new healthcare benefits by TPAs is cost-efficient and would lead to a win-win scenario between the guarantors and adherents is therefore valid.

CONCLUSION

There has always been a question of whether extending a TPA’s coverage would be increasing the burdens on its shoulders. It turns out that on the contrary, the adherents (patients) get to feel protected and taken care of by nondiscriminatory and well-thought-of actions which would enhance clients’ loyalty while at the same time being viable for those Third Party Administrators. Many efforts are done to shift the TPA role into “sickness prevention”, promoting prevention and wellness education and even extending the scope of coverage to palliative care. This is done by extrapolating the basic function of merely acting as an intermediary between the insurer and the insured by taking a further step to assess the feasibility and benefit of extending the coverage in a win-win situation whereby the adherents have better access and coverage to broader healthcare services which are deemed financially feasible.
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ABSTRACT

Emotional intelligence has been a topic of controversy over the years pertaining to its level of significance in the business world as well as how it can be defined and understood as a concept. Through a number of researches done by pioneers in the field of emotional intelligence, it is shown that EI have shown a significant effect on the retail banking sector; hence, the aim of this research is to link emotional intelligence theory with frontline employee behavior in the context of customer relationship marketing; and to empirically test these on the Lebanese retail banking sector, drawing also practicable managerial implications through a combination of existing models, theoretical research and secondary data. A conceptual framework of emotional intelligence was developed. The value of this research stems from its contribution regarding shedding the light on the importance of EI, the interlinkage between EI and CRM and the creation of a customized conceptual framework that fit the LRBS; as well as setting of the foundation for future research that will refine, test and finalise this conceptual framework.

Keywords: Emotional intelligence (EI), Customer Relationship Marketing (CRM), Service Encounter, Lebanese Retail Banking Sector (LRBS), Lebanon.

1. INTRODUCTION

Studying the concept of emotional intelligence in the Lebanese culture is of great interest since emotional intelligence helps in enhancing customer relationship marketing of organizations that are in the service field such as banks (the industry, focus of this research). It is thus crucial for banks to understand their customers’ communication needs and perceptions, and to utilise this knowledge in the emotional intelligence context towards more effective customer relationship marketing techniques.

This research is a continuation on the work of Al Khoury et al., 2016 and Al Khoury et al., 2017, to refine the past papers’ model, to expand on it, to shape gaps and concepts better as well as to specify methodology better. A greater literature review is constructed through adding new concepts, such as:
CRM, Exhibited Behavioural Attributes of EI, Customer Evaluation and Service Recovery, to serve the creation of the new conceptual framework.

In the context above, the aim of the research is to link emotional intelligence theory with frontline employee behavior in the context of customer relationship marketing; and to empirically test these on the Lebanese retail banking sector, drawing also practicable managerial implications.

Towards this aim, seven objectives have been set:

1. To construct the theoretical foundation of the research and particularly in relationship to emotional intelligence, customer relationship marketing and service encounters.

2. To identify and evaluate emotional intelligence related employee behavioural attributes in the customer relationship marketing context, from the customer perspective.

3. To describe customer evaluation of exhibited emotional intelligence behavioural attributes.

4. To identify customer positive and negative actions in response to exhibited emotional intelligence behavioural attributes.

5. To prescribe how emotional intelligence can improve the service experience.

6. To interrelate bank employees’ responses with exhibited emotional intelligence behavioural attributes.

7. To develop a framework that will practicably link emotional intelligence theory with frontline employee behavior in the context of Lebanese banking customer relationship marketing.

2. THEORETICAL FOUNDATION

2.1 Emotional Intelligence

Over the years, the concept and definition of emotional intelligence has evolved since the 19th century. Gabriel (2000) stated that in 1990, Peter Salovey and John Mayer discovered a universal pattern to study emotions. Their research findings showed that individuals are able to identify and recognize emotions through faces, certain designs and colours. The term “Emotional Intelligence” became more solid and structured in 1995 and 1998, where people became aware of this terminology when Daniel Goleman wrote in “Emotional Intelligence: why it can matter more than IQ”. Theorists such as Thorndike, Wechsler and Gardner were the first to generate awareness of the concept of EI and facilitated the emergence of the current well known pioneers in the field of EI such as Peter Salovey and John Mayer, Daniel Goleman and Reuven Bar-On.
Emotional intelligence, simply, is the individual’s ability to monitor, recognize and understand his/her own emotions and feelings as well as others and the skill to use this ability in managing one’s behavior and relationships.

According to Mayer and Salovey (1997), the major areas of skills are: perception and expression of emotion, assimilating emotion in thought, understanding and analyzing emotion, and reflective regulation of emotion. Bar-On (1997) stated the following major of skills: intrapersonal skills, interpersonal skills, adaptability scales, stress-management scales, and general mood. The third most known and commonly used EI model is that of Goleman (1995a) where he listed the following skills: knowing one’s emotions, management emotions, motivating oneself, recognizing emotions in others, and handling relationships.

Intelligence quotient (IQ) and emotional intelligence (EI) are two completely different concepts and are independent of each other. It is possible for an individual of high level of IQ to have a low level of EI or vice versa. People assume that IQ is highly correlated with the achievements; to our surprise, it is not. Whereas EI is considered to be of high importance and highly correlated with success, experts stress that IQ contributes only about 20% of one’s success and achievements. A study examining Harvard graduates showed that the entrance exam grade, which is highly linked to IQ, had a poor and even a negative correlation with one’s success in his/her career life. It is well known that in order to run successful businesses it is not enough to use just the smarts. It is crucial to have a personal and a long-term relationship based on trust and technical know-how with the clients/customers especially in the services sector which includes banking. In business it is crucial to have self-awareness and self-confidence, and emotional intelligence is the key building block of these two components. Emotional intelligence is made up of five competencies as Goleman states: 1. Self-awareness: knowing one’s feelings, 2. Self-regulation: managing those feelings and emotions, 3. Motivation: stimulating oneself, 4. Empathy: identifying and knowing others’, 5. Social skills: managing relationships.

The following skills cannot be studied, measured and analyzed from a customer’s perspective rather than from the employees’ perspective. As a result, there is a need to translate these skills into exhibited behavioural attributes. A further research was made to construct a transitional phase in the model, which is the exhibited behavioural attributes, that enables the future implementation of the model. The key of the transition of emotions into behavior is attitude. (McShane and Von Glinow, 2009, p.100)

2.2 Exhibited Behavioural Attributes of Emotional Intelligence

McShane and Von Glinow (2009) discussed the effect of emotions on the workplace and how emotions can be translated into attitude and then behavior. Since emotional intelligence is the study of
emotions, generally speaking, there is need for the knowledge on the different types of emotion based on the levels of activation and evaluation.

The “Circumplex Model of Emotions” is the building block for understanding emotions which will be translated into behavioural attributes as a result of more detailed and interrelated models.

Emotional intelligence, generally speaking, is a psychological intelligence that deals with ones’ emotions and feelings; hence, how is it possible to control, motivate, and express these emotions if the individual is not aware of the emotions and the outcomes, consequently. The model shows two extreme emotions: positive and negative; however, the level of activation is the variable that results in different outcomes. Showing negative emotions at the workplace will result in poor performance; as a result, managers try to ensure that their employees come with positive vibes to work to increase the profitability of the organization.

Having the knowledge at this level of the different emotions, level of activation and the outcomes, a new “Model of Emotions, Attitudes, and Behavior” is introduced to summarize the role of emotions, attitudes and behavior, through both cognitive and emotional processes. The stimulus-response (S-R) model represents the difference between attitudes and emotions; attitude is a set of judgments that includes logical reasoning, whereas emotions are experiences that operate without one’s awareness. This dual cognitive-emotional attitude model is made up of cognitive, logical reasoning part, which creates the attitude, which is made up of three interrelated factors: 1. Beliefs, 2. Feelings and 3. Behavioural intentions. The model also consists of an emotional process where we have emotional episodes. These episodes affect one’s feelings which will have an influence on the end result, the behavior. Some episodes will lead to different emotions, but even low-intensity emotions will result in some automatic facial expressions that will be noticed by the customers. Hence, organizations tend to expose their employees to emotional episodes leading to positive feelings in order to shape employees’ attitude and behavior. The MARS model is an elaborated and advanced continuation of the S-R model and is made up of four factors: motivation, ability, role perceptions, and situational factors. This model shows a noticeable link between emotional intelligence skills and the factors that affect one’s behavior.

The “MARS – Model of Individual Behavior and Results” model consists of four elements which are influenced by individual characteristics. 1. Motivation: affects direction (which path to choose), intensity (how much effort is the individual going to dedicate for each target) and persistence (how much time will the individual continue to put effort to reach that goal). 2. Ability: is made up of aptitudes (are the natural talents/skills which help employees to attain the needed tasks at work and hence perform better), and learned capabilities (are the physical and mental capabilities that individuals
currently have and might fade with time if not practiced). The mix of these two concepts is usually used in the business world under the umbrella of competencies. Competencies are commonly described as personal traits such as: “knowledge, skills, aptitudes, personality, self-concept, values” (McShane, Von Glinow, p.36). Having these competencies will result in a better performance. 3. Role perceptions: are crucial for employees to know clearly their job description. Knowing what is needed and expected from them will set the direction and coordination with other employees/suppliers/stakeholders to reach their goal. There is a need for knowledge regarding the specific tasks, prioritizing their tasks and perform as expected, and finally understand which is the most preferable procedure/behavior by the organization to choose to complete the tasks assigned. 4. Situational factors: are external, non-controllable factors that affect employee’s behavior and performance. However, some situational factors such as: “time, people, budget, and physical work facilities” (McShane, Von Glinow, p.37) can be controlled and leaders make sure to plan for such factors so that their employees are able to perform at their best.

By mixing emotional intelligence skills and both S-R and MARS models of behavior, the following exhibited behavioural attributes of emotional intelligence are suggested:

- **Expression of Emotions**: Translation of anger, frustration, stress, work-overload etc. by employees in their interaction.

- **Managing Emotions**: Control, regulation, or otherwise channelling negative emotions into positive outcome.

- **Constructive Communication**: Communicating, connecting, providing needed/relevant information (technical know-how), tackle problems, reach solutions, persuade and motivate customers to invest/take risks.

- **Adaptation**: Adapting to changing environments, sudden obstacles/errors, anger bursts and unusual needs/requests.

Retail bank employees who have the above suggested exhibited behavioural attributes of emotional intelligence will result in a positive outcome and hence will be able to implement the customer relationship marketing skills to succeed at the workplace.

**2.3 Customer Relationship Marketing**

Marketeters in the new millennium are of two groups, those who practice customer relationship marketing (CRM) and those who do not, yet. However, those who do not practice CRM will not survive the new millennium and will not have enough profit to survive in the market. Generally speaking, marketing had gone through three waves, since world war two, before reaching CRM: 1.
Mass marketing, 2. Targeted marketing, and 3. Global marketing. All three waves share a core concept, which is the main focus/goal on maximizing sales. Since it is possible for sales to increase without increasing profits, marketers shifted their attention to the quality of share so that they ensure profitable growth. Marketers aim to increase both sales and profits, simultaneously, through creating and reinforcing the bonding with the customers and hence build customer relationships. CRM is the fourth significant post-war wave that came after global marketing (which is still used to date).

The four pillars of CRM, in short, are the ability to: 1. Identify, 2. Attract, 3. Defend and 4. Strengthen ‘brand loyalty’; and if the heart of CRM is brand loyalty, then ‘Value of a Customer’ (VOAC) is its brain. CRM is all about creating relationships with customers, retaining them, and trying to move them up the loyalty ladder. CRM is not about the sales, rather than enduring profitable growth through focusing on the customers and creating a loyalty bond between the organization and its clients/customers. Selling, which was the end goal of traditional marketing, is the first stage of CRM to turn customers into loyalists. Only customer-relationship marketing can endure profitable growth.

2.4 Service Encounters

On the other hand, employees might face failure in performing/implementing the suggested behavioural attributes of emotional intelligence. The failure in service performance means that the customer’s expectations were not met therefore customers will be dissatisfied leading to a negative outcome by having negative customer reactions/feedbacks. Data from TRAP Worldwide Inc. (2007) shows that: 1% to 5% complains to management or company headquarters, 45% complain to a frontline employee and 50% encounter a problem but do not complain. Zeithaml, Bitner and Gremler (2013) presented the “Customer Complaint Actions Following Service Failure” model in their book.

When failing to satisfy customer needs, negative emotions will emerge which will lead to either not complaining and choosing to either exit/switch or stay; or to act upon these negative emotions and file a complain to the provider, spread negative word-of-mouth using social media or other tools, which is extremely harmful for the organization due to the ease of access to social media without putting any financial effort and the time factor, where the complaint can be spread to the community in a matter or seconds. The customer might also consider a third-party action that would take action on his/her behalf which also harms the organization and cause propaganda. The end result will be either exiting or switch the organization or to stay, based on how the dissatisfaction was handled by the organization/employees. In order to minimize the loss of customers as a result of service failure, customers expect the organization to not only response, but also to show remorse for the inconvenience and disappointment of the service. The organization is expected to show that they
hold the responsibility and offer help as soon as failure occurs. The “Service Recovery Strategies” model presents the strategies that should be implemented once the organization faces a service failure.

Following the model of service failure which was discussed above, the model is adopted to ‘fix’ the dissatisfaction from the customer perspective as well as fixing the problem itself to ensure that it would happen again. Organizations and employees seek continuous improvement through learning from previous mistakes and planning for the future through training sessions and gaining experience through time. The implementation of these service recovery strategies/techniques will result in the shift of the negative outcomes which lead to negative customer feedback/reaction into a positive outcome. As a result, the failure will be recovered and employees will be able to implement the relationship marketing skills to ensure and boost their success. The concept of consumer behavior is embedded in the process of having a positive and negative outcome as well as in the corrective actions using service marketing techniques since without having the knowledge of customers’ behavior, it will be impossible for employees to uncover the needs and wants of their customers to satisfy and fulfill their expectations.

2.5 Focusing on the Lebanese market

Jamali, Sidani and Abu-Zaki (2008) stated the following results after conducting their research using the Emotional Quotient Inventory (EQ-I) technique to measure emotional intelligence and a final sample of 225 individuals working in different sectors such as banks, publishing organizations, internet companies, auditing firms, universities, government organizations, and other sectors from Beirut, Lebanon. Results showed that the entire sample scored moderate levels of emotional intelligence and that males scored higher on self-regulation and self-motivation whereas females scored higher on self-awareness, empathy and social skills. There was no significant change in EI scores between genders except for self-regulation where males scored higher. Senior managers scored higher than staff or lower-level employees on self-awareness, self-regulation and self-motivation whereas middle managers scored lower than senior managers and staff on empathy. Differences in educational background, as there are three categories: high school, college and graduate degree, had no significance in emotional intelligence scores when testing for self-awareness, self-regulation, self-motivation, empathy and social skills. Moreover, difference in age had no significance in emotional intelligence score, except for self-motivation where the group ranging from 35 to 44 scored the highest and the group aging under 25 scored the lowest. Carrying emotional intelligence assessments at work can assist employees to detect their strengths and areas of development, and by implementing this technique in a safe and supportive environment, it can trigger and improve self-motivation.

Moreover, a research was conducted by Hejase, Al-Sayed, Haddad and Hamdar in 2012 to explore how emotional intelligence is applied in Lebanon. In the first part of their study, researchers
highlighted the importance of emotional intelligence in business through existing frameworks. In order to explore emotional intelligence applications in Lebanon, both industry and service sectors were targeted. The sample included employees and managers of different backgrounds and gender. The final sample size was 110 individuals, and ten managers divided evenly between the service and industry sector. Results showed no significant distribution difference between genders in both sectors.

To summarize the awareness of emotional intelligence: 2/3 of the respondents in both sectors are not fully aware of the concept of emotional intelligence and have no deep knowledge on this concept. When identifying the sources that exposed emotional intelligence to the respondents in both sectors, none stated that they learned about it from their work setting. The sources were either from their education, media, or other mixed sources. The majority in both sectors agreed that EI has positive effects on an organization’s profit and disagreed with the statement that adopting EI principles incurs a lot of costs in such a way that there is no point in investing in it. They also agreed that EI programs result in favourable results in employees’ retention and disagreed that employees are required to work individually and not in teams when practicing EI principles.

2.6 Research Gap

The link between the concept of emotional intelligence and other domains such as healthcare, banking and education has taken interest over the years. A research paper written by Tudor (2015) has studied the link between EI and these different domains. The researcher stated that banks can utilize the concept of emotional intelligence when it comes to customer-banker relationship and in the day-to-day interactions. Other recent research papers conducted by Danquah (2014) and Kappagoda (2013) have showed the importance of EI in the banking sector. Tudor (2015) has suggested to further research the link between EI and one of the domains that she has researched; one of these domains is the banking sector. Hence, it is stated that the link between emotional intelligence and customer-banker relationship should be researched and studied thoroughly.

Kearney et al. (2017) studied emotional intelligence in front-line/back-office employee relationships and stated: “The present study is premised on the assumption that employee emotional intelligence (at the front line and in the back office) positively affects customer attitudes and drives customer-related organisational outcomes. We did not demonstrate this link empirically though. Further studies might use dyadic data and thereby link emotional intelligence at the individual employee level to the customer level” (p. 193).

Researchers have already suggested a research gap in the term of lack of empirical research linking emotional intelligence, its exhibited behavioural attributes of employees and customer relationship marketing from the customer perspective; and some researchers, in fact, have explicitly or implicitly called for such work to be done (Tudor 2015; Danquah, 2014; Kappagoda (2013); Kearney et
al., 2017; Wisker and Poulis, 2015; Hejase et al., 2012; Jamali, Sidani and Abu-Zaki, 2008; Suliman and Al-Shaikh, 2007; El-Chaarani, 2013; Geha, 2015). Wisker and Poulis (2015) suggested having a further research to study the effect of EI on marketing/sales performance, and identifying which of EI constructs affect the workplace performance. They have also suggested including variables such as personal characteristics, firm structure and industry characteristics when linking emotional intelligence to marketing/sales performance. This paper has included the exhibited behavioral attributes which relies on personal characteristics.

From a specifically Lebanese perspective, Hejase et al. (2012) added that although EI is perceived to be effective in organizations and will help in creating better outcomes, the majority of people are not willing to engage emotions and emotional intelligence in the workplace since they believe that emotions in business will lead to irrationality and unexplained behaviours and decisions. in the same vein, studies conducted by Jamali, Sidani and Abu-Zaki (2008) and Suliman and Al-Shaikh (2007) within Middle Eastern countries, including Lebanon, suggest that even though emotions cannot be separated from a person when conducting business and is part of the individuals’ personality whether the organization accepts that or not, many are still caught with the traditional saying of “leaving emotions at home before coming to the job”.

El-Chaarani (2013) has also studied the concept of emotional intelligence in Lebanese family firms. Although the concept of EI was explored in a completely different field than the one researched in this paper, El-Chaarani suggested to consider exploring this topic qualitatively and from a different angle from that of the research (family firms) since it will positively contribute to the field of EI. El-Chaarani added that other elements/variables should be taken into consideration, such as demographic characteristics and analyze how culture and education (through EI) can influence the job performance. Hence, El-Chaarani highlights the link between culture, emotional intelligence and job performance, which is affected by the customer relationship marketing.

Hejase et al. (2012) suggested to study cross-multiple relationships between different concepts such as EI and other concepts – to marketing, such as customer relationship marketing – and/or to management for example to discover a possible theoretical link that businesses can benefit from as they implement EI in their organizations.

Geha (2015) has stated: “Emotional intelligence training may be one way to bring opposing elements together. This is especially important to the Lebanese community with its diverse backgrounds, religions, political groups and people. It is my opinion that emotional intelligence skills should be introduced at all levels and to all people within Lebanon.” (p. 23)
3. CONCEPTUAL FRAMEWORK OF EMOTIONAL INTELLIGENCE
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**Figure 1: Framework of emotional intelligence for the Lebanese retail banking sector**

**Discussion of the Conceptual Framework**

This framework links customer relationship marketing and emotional intelligence skills by adding a twist by translating emotional intelligence skills into exhibited behavioural attributes based on the stimulus-response and MARS model of individual behavior so that it is possible for the Lebanese retail bank customers to evaluate whether these skills are being implemented properly. Customers’ evaluation of bank employees’ exhibited emotional intelligence behavioural attributes will result in either a negative or positive customer reaction. Here comes the role of employee bank response, which consists of the design of concrete response mechanism which are: responding quickly, providing appropriate communication, treating customers fairly, cultivating relationships with customers, guarantying the service offering, encouraging and tracking complaints, learning from recovery experiences, learning from lost customers, and making the service fail-safe, and linking them with the exhibited emotional intelligence behavioural attributes. The following step will result in
preventing negative customers’ reaction and enhance / reinforce positive customers’ reaction. As a result, this process shows how emotional intelligence is incorporated in a successful customer relationship marketing in retail banks (which is the aim of this research paper). Being able to control and manage one’s emotions and others will help in creating relationships with customers, which is the main goal of customer relationship marketing. In order to translate emotional intelligence skills into exhibited behavioural attributes, and in order to study customers’ negative and positive feedbacks, the concept of organizational behavioural is indirectly used since employees and bank managers need to study, understand and analyze their customers so that they can act and react. Having no knowledge of their customers, will hinder their success by not knowing which strategy to implement and this case is crucial when facing negative outcomes.

This framework of emotional intelligence summarizes the link between emotional intelligence and customer relationship marketing which will serve as a base line model for the empirical work that will follow the proposed framework. This section answers and summarizes research questions one till eight.

4. RESEARCH PHILOSOPHY

The ‘ontology’ and ‘epistemology’ of the research will adapt the classical interpretive/constructivist ontology and the interpretivism/constructivism epistemology; since they are interrelated. The reason behind choosing the following ontology and epistemology is the nature of the subject researched. Since one of the major concepts discussed is ‘emotional intelligence’, which is a psychological subject, a researcher needs to implement techniques that will reveal deep and valuable data, usually through interviews, observations, focus groups etc. The researcher, in this case, will take part in the interviews and hence it will mark as a subjective research.

As for the paradigm, it is expected, based on the ontology and epistemology chosen, that the research will implement the ‘interpretivist paradigm’ as well as the ‘constructivist paradigm’; the research paradigm, which is interpretivist/constructivist, is also labelled ‘anti-positivist’ (Hatch and Cunliffe, 2006) and ‘post-positivist’ (Blaikie, 1993). Another terminology used for an interpretivist phenomenology is Heideggers’ ‘hermeneutic (interpretivist) phenomenology’; which is originated from Husserls’ ‘descriptive phenomenology’. Saunders, Lewis and Thronhill (2007) stated that such a paradigm focuses on studying and analyzing ‘social actors’ and understand how they perceive the world. Hence, an interpretivist/constructivist paradigm is highly contextual and results cannot be generalized.

Research Methodology and Methods
Given that the phenomenological paradigm adapted is subjective in nature, it is best to use the qualitative approach to gather data. An exploratory case study is chosen to uncover significant variables and analyze the topic of study in the Lebanese context.

The researcher will implement two approaches, 1. Deductive – in order to extract the major emotional intelligence skills and exhibited behavioural attributes based on the literature review (secondary data); and 2. Inductive – to uncover the results of having positive and negative outcomes of implementing the suggested exhibited behavioural attributes from the consumer’s perspective (primary data).

The concepts of ‘reliability’ and ‘validity’ are interrelated since validity relies on reliability. These concepts differ from a qualitative to a quantitative research. In a qualitative research reliability is measured by ‘quality’ of the study although the concept of reliability is commonly used in quantitative research. These concepts aim at differentiating a ‘good’ from a ‘bad’ research and should be judged based on the research paradigm adapted. Data gathered from Lebanese retail bank customers requires validity and reliability; which made it the main reason to conduct this study from the customers’ perspective rather than the bank employees’.

Having in-depth, open-ended, semi-structural interviews helps in collecting more valuable data, understanding the situation realistically and maybe uncovering some hidden gaps that are not stated in existing research papers. This technique gives the interviewer the advantage of being able to remodel and restructure the questions when needed and also gives the interviewee the ability to better understand the aim of the study by familiarizing the latter with the concept of emotional intelligence.

However, before conducting interviews will Lebanese retail bank customers, a pilot test consisting of two to three questions will be implemented to make sure that the research is on the right path and hence the interviews will lead to valid and reliable results. Conducting a ‘pilot study’ before the main interviews is crucial to guarantee the success of the data gathering process. This study is considered a trial in preparation for the major study. A pilot study does not ensure the success of the research; however, it does increase the likelihood.

Interviews will be audio-recorded, transcribed and reviewed. At the end of each interview, critical incidents studies method will be implemented to uncover stories holding relatable variables that were not taken into consideration when studying the relationship between the customer and bank employees from the customer relations marketing perspective. There will be, in total, 30 interviews. However, in case the research did not reach maturity after carrying out 30 interviews, additional interviews are a must till reaching maturity. The distribution of interviews process is based on the percentages of distributions of Lebanese retail banks, geographically.
A purposeful sampling will be used in order to gather reliable data for this research; hence, the purposeful sample in this research is the Lebanese retail banking customers who are in direct contact with customer service bank employees. Being into a service domain such as banking means relying heavily on personal interaction between bank employees and their clients which makes it easier for bank customers to evaluate the suggested behavioural attributes of emotional intelligence; hence, results gathered from interviews and critical incident studies are expected to be reliable.

Data gathered from interviews will be analyzed using the ‘qualitative content analysis’ which shares some steps with the traditional ‘quantitative content analysis’ procedure, in addition to the NVivo software - which is specialized in analyzing in-depth interviews through highlighting the most important messages/factors/findings after linking and relating/combining the gathered information and consequently the final framework will be constructed. As data is gathered and analyzed, it will uncover any possible effect of the Lebanese culture on emotional intelligence.

Throughout the research, the researcher might suggest that there is a need for additional implementation of qualitative research techniques such as focus groups. The following suggestion depends on the reliability, quality and completeness of the data gathered through the interviews.

5. CONCLUSIONS AND IMPLICATIONS

The importance of emotional intelligence in organizations lays in its significant overall performance improvement through generating more sales and profits as well as satisfying clients and customers. Existing EI models created by Goleman, Bar-On and Mayer & Salovey, were adapted to set the overall EI skills which were translated into exhibited behavioural attributes using a number of models. These behavioural attributes are to be tested and evaluated by Lebanese retail bank customers. Both negative and positive customer outcomes are treated using service encounter models: Customer Complaint Actions Following Service Failure and Service Recovery Strategies. The conceptual framework created aims incorporate EI skills with effective implementation of CRM skills; laying the groundwork for further refinement, testing and elaboration through research and analyses.

Theoretical Implications

Creating a framework that studies emotional intelligence from the customer’s perspective through the utilisation of suggested exhibited behavioural attributes and linking it to relationship marketing skills and service marketing in the Lebanese context was never done before. This research seeks to satisfy the aims and objectives that are set, and to study empirically the Lebanese market to create a preliminary framework of emotional intelligence that is customized for the Lebanese retail banks.

Managerial Implications
The theoretical understanding of the role of emotional intelligence in the sector has significant practical implications as well. The research, in fact, through its framework, shall prescribe actions at all organisational levels towards the utilisation of the knowledge gained for managerial implementation in the contexts of human resource management, customer relationship marketing and service design. Ultimately, the findings of the research shall contribute to the banks' improvement in the aforementioned contexts with direct and explicit benefits in terms of profitability and growth.
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ABSTRACT

The social enterprises (SE) are taking hold as key players in the processes of local development producing social, economic and environmental effects (Borzaga, Tortia, 2009; Borzaga, Galera, 2014; Eversole, 2013). Since SEs may assume a range of different organisational forms and despite the fact they are commonly spread across many countries, there is not any agreement on a unique and common definition yet (Doherty et al., 2014; Phillips et al., 2015; Picciotti, 2013). Certainly, SE’s objective is to pursue a social goal, but they can also act as drivers of local development, supporting the local community growth and its economic development.

Empirical research shows that across Europe SEs not only increase the community wellbeing, providing product and services, fostering cohesion and collaboration among community members and institutions, but they also act as drivers of local and regional economic development (Birkhölzer; 2009; Eversole, 2013).

This paper aim is to provide an ideal-type model of SE which can help in drawing its boundaries; secondly, a new framework on how SEs produce local development through social, economic and environmental outputs is proposed.

Keywords: social enterprise, local development, social development, economic development, environmental development

INTRODUCTION

The expression ‘social enterprise’ (SE) was introduced in Italy during the late ‘80s to mean a new form of company run by volunteers; differently from the non-profit organization focused on the promotion of human rights, the aim of a SE was to provide social services to the local communities or promoting equality and opportunities. Subsequently, the concept of SE was developed during the ‘90s and spread across Europe and United States and, more recently, even across Asia and Latin America while gaining relevance among academics and practitioners. The growing interest in SEs depends on many factors; firstly, SEs operates not for profit, but for promoting social change and growth and posing new
priorities within the debate on the social and economic development; secondly, with government and local public institutions experiencing the decrease of financial resources to be dedicated to social services, the SEs address the people’s needs, reorganising proactively the existing welfare systems. Thirdly, the SEs are a trigger to re-think the efficiency and efficacy of public sector and to urge companies to consider the social responsibility. Against the scientific growing interest (Doherty, Haugh, Lyon, 2014; Phillips, Lee, Ghobadian, O’Regan, James, 2015) there is still a lack of a unique and common definition of what the SE is; a variety organisations, institutions and firms with different legal and organisational forms seem to be included in the definition of SE; as such there is a compelling need to seek a consistent and shared definition which could encompass all the varieties of existing SEs. The following section 2 attempts to isolate the SEs’ main features drawing an SE ideal-type; in section 3 a new framework on the relation among SE and local development is proposed.

**SES: DEFINITION AND FEATURES**

The SE has a hybrid structure as it combines a variety of elements featuring different types of companies; however, SE construct does not fit in any of the traditional existing corporate forms. At the heart of SE construct there is its ‘social mission’. In the literature on social entrepreneurship two main approaches can be distinguished: the first emerged from the American studies and the second from the European researchers (Perrini, 2007; Defourny, Nyssens, 2010). The American works, which have been emphasizing the role of the social entrepreneurship since the middle of the 90s (Borzaga, Tortia, 2009), focus more on the nature and the characteristics of the ‘social entrepreneur’ than showing interest in deepening the understanding of the SE nature. In fact, within this stream, some works look into the capacity of the non-profit organisations (NPO) to acquire financial resources while other studies investigate the role of the social entrepreneur as a ‘social innovator’ and promoter of the social change. Hence, any organisation led by a social innovator and creating social value is a social enterprise (Picciotti, 2013). In this context, the SE can assume any organizational form among profit, not-for-profit or hybrid, the choice depends on the business model and the social aim to reach: the entrepreneur’s ability to create the best hybrid structure boosters the organizational efficacy and efficiency. As a consequence, the SE become an innovation lab where new organizational behaviours, new cognitive and managerial models take place and guide the identification and satisfaction of the community’s needs using a mix of public and private local financial resources (Bulsei, 2015).

On the other hand, due to the different cultural context and to the different economic situation in which the ‘social cooperative’ were born and largely developed, the European literature focused prevalently on the nature of SE.
The European approach is summarized by the Research Network “Emergence of Social Entrepreneurship in Europe (EMES)” (Borzaga and Defourny, 2008) while the GES model proposed here (Table 1) is derived from existing research (Galera and Borzaga, 2009; Galera and Borzaga 2012) on the SE and takes also in consideration the OCSE and EU’s definitions of SE. This model plots out the SE main features and helps in drawing its boundaries. The SE can be observed and evaluated through its governance, entrepreneurial and social dimensions (GES). The GES model depicts an ideal type, as such it does not represent an existing SE but stresses all the features common to the most. Each SE dimension can be evaluated not only by the presence or absence of the following characteristics, but even on their intensity.

Table 1 GES framework: defining the nature of SE

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Governance</td>
<td>Self-governance or high-autonomy</td>
</tr>
<tr>
<td></td>
<td>Multi stakeholder</td>
</tr>
<tr>
<td></td>
<td>Democracy</td>
</tr>
<tr>
<td></td>
<td>Limitation to the distribution of profits</td>
</tr>
<tr>
<td>Entrepreneurial</td>
<td>Regular production and delivery of services and goods</td>
</tr>
<tr>
<td></td>
<td>Totally or partially paid workforce</td>
</tr>
<tr>
<td></td>
<td>Presence of economic risk</td>
</tr>
<tr>
<td></td>
<td>Propensity to innovate</td>
</tr>
<tr>
<td>Social</td>
<td>Social aim</td>
</tr>
<tr>
<td></td>
<td>Volunteers</td>
</tr>
</tbody>
</table>

THE SES AND LOCAL DEVELOPMENT

After the 2007 economic turmoil, the demand for social goods and services has grown while the offering from public institutions has decreased, due to the lack of financial resources; in this gap, there are unexploited opportunities for private investments. Several empirical studies suggest that SE can play a key role to cope with the challenges of the local development: they have been successful especially in those sectors in which were missing the support of public institutions. Actually the social entrepreneurship has been able to develop unconventional strategies to address the needs of underdeveloped areas; for example, Borzaga and Galera (2014) describe the significant role SEs had in Africa providing new micro-credit services, contributing to the construction of infrastructures through the deployment of local resources; even in Europe SE are an important engine for the economic development of local communities: the UE Third System and Employment reports there are 8.88 millions of employees in this sector, confirming that SEs are not a marginal phenomenon, but on the
contrary, is a well-established reality. According to Eversole (2013), the SE has an intrinsic natural tendency for the local development as these institutions naturally foster the community development. «The observation that social enterprises are hybrid organisations that blur sectoral boundaries is established in the literature. What is new is the observation that social enterprises are working in this way as an intentional strategy for achieving local development outcomes» (Eversole, 2013: 576).

According to the theory of the endogenous economic growth (Aghion and Howitt, 1998), the driving forces of the local development lie in internal local resources as human capital, culture and traditions, artisanal artefacts or networking capabilities of local institutions; hence, the SE represents a well-fitted gear of the system as its primary aim is not the exclusive production of goods or return on investments, but the development of social capital, human relationships, network and overall the community wellbeing; furthermore the set of resources used by SEs are prevalently those found in the local context; “In this sense, social enterprises can represent an important instrument for an endogenously driven process of development» (Borzaga and Tortia, 2009: 209).

Obviously, SEs cannot entirely drive by themselves the community full development; although, compared with the profit-oriented companies, the SE benefits from the community higher trust and support; its potential can be expressed only if reinforced by adequate policies such as dedicated financial funds, training programme for social entrepreneurs and managers, research on innovative governance and new business models.

Adopting the endogenous growth theory perspective, the links between SE and the local development can be represents as shown in Figure 1.

Figure 1. SE and local growth

The SE produces social, economic and environmental outputs; in turn, these outputs creates direct and indirect effects on the local development.

The directs and indirect benefits are:

- **job creation**: SEs do not replace existing job positions with new roles, but address unmet social needs creating additional jobs especially for those who normally are denied access to work;
- **poverty reduction**: SEs often offer jobs to the low-income population and deliver goods and services at more affordable prices, or for free;

- **community wellbeing**: SEs contribute to uplift the local population standard of living and, despite employees perceive lower salaries, this is compensated by higher personal satisfaction and wellbeing in the working environment;

- **social capital**: social entrepreneurial activities create social value and social capital building relationship based on trust among individuals and organisations, promoting a cooperation culture among institutions; these links facilitate the exchange of tacit knowledge and reducing the asymmetric information problems.

- **social cohesion**: through the social capital, the terms for individuals and groups to take part in society are improved, hence stronger ties, sense of belonging and inclusion of poor and marginalized people helps people in cooperating to set and achieve community goals.

**LIMITATIONS AND FURTHER RESEARCH**

SEs are a potential engine of the local development; they can play a key role in the most marginalized and poorest regions which are perceived as unprofitable markets by profit-oriented enterprises and cannot be supported by the governments and local authorities due to their lack of resources.

Basing on the previous literature, this work pinpointed the SE’s main features depicting its ideal-type through the GES model. Subsequently, a new framework which points out the effects that SE has on local development was presented (section 3). The main limitations of the framework is in the fact that was drawn upon the existing qualitative research mainly consisting of case studies, while quantitative research on the topic is still scant. Hence the need for deepening the understanding of this phenomenon and the call for more quantitative research in the field of SE. In details, further evidence is needed on the followings:

- Are the SEs able to be financially self-sufficient on the long term, without dropping their social aim?
- Are SEs efficient and efficacious in the use of public financial and local resources?
- What are the contextual factors which foster the social entrepreneurship?
- What can be valid and reliable measurement of their social and environmental impact?
- Is the economic crisis or a profounder shift in the economy in determining the flourishing of SEs?
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ABSTRACT
This paper examines the degree to which companies successfully build on technologies developed by public research organizations (PROs) by analysing the influence of their technology attributes. Specifically, four technology attributes have been considered as (i) the level of establishment, (ii) the scope of application, (iii) the scientific nature, and (iv) the technological breadth. We develop hypotheses, and the green energy field is in the focus of this study this phenomenon. Accordingly, 4,363 patents registered by PROs in the period 1976-2011 and classified into the technology fields “Alternative energy production” and “Energy conservation” were collected. Results of the Tobit regression reveal that the level of establishment has a positive influence on subsequent industry innovation efforts; only when the level of establishment becomes excessively high this effect turns negative. Furthermore, the scope of application and the technological breadth positively impact the spread of public environmental technologies among companies, whereas the scientific nature has a negative effect.

Highlights:
- The role of public research as a mean to boost industry innovation efforts is analysed
- Attributes of technologies developed by public research organizations are considered
- The attributes of public technologies impact subsequent industry innovation efforts

Keywords: Green energy technologies, Industry innovation, Public research, Technology attributes, R&D policy.

1. INTRODUCTION
Studies rooted in the neoclassical economic theory highlighted that private R&D efforts are subject to market failures, which are reflected in three main issues: increasing returns, knowledge leakage, and uncertainty of results (e.g., Arrow, 1962; Czarnitzki and Lopes-Bento, 2013). These issues make the private value of R&D lower than the social one. Thus, less incentive exist for firms to invest
in technology development, hence leading to a suboptimal level of industry innovation efforts (Arrow, 1962; Czarnitzki and Lopes-Bento, 2013).

Governments have attempted to correct for market failures by funding public research organizations (PROs) (e.g., universities, public research centres, governmental organizations) aimed at conducting the initial R&D efforts that may expand the pool of technological knowledge available to firms who can draw on this for subsequent innovation activities (Cohen et al., 2002; Martin and Tang, 2007). However, according to the evolutionary approach to the economics of publicly funded research, making available new technologies does not imply that outcomes of public research will boost further innovation efforts by the industry. Notably, firms are not always willing and/or able to build on public research because of its weaker connection to market needs or the lack of firms’ absorptive capacity (Cohen and Levinthal, 1990; Salter and Martin, 2001). In fact, it has been argued that research outcomes of PROs fall short of the full impact they could have, so governments still seek to improve the effectiveness with which they invest public money to produce research externalities towards the industry sector (Beise and Stahl, 1999; Bornmann and Marx, 2014). This means that the question of when R&D efforts of PROs impact industry innovation activities by rendering outcomes as the basis for the innovation activities of many companies has not completely been answered (Alkemade et al., 2011; Coccia and Rolfo, 2008; Cohen et al., 2002). The present paper addresses this topic. Thus, differently from most of the prior research, we do not focus on the public incentives that may stimulate private R&D (R&D tax credits, R&D subsidies, etc.) (e.g., Czarnitzki and Lopes-Bento, 2013). Rather, we aim to assess when multiple companies build upon the technological knowledge underlying technologies created by PROs, hence stimulating industry innovation. Accordingly, to the best of our knowledge, this has remained an underdeveloped area of research.

In detail, since the evolutionary economic theory recognized that not all the technical solutions developed by the public sector automatically affect the industry sector, we attempt to understand which types of technology more likely set the basis for firms’ innovation activities. Notably, technologies are not all equal, and, depending on their attributes, they may be more (or less) attractive to firms (Chen et al., 2011; Shane, 2001). According to the foregoing discussion, the main research question of this study is: do technology attributes explain the degree to which public research has an impact on industry innovation? We investigate this issue into the green energy field since it has been found that government technologies in this domain does not always have a stronger impact than non-government ones (Popp, 2006). Moreover, it is one of the most pollutant sectors, but with the highest chances of improvement (Hoppmann et al., 2013). As a consequence, the current political debate strongly relates to how public environmental research may further sustain the development and
implementation of green technologies by the industry, particularly referring to the energy sector (e.g., Hoppmann et al., 2013; OECD, 2012).

We develop hypotheses and, to test them, we relied on 4,363 patents registered by PROs during the period 1976-2011 and classified into the “Alternative energy production” and “Energy conservation” technology fields, according to the International Patent Classification (IPC) Green Inventory (Albino et al., 2014). After reviewing existing literature on technology attributes (e.g., Chen et al., 2011; Messeni Petruzzelli, Natalicchio, et al., 2015; Messeni Petruzzelli, Rotolo, et al., 2015; Nerkar and Shane, 2007; Shane, 2001; Sohn et al., 2013), four characteristics have been considered in this study, namely (i) the level of establishment (Ardito, Messeni Petruzzelli and Panniello, 2016), (ii) the scope of application (Novelli, 2015), (iii) the scientific nature (Narin et al., 1997), and (iv) the technological breadth (Messeni Petruzzelli, Rotolo, et al., 2015). Results of the Tobit regression reveal that the level of establishment of public environmental technologies has an inverted U-shaped effect on the degree to which the industry sector builds on those solutions. Instead, the scope of application and technological breadth positively impact the spread of public environmental technologies among companies, whereas the scientific nature has a negative effect.

These results allow us to contribute to current debate on when publicly funded research can stimulate additional R&D efforts by industry (Coccia and Rolfo, 2008; OECD, 2006), with a specific focus on the outcomes of public environmental research, which is more and more important to promote economic growth and address environmental issues at the same time (Alkemade et al., 2011). Furthermore, we also provide an alternative perspective to evaluate the impact of public research to society, which is a difficult undertaking for governments, but it is needed to better design funding policies (Bornmann and Marx, 2014).

The reminder of the paper is structured as follows. Section 2 presents the theory and hypotheses. Section 3 explains the methodological approach. Section 4 shows the results. Finally, Section 5 provides discussion, implications, limitations, and future research directions.

2. THEORY AND HYPOTHESES

2.1. Public research in the green energy field

Nowadays, one of the most relevant objectives for many governments (e.g., European Union and the U.S.) is reducing human-induced climate change, while avoiding to shrink economic growth (EC/EACI, 2011; OECD, 2012). To achieve this win-win effect, the development of technical solutions that favour wealth creation and concurrently address environmental issues has become of foremost importance (Alkemade et al., 2011; Mowery et al., 2010; Rogge and Reichardt, 2016). Green energy technologies (i.e., alternative energy production and energy conservation solutions) are at the core of
this debate. Indeed, the energy sector contributes to the economic development, and it may provide extremely positive environmental benefits if innovative low-carbon energy technologies are created and diffused (Albino et al., 2014). However, as in the case of innovation in general, market failures often limit companies in the green energy sector to capture the full value of their environmental innovation activities (Mowery et al., 2010). Specifically, these are subject to the so-named double externality problem (Hoppmann et al., 2013). That is, those innovation efforts lead to two types of positive externalities as knowledge creation and environmental benefits; nonetheless, neither the former nor the latter is well captured by market prices (Rennings, 2000). As a result, private R&D efforts for developing green energy solutions are at a suboptimal level, and governments have to compensate for this misalignment (Foray et al., 2012). Accordingly, PROs spending on more eco-friendly energy technologies has drastically risen in the last years to correct for such problem (Albino et al., 2014; Hargadon, 2010). Yet, relevant improvements in the energy system have not been displayed since bringing green energy technologies to mainstream markets, hence realizing substantial changes in the energy system, requires additional innovation efforts by industry (Balachandra et al., 2010; Sagar and van der Zwaan, 2006). According to the foregoing discussion, we address our research question with a focus on the green energy field.

2.2. Technology attributes

Herein we argue that the attributes of the technologies created by PROs can predict when public research will set the basis for firms’ innovation efforts, especially when they operate in technology-intensive industries such as the energy sector. Indeed, technology attributes reflect the opportunities and underlying knowledge base characterizing technical solutions (Shane, 2001). Hence, technology attributes may explain whether and to what extent firms are able and/or willing to rely upon certain types of technology since they come with some expectations for companies regarding the possibility to build on them to drive future innovation activities (Ardito et al., 2015; Nerkar and Shane, 2007; Shane, 2001). Relatedly, it has been proved that technology characteristics are relevant to explain the likelihood of firm formation (Shane, 2001), technology acquisition (Messeni Petruzzelli, Natalicchio, et al., 2015; Sohn et al., 2013), and the commercialization of university (Nerkar and Shane, 2007) and environmental technologies (Chen et al., 2011). Furthermore, some studies revealed that technology attributes affect the technological impact of patents (e.g., Fischer and Leidinger, 2014; Messeni Petruzzielli, Rotolo, et al., 2015; Nemet and Johnson, 2012; Sterzi, 2013) - i.e., the impact of a patent for developing novel patents (e.g., Ahuja and Lampert, 2001) - also in the case of green technologies (Nemet, 2012). In line with this reasoning, we analyse the role of technology attributes in elucidating the impact of public environmental research on industry innovation.
After reviewing extant literature, we identified four attributes that have been more extensively studied to examine innovation phenomena, namely (i) the level of establishment (Ardito, Messeni Petruzzelli and Panniello, 2016), (ii) the scope of application (Novelli, 2015), (iii) the scientific nature (Narin et al., 1997; Novelli, 2015), and (iv) the technological breadth (Messeni Petruzzelli, Rotolo, et al., 2015).

2.2.1. The level of establishment

Technologies are different with regard to the level of common understanding in the economy (i.e., the level of establishment). That is, certain technologies are more known and their underlying knowledge has been more exploited, which means that they can be considered more established as opposed to nascent (Ahuja and Lampert, 2001; Alnuaimi and George, 2016).

Prior research suggests that established technologies may positively impact subsequent innovation efforts since they provide advantages in terms of organizational learning, recombination opportunities, and market acceptance (Ardito, Messeni Petruzzelli and Panniello, 2016). Indeed, first, established technologies are more codified than novel ones, hence requiring an inferior level of absorptive capacity (Dosi and Nelson, 2010; Heeley and Jacobson, 2008). Thus, it is easier and more cost effective for firms that have not developed the inventions to build on them with fewer risks. Second, a better understanding of a given technology provides firms with more chances to come up with useful recombination opportunities, which then may act as a catalyst for future technological developments (Fleming, 2001; Savino et al., 2015). Third, customers are usually less reluctant towards a technology that they feel to be more familiar (Story et al., 2014). Thereby, the exploitation of established technologies is more legitimated by the operating market.

However, after a certain level of establishment (i.e. when technologies are widely known and adopted), established technologies become commodities and do not represent a valuable resource upon which companies may drive future innovative trajectories (James et al., 2013). Furthermore, a very-well established solution has probably been recombined many times, and the most profitable combinations have been exploited already, so that the costs of searching for new recombination opportunities surpass the benefits of finding additional valuable combinations (Ardito, Messeni Petruzzelli and Panniello, 2016). Finally, when the level of establishment starts to become too high the benefits deriving from market legitimization are outweighed by the impossibility to meet changing customers’ demands and stimulate entrepreneurial possibilities (Alnuaimi and George, 2016).

The above arguments suggest that firms might be interested in established technologies, but only up to a certain level of establishment. Thereby, PROs that aim to provide research externalities toward the industry may have greater chances to attract many companies if they continue with the
initial improvement of a certain technology, hence making it more readily available, instead of only providing complete new solutions. This may be particularly relevant in the green energy sector since companies search for a compromise between avoiding radically new innovative activities, due to the double externality problem, and relying on solutions that cannot represent a source of competitive advantage (Hoppmann et al., 2013). Therefore, we expect that:

**H1.** The level of establishment of public technologies has a curvilinear (inverted U) effect on industry innovation.

2.2.2. *The scope of application*

The scope of application refers to the extent of different domains a technology relates to, which means that a higher scope reflects a broader set of potential applications (Gambardella et al., 2007; Lerner, 1994). Recent research revealed that non-innovating companies more likely build on technologies with a broad scope compared to innovating ones (Novelli, 2015). Indeed, innovating firms usually fail to protect and exploit broad inventions because they do not have the complementary assets and internal capabilities required to pursue developments across all potential domains in a timely manner (Gambardella and Giarratana, 2013; Rosenberg and Trajtenberg, 2004). Conversely, given the high visibility of broad technologies, many non-innovating companies may come across them during search processes and focus on the domain to which they are more expert or need a specific contribution to solve an ongoing issue (Lee and Lee, 2010; Messeni Petruzzelli, Natalicchio, et al., 2015), hence developing follow-up inventions that substitute the original ones. This implies that if PROs are able to develop technical solutions with a high scope of application, the likelihood that more companies will build on them grow because those solutions cross the search processes of many firms (Novelli, 2015). Moreover, to build on broad solutions, non-innovating firms usually do not have to compete with the innovating organization if it is a PRO and, since they will likely belong to diverse domains, they do not necessarily compete against each other as well, thus increasing the attractiveness of broad solutions. This phenomenon may be accentuated in the (green) energy sector because it relates to multiple domains (e.g., building, transportation, and energy production) (OECD, 2012). Thereby, a number of different companies exist that can come across a green energy solution with a broad scope of application. Thus:

**H2.** The scope of application of public technologies has positive effect on industry innovation.

2.2.3. *The scientific nature*
Technologies may differ with regard to the scientific knowledge that has been used for their development; the more the scientific knowledge used the stronger the scientific nature of the technologies (Fischer and Leidinger, 2014). Although the conventional wisdom states that PROs mainly develop more basic and science-based solutions, the changing orientation of PROs towards more applied research has made them not only reliant on basic science (Burhan et al.; Geuna and Rossi, 2011), so the level of scientific knowledge underlying their technologies may vary.

It has been argued that science is an enabler of innovation, in that it opens up novel and useful recombination opportunities that may lead to valuable technological discoveries (Fleming and Sorenson, 2004). This was a major justification for the need of public research (Mansfield, 1991). However, when the goal is to provide research externalities to the industry sector it should be mentioned that firms consider science-based technologies as extremely uncertain (Murray and Stern, 2007). Furthermore, solutions forged in basic science are not ready-made inputs for companies. Indeed, the comprehension of their underlying rationale is more complex than the understanding of solutions not grounded in a scientific knowledge base (Messeni Petruzzelli, Natalicchio, et al., 2015). This issue is further exacerbated by the fact that to understand the scientific logic used in technology development it is necessary to have a link with the scientific communities where more basic solutions are developed, but this link is often difficult to build between PROs and companies given their distance in terms of cognitive capabilities, research objectives, and modus operandi (Brooks, 1994; Bruneel et al., 2010; Gittelman, 2006). Building on these arguments, Gittelman (2016:1584) highlighted that the rise of basic science in medical research was a setback for drug discovery, hence revealing that “a moving frontier in scientific knowledge does not translate to a corresponding advance in technological innovation”. These arguments may also pertain to the green energy field. For instance, in the wind power domain, prior research revealed the failure of the “Big Science” approach over a less science based approach in both the U.S. and Europe (Hendry and Harborne, 2011). Therefore, we contend that:

H3. The scientific nature of public technologies has a negative effect on industry innovation.

2.2.4. The technological breadth

The technological breadth represents the degree to which the knowledge base of a technology is diversified, thus reflecting a wider search process during its development (Messeni Petruzzelli, Rotolo, et al., 2015). Inventions resulting from broad searches are more likely understood by companies operating in different industries (Banerjee and Cole, 2010). This implies that more companies may build on those solutions. Moreover, the diverse companies that attempt to build on
technologies with a high technological breadth may benefit from a large pool of potential links and associations between various knowledge domains, which leads to more opportunities for knowledge recombination (Maggitti et al., 2013) and, hence, more chances to contribute to technological progress (Fleming, 2001; Messeni Petruzzelli, Rotolo, et al., 2015). These recombination opportunities are particularly relevant to let firms build on green energy technologies. Indeed, Nemet (2012) and Benson and Magee (2014) found that green energy technologies based on multiple knowledge domains more likely set the basis for future technological developments; additionally, Ardito, Messeni Petruzzelli and Albino (2016) showed that those technologies also have a higher breadth of impact. Eventually, we may expect that PROs combining more knowledge domains during their R&D (environmental) processes will come up with inventions of a higher impact on industry innovation. Stated more formally:

**H4.** The technological breadth of public technologies has a positive effect on industry innovation.

### 3. DATA AND METHODOLOGY

#### 3.1. Industry setting

As discussed in Section 2, the green energy field is in the focus of our study. Besides the fact that both public and private involvement is relevant (Alkemade et al., 2011; OECD, 2012), additional reasons make this setting as suitable to test the proposed hypotheses. First, despite PROs are usually set to provide scientific knowledge, in this context, their role as technology provider has gained increased importance (Albino et al., 2014; Oltra et al., 2012). Thereby, it is reasonable to adopt a technology perspective in this research. Second, the development of (green) energy technologies involves technological knowledge that spans a long time period and multiple technological areas; furthermore it may origin from both basic and applied research (Benson and Magee, 2014; Guan and Yan, 2016; Nemet, 2012). This provides us with further confidence about the relevance of the analysed technology attributes. Third, patents are widely used to identify and examine green energy technologies (Guan and Yan, 2016; Nemet, 2012; Veugelers, 2012). Moreover, with patent data, it is possible to identify several attributes of patented inventions and the degree to which they have had an impact on subsequent technological developments by means of citations (Kaplan and Vakili, 2015; Messeni Petruzzelli, Rotolo, et al., 2015; Nerkar and Shane, 2007). Finally, many governments have changed the intellectual property policy to increase incentives to patent public research (e.g., the Bayh-Dole Act). Consequently, the rate of PROs patenting has increased (Sterzi, 2013), especially in
the green energy field (Albino et al., 2014; Hargadon, 2010). Thereby, patents can be considered as a reliable information source to conduct our research.

3.2. Data collection

The first objective of the data collection process was to detect technologies developed by PROs in the green energy field. To this aim, patents registered at the USPTO were employed. Specifically, first, the IPC codes pertaining to the “Alternative energy production” and “Energy conservation” technology fields, as defined by the IPC Green Inventory, were identified (e.g., Albino et al., 2014; Ardito, Messeni Petruzzelli and Albino, 2016). Second, we queried the USPTO database in order to collect all the patents (and related bibliographic information) associated with the identified IPC codes. Third, we excluded all the patents that matched our search criteria but were not registered by a research organization or were applied for after 2011. This second choice was made since our dependent variable is based on a patent’s forward citations (see Section 3.3.1), so more recent patents may not have had enough time to be cited (e.g., Katila, 2002), thus leading to a biased measure. Finally, we investigated websites, reports, and other additional sources that may let us distinguish between patents registered by private and public research organizations. As a result, this procedure yielded a final sample of 4,363 patents developed only by PROs during the period 1976-2011. Our sample includes patents of PROs established in diverse countries such as the U.S. Department of Energy, the French Commissariat à l’énergie atomique et aux énergies, the National Research Council of Canada, the Indian Council of Scientific and Industrial Research, and the Taiwanese National Tsing Hua University, which are also among the most patent intensive public organizations.

3.3. Variables

3.3.1. Dependent variable

Cited patents can be considered as the basis of subsequent innovation efforts. Indeed, these are inventions whose technological relevance has been recognized by innovating organizations, which then based part of their innovation activities on those solutions (Kaplan and Vakili, 2015; Messeni Petruzzelli, Rotolo, et al., 2015). Thus, forward citations have been widely considered as a proxy for the impact of patents on subsequent technological developments. In other words, “external citations indicate that other players have internalized part of the knowledge underlying the original invention and succeeded in building on it” (Novelli, 2015:494). In line with this reasoning, we analysed the citations received by the patents in our sample, specifically assessing whether they have been

---

1 See http://www.wipo.int/classifications/ipc/en/est/.
referenced by patents developed by companies. With this procedure, we can analyse if PROs patents have had an impact on industry innovation efforts. More in detail, for each patent in our sample, we identified the citing patents and to whom they belong. Once identified the owners of the citing patents, we distinguished between those registered by companies and those registered by other types of assignee. Finally, after checking for company names, we measured our dependent variable ((IndustryImpact)) as follow:

$$IndustryImpact = 1 - \sum_{F} \left( \frac{C_{FP}}{C_{P}} \right)^2,$$

where $C_{FP}$ indicates the number of times the firm $F$ has cited the focal patent $P$, while $C_{P}$ is the total number of citations to patent $P$ coming from patents owned by firms. This is a Herfindahl-type index based on the generality index proposed by Trajtenberg et al. (1997). Differently, from the generality index, this measure does not account for the diverse technological classes of the citing patents; rather, it considers the diverse firms owing the citing patents. In other words, this index measures the degree of different firms possessing patents that cite a PRO patent. The rationale behind this index is that the greater the variety of firms owing citing patents, the higher the impact of the PRO patent on industry innovation efforts.

Of course, we may have computed this variable as the simple count of diverse firms that own, at least, one patent citing a PRO one. However, in this way, the actual degree to which the PRO patent affects the industry sector would be missed. For instance, suppose that an invention received 15 citations equally distributed among patents owned by companies A, B, and C, respectively. Moreover, suppose that a second invention still received 15 citations, but 13 of them are from patents owned by company A, one citation is from company B, and one citation is from company C. In this case, the first invention actually had a wider impact on the industry as opposed to the second one, which had an impact mainly on company A. However, if we adopted a count measure for IndustryImpact, its value would be the same for the two inventions (three). Differently, using the Herfindahl index, IndustryImpact would be 0.88 for the first invention and 0.24 for the second invention. This better reflects that the two inventions have impacted industry innovation efforts in a different way, with the first invention reflecting a wider impact.

Furthermore, since this study covers a long time period and there may be a bias towards older patents in terms of forward citations, we are confident that our measure is still reliable for the following reasons. First, the most recent patents in our sample were filed for in 2011, with forward citations collected through the end of 2016. Hence we captured all the citations received, at least, five years after patent application, which is considered the time span when patents gets most of their citations (e.g., Ardito, Messeni Petruzzelli and Albino, 2016; Griliches, 1987; Katila, 2002; Nooteboom...
et al., 2007). Second, we included time period effects in our models to account for systematic intertemporal differences (Capaldo et al., 2017) (see Section 3.3.3).

3.3.2. Independent variables

The first independent variable measures the extent to which a technology is established (Established). It is computed as the natural logarithm of the number of a patent’s backward citations. The logarithmic transformation was adopted to correct for skewness and kurtosis. The rationale behind this measure recalls previous studies arguing that the higher the citations made by a focal patent the higher the level of establishment (e.g. Ahuja and Lampert, 2001; Ardito, Messeni Petruzzelli and Panniello, 2016; Nerkar and Shane, 2007; Ziedonis, 2007). Indeed, based on the fact that a technology is often the result of a cumulative process over a technological trajectory (Dosi, 1982; Dosi and Nelson, 2010), it can be assumed that patents referring to a high number of previous patents reflect inventions with a stronger link to a well-established technological paradigm (Dornbusch and Neuhäusler, 2015; Martinelli, 2012). Conversely, a small number of backward citations signal that the patent is disconnected from previous technical solutions, thus highlighting its novel nature (Ahuja and Lampert, 2001; Ziedonis, 2007). Second, following well-known research, we operationalized the scope of application (Scope) as the number of different three-digit U.S. classes assigned to each patent by the USPTO (Lerner, 1994; Novelli, 2015). Third, to account for the scientific nature of the knowledge underlying a patented invention (Scientific), as made by previous studies, we counted the number of patent references made to non-patent documents (Callaert et al., 2006; Narin et al., 1997). Since also this variable was skewed and kurtotic, logarithmic transformation was also used in this case. Finally, to assess the breadth of the technological base upon which a patent is built (TechBreadth), we adopted the Trajtenberg et al. (1997)’s originality index. It is computed through a Herfindahl index measuring the diversity of technological classes assigned to the patents cited by a focal patent. Specifically,

\[ \text{Technological breadth} = 1 - \sum S_{ij}^2, \]

where \( S_i \) refers to the fraction of patents cited by patent \( i \) that belong to the three digit U.S. class \( j \) out of \( n \) technological categories assigned to the patents by the USPTO.

3.3.3. Control variables

Several control variables were considered to improve the reliability of our analyses. First, we controlled for the duration of the patent examination process (Duration), measured as the difference, in years, between the filing and issue date (Nemet, 2012). Second, a dummy variable assessing whether a
patent has been jointly developed by more organizations was included (value one) \textit{(Joint)} (Messeni Petruzzelli, Rotolo, et al., 2015). Third, we controlled for the number of patent claims \textit{(Claims)} (Novelli, 2015). Fourth, we accounted for the number of inventors that have been involved in the invention process \textit{(TeamSize)} (Messeni Petruzzelli, Rotolo, et al., 2015). Fifth, a patent may attract companies’ attention whether it has also been published in other patent offices and whether the innovating organization has been willing to pay renewal fees. Therefore, we took into account the number of patent offices (besides the USPTO) where the patent has been registered \textit{(PatFamily)} and if the renewal fees of the patent have been paid at least once \textit{(Renewal)} (Fischer and Leidinger, 2014). Sixth, we distinguished PROs between universities, governmental organizations (e.g., the U.S. Department of Energy), and other public research centres (e.g., national research councils), each of which resulted in a dummy variable. Thus, we included two dummies \textit{(dummy PRO)} to control for the different types of PRO. Seventh, we also included dummy variables to control relevant time period effects \textit{(dummy period)}. Following Ardito, Messeni Petruzzelli and Albino (2016), four time periods related to the energy sector were considered: 1976-1987, 1988-1997, 1998-2002, 2003-2011. We omitted the dummy PRO “university” and the dummy period “2003–2011”. Finally, we added a dummy variable assessing if the PRO owning a patent is U.S. based (value one) in order to control for a potential country bias \textit{(dummy U.S.)}.

3.4. \textit{Model specification}

Since our focus is on the technology attributes of an invention, the unit of analysis of this study is the single patent. Regarding the econometric approach, we employ a Tobit regression. This type of regression is suitable when the dependent variable (DV) is limited between a range of values and is not normally distributed (Long, 1997). Indeed, other types of regression (e.g., OLS) cannot account for the nature of this type of DVs and will probably estimate incorrect parameters (Long, 1997; Wiersema and Bowen, 2009; Wooldridge, 2012). \textit{IndustryBreadth} is operationalized through a Herfindahl index, which, by construction, is continuous but limited between zero and one. Thus, our dependent variable falls into the category of limited DVs and, according to previous studies (Ardito, Messeni Petruzzelli and Albino, 2016; Banerjee and Cole, 2010; Köhler et al., 2012), given the double bounded nature of this variable and its non-normal distribution, a Tobit regression is employed.

4. \textbf{RESULTS}

Table 1 and Table 2 show descriptive statics and pairwise correlations, respectively. According to Table 2, correlations are well below the value of 0.70, hence limiting multicollinearity issues (Cohen et al., 2013).
Table 1. Descriptive statistics

<table>
<thead>
<tr>
<th></th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>IndustryImpact</td>
<td>0</td>
<td>0.97</td>
<td>0.29</td>
<td>0.35</td>
</tr>
<tr>
<td>Established</td>
<td>0</td>
<td>5.51</td>
<td>1.76</td>
<td>0.97</td>
</tr>
<tr>
<td>Scope</td>
<td>1</td>
<td>10</td>
<td>2.04</td>
<td>1.10</td>
</tr>
<tr>
<td>Scientific</td>
<td>0</td>
<td>6.98</td>
<td>1.43</td>
<td>1.38</td>
</tr>
<tr>
<td>TechBreadth</td>
<td>0</td>
<td>0.92</td>
<td>0.39</td>
<td>0.30</td>
</tr>
<tr>
<td>Duration</td>
<td>0</td>
<td>15</td>
<td>3.03</td>
<td>1.71</td>
</tr>
<tr>
<td>Joint</td>
<td>0</td>
<td>1</td>
<td>0.12</td>
<td>0.33</td>
</tr>
<tr>
<td>Claims</td>
<td>1</td>
<td>99</td>
<td>14.79</td>
<td>11.34</td>
</tr>
<tr>
<td>TeamSize</td>
<td>1</td>
<td>24</td>
<td>2.97</td>
<td>1.94</td>
</tr>
<tr>
<td>PatFamily</td>
<td>0</td>
<td>5</td>
<td>1.39</td>
<td>1.33</td>
</tr>
<tr>
<td>Renewal</td>
<td>0</td>
<td>1</td>
<td>0.68</td>
<td>0.47</td>
</tr>
</tbody>
</table>

n=4,363

Table 2. Pairwise correlations

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-IndustryImpact</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-Established</td>
<td>0.12*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-Scope</td>
<td>0.07*</td>
<td>-0.01</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-Scientific</td>
<td>-0.24*</td>
<td>0.047*</td>
<td>0.15*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-TechBreadth</td>
<td>0.11*</td>
<td>0.67*</td>
<td>0.15*</td>
<td>-0.01</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-Duration</td>
<td>-0.37*</td>
<td>0.01</td>
<td>0.03*</td>
<td>0.37*</td>
<td>-0.02</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-Joint</td>
<td>-0.08*</td>
<td>-0.00</td>
<td>0.08*</td>
<td>0.21*</td>
<td>-0.02</td>
<td>0.16*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-Claims</td>
<td>0.07*</td>
<td>0.17*</td>
<td>0.13*</td>
<td>0.22*</td>
<td>0.14*</td>
<td>0.10*</td>
<td>0.02</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9-TeamSize</td>
<td>-0.16*</td>
<td>-0.02</td>
<td>-0.01</td>
<td>0.12*</td>
<td>-0.02</td>
<td>0.15*</td>
<td>0.21*</td>
<td>0.00</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10-PatFamily</td>
<td>-0.14*</td>
<td>-0.03*</td>
<td>0.13*</td>
<td>0.31*</td>
<td>-0.03*</td>
<td>0.30*</td>
<td>0.17*</td>
<td>0.16*</td>
<td>0.12*</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>11-Renewal</td>
<td>0.13*</td>
<td>0.03</td>
<td>0.03</td>
<td>0.06*</td>
<td>0.01</td>
<td>-0.11*</td>
<td>0.01</td>
<td>0.12*</td>
<td>0.02</td>
<td>-0.01</td>
<td>1</td>
</tr>
</tbody>
</table>

n=4,363
*p<.05

Table 3 presents the results of the Tobit regression. Model 1 is the baseline model, hence including control variables only. Models 2-5 are the partial models, each of which includes one the four independent variables. Model 6 is the full model, where all the variables are present. Since the variance inflation factor (VIF) for this last model is above the limit of 10 (Kennedy, 2003), we discuss results using partial models (Capaldo et al., 2017). Model 1 reveals that PROs patents have a wider impact on the industry sector if the number of claims is high (β=0.008, p<0.01), and if they have been renewed at least once (β=0.226, p<0.01); the opposite effect can be ascribed to the duration of the examination process (β=0.084, p<0.01) and the team size (β=0.011, p<0.05). Model 2 tests H1 and suggests that the level of establishment is curvilinearly (inverted U) related to IndustryImpact, as its linear term is positive and significant (β=0.206, p<0.01), while its squared term is negative and significant (β=0.026, p<0.01). To corroborate this finding, using the coefficient estimates from Model 2, we depicted Established against the predicted level of IndustryImpact (Figure 1). According to Figure 1, the slope at the right side of the curve is not comparably steep to the slope at the left side. This may
hint that despite negative effects of very-well established solutions exist, these are slightly relevant as opposed to the positive ones (see Haans et al., 2016). In line with H2, Model 3 reveals that the scope of application has a positive impact on industry innovation efforts ($\phi=0.015$, $p<0.10$); similarly, Model 4 confirms H3 by revealing the negative influence of the scientific nature of a technology ($\phi=0.069$, $p<0.01$). Finally, Model 5 supports H4 in that the coefficient of TechBreadth is positive and significant ($\phi=0.340$, $p<0.01$).

Table 3. Results of Tobit regression (with robust s.e. in parentheses)

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Established</td>
<td>0.206***</td>
<td>0.129***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.031)</td>
<td>(0.035)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Established2</td>
<td>-0.026***</td>
<td></td>
<td>-0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.009)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scope</td>
<td>0.015*</td>
<td>0.015*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.009)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scientific</td>
<td></td>
<td></td>
<td>-0.069***</td>
<td>-0.066***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.009)</td>
<td>(0.009)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TechBreadth</td>
<td></td>
<td></td>
<td></td>
<td>0.340***</td>
<td>0.115***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.031)</td>
<td>(0.041)</td>
<td></td>
</tr>
<tr>
<td>Duration</td>
<td>-0.084***</td>
<td>-0.080***</td>
<td>-0.084***</td>
<td>-0.070***</td>
<td>-0.081***</td>
<td>-0.067***</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>Joint</td>
<td>0.004</td>
<td>0.003</td>
<td>0.000</td>
<td>0.034</td>
<td>0.003</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>(0.032)</td>
<td>(0.031)</td>
<td>(0.032)</td>
<td>(0.031)</td>
<td>(0.031)</td>
<td>(0.031)</td>
</tr>
<tr>
<td>Claims</td>
<td>0.006***</td>
<td>0.007***</td>
<td>0.008***</td>
<td>0.007***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TeamSize</td>
<td>-0.011**</td>
<td>-0.010*</td>
<td>-0.011*</td>
<td>-0.009*</td>
<td>-0.011*</td>
<td>-0.008</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Family</td>
<td>0.003</td>
<td>0.004</td>
<td>-0.001</td>
<td>0.013*</td>
<td>0.003</td>
<td>0.015*</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>Renewal</td>
<td>0.226***</td>
<td>0.206***</td>
<td>0.226***</td>
<td>0.237***</td>
<td>0.222***</td>
<td>0.220***</td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.022)</td>
<td>(0.022)</td>
<td>(0.022)</td>
<td>(0.022)</td>
<td>(0.022)</td>
</tr>
<tr>
<td>dummy PRO</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>dummy period</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>dummy U.S.</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.393***</td>
<td>-0.663***</td>
<td>-0.417***</td>
<td>-0.408***</td>
<td>-0.530***</td>
<td>-0.667***</td>
</tr>
<tr>
<td></td>
<td>(0.043)</td>
<td>(0.052)</td>
<td>(0.045)</td>
<td>(0.042)</td>
<td>(0.045)</td>
<td>(0.053)</td>
</tr>
<tr>
<td>Log-pseudolikelihood</td>
<td>-2647.94</td>
<td>-2566.64</td>
<td>-2646.26</td>
<td>-2616.84</td>
<td>-2589.93</td>
<td>-2531.81</td>
</tr>
<tr>
<td>R2</td>
<td>0.280</td>
<td>0.303</td>
<td>0.282</td>
<td>0.290</td>
<td>0.297</td>
<td>0.313</td>
</tr>
<tr>
<td>F</td>
<td>224.42***</td>
<td>210.16***</td>
<td>207.61***</td>
<td>212.79***</td>
<td>219.94***</td>
<td>178.99***</td>
</tr>
</tbody>
</table>

N = 4,363.
* $p < 0.10$.
** $p < 0.05$.
*** $p < 0.01$. 
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5. DISCUSSION

The present paper aims to understand when the research outcomes of PROs influence industry innovation by analysing technology attributes of PROs developed technical solutions (i.e., the level of establishment, the scope of application, the scientific nature, and the technological breadth). Specifically, we conducted this research in the green energy field. Indeed, as per innovation in general, the role public research to correct for the market failures hampering private environmental R&D efforts is extremely important, yet PROs often fail to achieve this goal (Balachandra et al., 2010). Moreover, boosting the development of green energy solutions by the private sector is pivotal for policymakers in order to simultaneously improve economic growth and environmental benefits (Hoppmann et al., 2013; Rennings, 2000).

On the basis of a sample of 4,363 patents registered by PROs during the period 1976-2011 and classified into the “Alternative energy production” and “Energy conservation” technology fields, results of the Tobit regression reveal that the level of establishment of PROs technologies has a positive influence on subsequent industry innovation efforts; only when the level of establishment becomes excessively high this effect turns negative. Furthermore, both the scope of application and the technological breadth manifest a positive influence on the degree to which many companies will build on PROs research outcomes. Finally, we found a negative relationship between the scientific nature of technologies and the breadth of impact that PROs technical solutions have on subsequent private innovation activities. Considering that “understanding the impact of public research on industrial R&D is central to understanding the innovation process itself” (Cohen et al., 2002:1), these results will provide relevant theoretical and policy implications.
5.1. Theoretical implications

From a theoretical perspective, first, this research investigates a novel and understudied set of antecedents that may explain when outcomes of public R&D efforts provide externalities towards the industry sector, i.e., the technology attributes. To the best of our knowledge, prior research has widely investigated the policy incentives fostering private R&D efforts (e.g., public subsidies) (e.g., Czarnitzki and Lopes-Bento, 2013; OECD, 2006) but negligible efforts have been devoted to examine when the results of public research themselves impact the industry sector. Furthermore, among the few studies examining the results of public research in promoting R&D initiatives related to the private sector (e.g., university-industry-government collaborations and Spin-offs creation) (e.g., Bruneel et al., 2010; Dornbusch and Neuhäusler, 2015), very few of them has narrowed the level of analysis to the technology level (e.g., Shane, 2001), which, instead, has been proved to be pivotal to understand innovation phenomena and the impact of developed technologies (e.g., Ardito et al., 2015; Chen et al., 2011; Nerkar and Shane, 2007). Likewise, studies examining public-private knowledge transfer have mainly focused on firm/university characteristics, modes of knowledge transfer, and proximity dimensions (e.g., geographic) (Agrawal, 2001; Azagra-Caro et al., 2017; Lindelöf and Löfsten, 2004). However, except for Bekkers and Bodas Freitas (2008), knowledge specific characteristics (e.g., codification) have been undervalued; moreover, whether these knowledge characteristics actually help firms to improve their innovation processes has remained unclear. Eventually, these arguments highlight the relevance of our contribution, which refines earlier works on the influence of public research on the industry sector by offering empirical evidence about the role of technology characteristics.

This first contribution goes hand-in-hand with our second contribution. Indeed, we reveal that investigating the role of technology attributes is relevant to assessing the impact of public environmental research on industry innovation efforts, particularly referring to the green energy field. Considering this specific setting is important because extant academic (e.g., Hoppmann et al., 2013) and political debates (OECD, 2012) have devoted particular attention to this sector. Moreover, the role of technology development in the green energy field is central to understand how to promote a shift towards low-carbon societies; thus, some recent studies have recognized factors at the technology level as pivotal to provide information about the development and impact of green energy technologies (Benson and Magee, 2014; Nemet, 2012). Notwithstanding, those studies have not provided insights about the potential influence of technology-level factors, as technology attributes, to explain if green energy technologies developed by PROs may have an impact on subsequent innovation activities by firms.
Third, this study also contributes to the discourse about “where” measuring the influence of a technology. Indeed, a technology may influence the technological landscape of succeeding innovation activities within or beyond a technological, geographic, or institutional domain (e.g., Messeni Petruzzelli, Rotolo, et al., 2015), and our results highlight the types of technology belonging to the public domain that have an impact on the industry domain, as represented by the degree of different companies that build on green energy technologies developed by PROs. In turn, these results may let us add to literature on research evaluation (e.g., Bornmann and Marx, 2014; Lyall et al., 2004). In particular, this literature claims that measuring the societal benefits of public research is still a complex task. However, we believe our approach, which involves the selection of PROs technologies and the adoption of a Herfindahl index measuring the degree of firms building on those solutions, may have provided further insights on how to measure the societal impact of public research.

5.2. **Policy implications**

From a policy perspective, we provide guidance on how governments may allocate public money for developing technologies that will be relevant for industry innovation efforts. Indeed, we advise policymakers that public technologies are not all equal with regard to the attractiveness they might have to companies. Thereby, when it is relevant to produce research externalities towards the industry sector, policymakers should design funding schemes directly devoted to develop certain types of technical solutions instead of others. In turn, it is important that PROs receive clear indications regarding the R&D outcomes they are expected to produce. Specifically, considering the analysed setting, where the objective is to achieve better environmental performance while maintaining high level of economic development and both private and public efforts are needed (Albino et al., 2014), we suggest that policymakers invest in strengthening their networks with corporate executives in order to better understand their technology needs. In this way, environmental and business requirements may be better matched; thus, there will be more chances that governments supply relevant green energy technologies to the industry sector, which will set the basis for their future innovation activities. More in detail, we found that green energy technologies that are more established will likely impact industry innovation efforts; conversely, those characterized by a high scientific nature has the opposite effect. Although it may appear that these results may recommend policymakers to disregard more basic research, we advocate that PROs should not be limited to basic research. In other words, PROs should not only devote R&D efforts on basic research, but also continue the technology development process till a level that may be understandable by companies without necessarily focusing on the basic scientific rationale of the developed technologies. This may also help to overcome the double externality problem facing private innovation activities by reducing
knowledge leakage and uncertainty. Furthermore, the scope of application and the technological breadth was revealed to be relevant attributes that make green energy technologies important to firms. This implies that technologies that can be readily applicable to diverse domains or are grounded on a knowledge base that enables many recombination opportunities will likely spread among multiple companies. Therefore, policymakers are advised that developing more pervasive solutions or solutions that may enable pervasive innovation activities (Ardito, Messeni Petruzzelli and Albino, 2016; Gambardella and Giarratana, 2013) should be developed for sustaining industry innovation efforts.

5.3. **Limitations**

As with all studies, this paper has some limitations that may point out avenues for future research. First, although the use of patents to capture technology development is very-well established, especially in the green energy field (Albino et al., 2014; Hoppmann et al., 2013; Popp, 2006), we may have missed some inventions because PROs may decide not to adopt a patenting strategy in certain cases and inventions are not always patentable. Thus, further confirmation or additional data may be attained through direct interviews with companies and policymakers. In this way, additional characteristics of technologies (e.g., operational complexity and originality) that cannot be captured with patent-based measures may be also scrutinized. Second, in this research we only focused on the role of technology attributes given the poor attention they have received for analysing the impact of public research. However, we acknowledge that organizational- and environmental-level factors might moderate the technology-level relationships between technology attributes of PROs technical solutions and industry innovation efforts, hence calling for multilevel analyses (e.g., Ardito et al., 2015; Hitt et al., 2007). Third, despite the energy sector is particularly relevant for this research and has some common features with high-tech sectors such as biotechnology and aerospace (Ardito, Messeni Petruzzelli and Panniello, 2016), other industries can be investigated to assure generalizability of results.
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ABSTRACT
This study examines the performance consequences of pay dispersion in publicly-listed firms in Turkey for the period 2009 to 2013. Our study focuses on vertical pay dispersion, which reflects intra-firm and vertical differences between pay at two important hierarchical levels: top executive level and lower hierarchical level. We intend to present arguments based on equity theory and tournament theory, and will propose two contradictory hypotheses to test them within the context of an emerging market. Results provided in the present study confirm that pay dispersion between executives and employees has a positive impact on a firm’s profitability in Turkey. Our study contributes current empirical evidence by examining vertical pay dispersion in an emerging country context, which may have a different cultural orientation and societal-wide assumptions concerning fairness, power and disparities, relative to its developed country counterparts.
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INTRODUCTION
Top management compensation research focuses on CEO and executive pay level and structure. There is accumulated empirical knowledge on the antecedents and consequences of executive compensation (Devers et al., 2007; van Essen, Otten and Carberry, 2015; Finkelstein, Hambrick and Cannella, 2009). However, academic and popular interest in the pay gap between employees at the highest and lowest ranks of organizations, or “pay dispersion”, is relatively new (Winter-Ebmer and Zweimuller, 1999; Heyman, 2005; Lee, Lev and Yeo, 2008). Existing studies only propose limited insight about the determinants and consequences of pay dispersion. For example, some research has shown that, since employees always compete with one another to
gain promotion to managerial positions, and consequently, higher pay levels, pay dispersion encourages greater efforts and performance on the part of employees (O’Reilly, Main and Crystal, 1988; Ehrenberg and Bognanno, 1990; Becker and Huselid, 1992; Main, O’Reilly and Wade, 1993; Conyon, Peck and Sandler, 2001). Other studies, however, have revealed negative relationships between organizational and individual level outcomes and pay dispersion (Becker and Huselid, 1992; Trevor and Wazeter, 2006; Shaw and Gupta, 2007; Bolino and Turnley, 2008; Dallas, 2011). This study examines the performance consequences of pay dispersion in publicly listed firms in Turkey for the period 2009 to 2013. Our study focuses on vertical pay dispersion, which reflects intra-firm and vertical differences between pay at two important hierarchical levels: the top executive level and lower hierarchical level (Gupta, Conroy and Delery, 2002). We intend to present arguments based on both equity theory and tournament theory, and to propose two contradictory hypotheses that will be tested within an emerging market context. Tournament theory’s core assumption is that employees’ motivation and performance increase alongside pay disparities between organizational levels. Executive pay level motivates all employees to perform well. Equity theory suggests the opposite; the main predictions underlying this theory advocate that since all employees considered pay level as a reference point for assessing the fairness of their pay and rewards, pay differences provoke feelings of inequity, injustice, and jealousy, which reduce employees’ organizational commitment and job satisfaction levels.

The rest of this paper is structured as follow. First, we discuss the theoretical foundation of pay dispersion. Second, we develop our hypotheses. We then present our sample, research model and methods. Finally, we summarize our primary results and conclusions, and discuss the implications of these findings for scholars and professionals.
THEORETICAL DEVELOPMENT AND HYPOTHESIS

Theoretical perspectives for vertical pay dispersion and its implications for firm performance

Scholars have long recognized that the way in which executives, especially CEOs of organizations, are remunerated and rewarded in relation to their colleagues and their employees holds important implications for corporate performance (Cowherd and Levine, 1992; Tosi and Greckhamer, 2004; Connelly et al., 2013). Organizations may adopt a wide variety of compensation systems and practices, highlighting different levels of pay dispersion both among peers (horizontal dispersion) and between different ranks within the company (vertical dispersion). The current study focuses on the dispersion between executives’ pay and workers’ compensation, in other words, vertical dispersion, which has been the subject of academic research for several decades (Connelly et al., 2013). While researchers agree that this dispersion has risen dramatically the causes and in particular, the effects of this pay gap, are not entirely clear. The theoretical framework of this analysis regarding the impact of vertical compensation dispersion to firm performance has two distinct theoretical bases, which will be reflected in the two different hypotheses.

Tournament theory

Tournament theory (Lazear and Rosen, 1981), which is based on economic game theory, is one of the foundations of pay dispersion research (Henderson and Fredrickson, 2001; Connelly, Tihanyi, Crook and Gangloff, 2014). Tournament theory proposes that employees are in competition with one another for higher-ranking positions and salaries; consequently employees’ efforts increase alongside pay imbalances and as a result of the differences between various organizational levels. Tournament theory accepts a higher level of executive pay as a means for motivating individuals at all organizational levels to exert more effort and to perform well.
(Becker and Huselid, 1992), and to try and win promotion to a higher level within the firm. This is not only valid where it concerns the ultimate CEO level, but is also true for employees striving to reach any other managerial position (Cappelli and Cascio, 1991; Henderson and Fredrickson, 2001; Lambert, Larcker and Weigelt, 1993; DeVario, 2006). Several research findings support these predictions and have disclosed that top executives and especially CEOs serve as significant reference points to employees; thus, vertical disparities in pay levels have substantial consequences for employee behavior (Wade, O’Reilly and Pollock, 2006). The pay disparity is also justified as a tool for attracting and retaining top competencies in the higher ranks of the company (Bloom and Michel, 2002).

Although a number of scholars have attempted to understand the implications of a widening pay gap between top managers and employees (Beaumont and Harris, 2003; Wade et al., 2006), their attempts have failed to reach a consensus regarding its implications. One opinion, which primarily relies on tournament theory arguments, advocates the benefits of a large vertical pay disparity and debates that this will provide encouragement for promotions, motivate higher efforts and competition, and increase performance (Baker, Jensen and Murphy, 1988; Ehrenberg and Bognanno, 1990; DeVario, 2006). Several empirical findings support this view and have discovered a positive relationship between firm performance and pay dispersion (Main, O’Reilly and Wade, 1993; Lallemand, Plasman and Rycx, 2004; Heyman, 2005).

Equity Theory

A subsequent line of research based on equity theory suggests, however, the opposite argument for vertical pay dispersion. Equity theory states that people expect pay to be distributed according to their relative contributions, and that each employee constantly compares their own contribution to the organization and the rewards received from the organization, relative to their individual reference group. This reference group does not need to comprise only their peers (Kulik and Ambrose, 1992), but will also include those above and below them in the organizational hierarchy, as well as members of other organizations. Employees perceive their outcomes to be unfair when their ratio of input to outcomes falls out of line with
their reference points. Through this mechanism, the pay gap can generate a feeling of inequity within the organization. Employees may then attempt to correct this feeling of inequity (Cowherd and Levine, 1992). This view advocates that since employees observe pay level as an assessment of the fairness of their compensation system, large pay gaps will stimulate feelings of inequity, injustice, and jealousy, which will have a negative effect on their job satisfaction and organizational commitment level (Finkelstein, Hambrick and Cannella, 2009). Hence, scholars taking this perspective generally affirm that a large vertical pay disparity tends to diminish motivation, effort, and cooperation between peers (Cowherd and Levine, 1992). Vertical pay dispersion can similarly stimulate careless risk-taking, reduce employee safety (Becker and Huselid, 1992), and ultimately lead to a higher employee turnover (Bloom and Michel, 2002; Gupta, Conroy and Delery, 2002). Existing empirical evidence supports this perspective, representing a negative relationship between vertical pay dispersion and organizational outcomes (Bloom, 1999; Siegel and Hambrick, 2005; Grund and Westergaard-Nielsen, 2008; Fredrickson, Davis-Blake and Sanders, 2010).

Contrasting hypotheses

As the research findings presented above suggest, these two theoretical perspectives are often considered as contrasting each other. Both theoretical views provide explanations for describing and interpreting results that positively link pay dispersion to firm performance, or that justify the negative effects of a pay gap on organizational performance. When we compare the results previous studies, we observe that accumulated knowledge on the performance implications of pay dispersion had been derived from a developed country context, primarily from the US, where American stock market regulators mandate the disclosure of the gap between the pay of a company’s CEO and its top executives, and the median income of its employees. However, a limited number of studies have been conducted outside the US that propose workers respond to vertical pay disparities differently in different countries, depending on the societal context in which they live and country level institutions (Greckhamer, 2016). The present study aims to examine the performance implications of vertical pay dispersion in an emerging country context, i.e., Turkey. Two contrasting hypotheses will be tested in Turkey, which has a specific and different governance and company system compared to its Anglo-
Saxon counterparts. The Turkish governance system incorporates characteristics of a family-based system, where financial and capital markets are weak and there is less liquidity for providing external control; ownership is generally highly concentrated, with pyramidal-type ownership structures. A small number of dominant shareholders control these companies, and there is a low level of legal protection available to minority shareholders (Nilsson, 2007; Oba, Tiğrel and Şener, 2012). The primary objectives are to observe whether empirical evidence supports the tournament theory assertion that vertical pay dispersion will be positively associated with firm performance, or the equity theory assumption that executive and employee pay dispersion will be largely decoupled from performance in Turkey.

Formally stated, the two contrasting hypotheses tested in this study are as follow:

**H1:** pay dispersion is positively associated with firm performance in Turkey (tournament theory prediction).

**H2:** pay dispersion is negatively associated with firm performance in Turkey (equity theory prediction).

**METHOD**

**Sample and measures**

Our sample comprises publicly trading companies on the Borsa Istanbul (BIST) in 2009. The data were manually collected for the period 2009 to 2013, for each year. Financial institutions (banks, investment trusts, insurance companies, leasing companies, funds, and factoring companies) were excluded from the sample, because they are regulated according to different accounting rules, and their registration systems are different and therefore, may provide misleading results for the calculation of financial variables. A total of 1278 company-year observations were examined and 117 were excluded from the sample. Since some of these companies delisted from BIST during the study period, or began being traded in the custody market, we could not obtain complete data about their financial figures, and our final sample therefore consisted of 1167 firms. Data were combined from a number of sources, while the majority of our secondary data were taken from KAP (Kamu Aydınlatma Platformu- Public disclosure platform of Turkey, www.kap.org.tr) and the Borsa Istanbul (Istanbul Stock Exchange) database. We supplemented these data with information from the annual financial reports of the included companies. However, if any important data were missing for a specific company, this company was not included into the study.

**Dependent variable.** Our dependent variable is the organization’s financial performance. We used a widely accepted measure for firm performance and operationalized this variable as average return on
assets (ROA), one year after the focal year of analysis. Return on assets, which reflected the profitability of a firm relative to its size, was calculated as the ratio of net income to total assets.

**Independent variable.** Our independent variable is *pay dispersion*. We operationalized this variable as the ratio of the average top management team’s (TMT) total compensation to average employee total compensation. Since Turkish firms are not legally obliged to disclose managerial pay information, most of them prefer not to report detailed compensation figures. The total payments disbursed to the entire top management teams were used as a proxy for TMT pay. This variable was calculated using data that is present in the footnotes of the company’s financial reports, according to the title, “Benefits provided to all top executives”. This variable comprises the top management team’s total annual compensation package, which includes the sum of their annual salaries, cash bonuses, and other long-term remuneration (e.g., David, Kochhar and Levitas, 1998). The ratio of total labor expenses for the firm (excluding TMT pay) to the number of employees was used as a proxy for average employee pay.

**Control variables.** We aimed to control for several other factors that may also have impacted on our dependent variable. First, we controlled for *prior year performance* in the form of return on assets (ROA) one year prior to the focal year of analysis, as prior firm performance is often a strong indicator of future performance, and generally associates with firm resources and pay. *Firm size* was also included in the model. The natural log of assets was employed to operationalize this variable. We also controlled for two industry level factors: *market munificence* and *complexity*. We used Boyd’s (1995) operationalization for these measures. Munificence can be defined as the capacity of an industry to support sustained growth. We calculated munificence as the regression of industry sales over time, divided by mean industry sale. Complexity, however, reflected competition level within the industry. We measured complexity using a Herfindahl index; we also included a set of *year* dummy variables to control for temporal effects. Finally, in testing our models, for the impact of pay dispersion on performance, we controlled for *family ownership concentration*, Turkey’s unique corporate ownership structure, by including a percentage of the largest controlling family shareholdings. Table 1 shows the descriptive statistics for all the variables used in this study.

**EMPIRICAL EVIDENCE**

**Analysis**

We used an ordinary least squares regression model to test the performance implications of the vertical pay gap. A classical OLS model increases the likelihood of heteroskedasticity and autocorrelation. As our data are longitudinal in nature, with repeated measures for each firm across five years, panel data of this nature are frequently estimated using fixed effects or random effects.
models. First, we derived firm fixed-effects into equations to correct for unobserved heterogeneity. The results of the Hausman test show significant ($\chi^2 = 376.54, p < .001$) systematic differences in the coefficients produced by the fixed effects and random effects model; as such so we decided to utilize a fixed-effects model, as opposed to a random effects model.

Table 1 Descriptive Statistics

<table>
<thead>
<tr>
<th></th>
<th>Mean (s.d) 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Pay dispersion</td>
<td>41.60 (117.30)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Firm performance</td>
<td>.00125 (.3380)</td>
<td>.033</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Prior year performance</td>
<td>.0392 (-.014)</td>
<td>.025</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Leverage</td>
<td>.4962 (.5096)</td>
<td>.009</td>
<td>-.105**</td>
<td>-.011</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Munificence</td>
<td>.0807 (.069)</td>
<td>.044</td>
<td>.032</td>
<td>.011</td>
<td>.004</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Complexity</td>
<td>.0322 (.0296)</td>
<td>.051</td>
<td>.041</td>
<td>.002</td>
<td>.032</td>
<td>.002</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>7. Firm Size</td>
<td>19.105 (1.761)</td>
<td>.128**</td>
<td>.150**</td>
<td>-.002</td>
<td>.059*</td>
<td>.034</td>
<td>.022</td>
<td>1</td>
</tr>
<tr>
<td>8. Family Ownership</td>
<td>36.63 (33.08)</td>
<td>-.039</td>
<td>.028</td>
<td>-.005</td>
<td>-.022</td>
<td>.012</td>
<td>.043</td>
<td>.040</td>
</tr>
</tbody>
</table>

Note: N = 1167

*Correlation is significant at the 0.01 level (2-tailed)
*Correlation is significant at the 0.05 level (2-tailed)

We examined the impact of pay dispersion on firm performance one year after the focal year (Time t+1), while controlling for the prior year’s performance (Time t-1). The results of the tests for hypotheses 1 and 2, which expects a higher pay dispersion to be positively or negatively related to firm profitability, is shown in Table 2. In model 1, we only included the control variables, and the only significant control variables were firm size and firm leverage, indicating a bigger firm size to be positively associated with performance, whereas firm leverage was negatively related with ROA.

The main effect of our independent variable, i.e., vertical pay dispersion, was tested in model 2. The addition of the main effect of the independent variable (i.e., pay dispersion) in model 2 significantly
increased the explanatory power of this regression model over model 1. Pay dispersion impact on performance was found to be positive and statistically significant. As hypothesis 1 predicted, pay dispersion had a positive and significant effect on a firm’s profitability (beta = .018, p< .000). This finding supports our hypothesis 1, which is based on tournament theory assumptions.

Table 2 Regression Analysis Results

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-0.649</td>
<td>-0.640</td>
</tr>
<tr>
<td>Control Variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prior year performance</td>
<td>0.024</td>
<td>0.027</td>
</tr>
<tr>
<td>Leverage</td>
<td>-0.119***</td>
<td>-0.132***</td>
</tr>
<tr>
<td>Munificence</td>
<td>0.014</td>
<td>0.015</td>
</tr>
<tr>
<td>Complexity</td>
<td>0.008</td>
<td>0.009</td>
</tr>
<tr>
<td>Firm size</td>
<td>0.173***</td>
<td>0.169***</td>
</tr>
<tr>
<td>Family concentration</td>
<td>0.016</td>
<td>0.027</td>
</tr>
<tr>
<td>Year effect</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>Independent Variable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pay Dispersion</td>
<td></td>
<td>0.018***</td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>0.207</td>
<td>0.217</td>
</tr>
<tr>
<td>F</td>
<td>12.989***</td>
<td>10.106***</td>
</tr>
</tbody>
</table>

DISCUSSION

Based on tournament theory (Lazear and Rosen, 1981; Henderson and Fredrickson, 2001; Connelly et al. 2014), the empirical evidence provided in the present study confirms that pay dispersion between executives and employees has a positive impact on an organization’s profitability.

In the related literature, it has long been suggested that pay dispersion has important consequences for firm performance; however, a full understanding of its impact remains elusive. Some scholars suggest that pay dispersion positively influences effort and performance, while others, emphasizing equity concerns, draw attention to the potential negative performance implications of pay dispersion. In this study, we first developed and then tested these two theoretical explanations of the performance consequences of pay dispersion on manufacturing firms listed on the Istanbul Stock Exchange. Perhaps most important is our finding that intra-firm, inter-rank pay dispersion has significant and positive implications for a firm’s profitability. Although the empirical findings of studies examining the effects of pay dispersion within organizations have been contradictory, a smaller number of
studies have specifically examined inter-rank pay dispersion between organizational levels, particularly between the highest and lowest levels. Relatively few studies have investigated vertical pay dispersion. Our study contributes current empirical evidence by examining vertical pay dispersion in an emerging country context, which may have a different cultural orientation and society-wide assumptions of fairness, power and disparities, relative to their developed country counterparts (McDaniel and Gibson, 2012).

Although there may be some exceptions, we assume that top executives are generally interested in increasing their salaries. However, although we found a positive relationship between pay dispersion and short-term performance, our study draws attention to the fact that increasing pay dispersion may have potential negative effects on long-term firm performance (Winter-Ebmer and Zweimuller, 1999; Heyman, 2005).

Academic studies are still working to understand the implications of pay dispersion. By attempting to integrate tournament and equity theory approaches to pay dispersion, we hope that our study brings clarity and academic insight to this discussion from an emerging market perspective. We believe that pay dispersion also has important consequences for human resource management functioning, in terms of affecting recruitment, selection, and the retention of both top managers and other employees. We suggest that developing a more complete understanding of how pay dispersion impacts on human resource policies and practices, TMT recruitment and retention, as well as on other stakeholders, will offer interesting and potentially fruitful research opportunities.
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ABSTRACT
This study examines the performance consequences of pay dispersion in publicly-listed firms in Turkey for the period 2009 to 2013. Our study focuses on vertical pay dispersion, which reflects intra-firm and vertical differences between pay at two important hierarchical levels: top executive level and lower hierarchical level. We intend to present arguments based on equity theory and tournament theory, and will propose two contradictory hypotheses to test them within the context of an emerging market. Results provided in the present study confirm that pay dispersion between executives and employees has a positive impact on a firm’s profitability in Turkey. Our study contributes current empirical evidence by examining vertical pay dispersion in an emerging country context, which may have a different cultural orientation and societal-wide assumptions concerning fairness, power and disparities, relative to its developed country counterparts.
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INTRODUCTION
Top management compensation research focuses on CEO and executive pay level and structure. There is accumulated empirical knowledge on the antecedents and consequences of executive compensation (Devers et al., 2007; van Essen, Otten and Carberry, 2015; Finkelstein, Hambrick and Cannella, 2009). However, academic and popular interest in the pay gap between employees at the highest and lowest ranks of organizations, or “pay dispersion”, is relatively new (Winter-Ebmer and Zweimuller, 1999; Heyman, 2005; Lee, Lev and Yeo, 2008). Existing studies only propose limited insight about the determinants and consequences of pay dispersion.
For example, some research has shown that, since employees always compete with one another to gain promotion to managerial positions, and consequently, higher pay levels, pay dispersion encourages greater efforts and performance on the part of employees (O’Reilly, Main and Crystal, 1988; Ehrenberg and Bognanno, 1990; Becker and Huselid, 1992; Main, O’Reilly and Wade, 1993; Conyon, Peck and Sandler, 2001). Other studies, however, have revealed negative relationships between organizational and individual level outcomes and pay dispersion (Becker and Huselid, 1992; Trevor and Wazeter, 2006; Shaw and Gupta, 2007; Bolino and Turnley, 2008; Dallas, 2011). This study examines the performance consequences of pay dispersion in publicly listed firms in Turkey for the period 2009 to 2013. Our study focuses on vertical pay dispersion, which reflects intra-firm and vertical differences between pay at two important hierarchical levels: the top executive level and lower hierarchical level (Gupta, Conroy and Delery, 2002). We intend to present arguments based on both equity theory and tournament theory, and to propose two contradictory hypotheses that will be tested within an emerging market context. Tournament theory’s core assumption is that employees’ motivation and performance increase alongside pay disparities between organizational levels. Executive pay level motivates all employees to perform well. Equity theory suggests the opposite; the main predictions underlying this theory advocate that since all employees considered pay level as a reference point for assessing the fairness of their pay and rewards, pay differences provoke feelings of inequity, injustice, and jealousy, which reduce employees’ organizational commitment and job satisfaction levels.

The rest of this paper is structured as follow. First, we discuss the theoretical foundation of pay dispersion. Second, we develop our hypotheses. We then present our sample, research model and methods. Finally, we summarize our primary results and conclusions, and discuss the implications of these findings for scholars and professionals.
THEORETICAL DEVELOPMENT AND HYPOTHESIS

*Theoretical perspectives for vertical pay dispersion and its implications for firm performance*

Scholars have long recognized that the way in which executives, especially CEOs of organizations, are remunerated and rewarded in relation to their colleagues and their employees holds important implications for corporate performance (Cowherd and Levine, 1992; Tosi and Greckhamer, 2004; Connelly et al., 2013). Organizations may adopt a wide variety of compensation systems and practices, highlighting different levels of pay dispersion both among peers (horizontal dispersion) and between different ranks within the company (vertical dispersion). The current study focuses on the dispersion between executives’ pay and workers’ compensation, in other words, vertical dispersion, which has been the subject of academic research for several decades (Connelly et al., 2013). While researchers agree that this dispersion has risen dramatically the causes and in particular, the effects of this pay gap, are not entirely clear. The theoretical framework of this analysis regarding the impact of vertical compensation dispersion to firm performance has two distinct theoretical bases, which will be reflected in the two different hypotheses.

*Tournament theory*

Tournament theory (Lazear and Rosen, 1981), which is based on economic game theory, is one of the foundations of pay dispersion research (Henderson and Fredrickson, 2001; Connelly, Tihanyi, Crook and Gangloff, 2014). Tournament theory proposes that employees are in competition with one another for higher-ranking positions and salaries; consequently employees’ efforts increase alongside pay imbalances and as a result of the differences between various organizational levels. Tournament theory accepts a higher level of executive pay as a means for motivating individuals at all organizational levels to exert more effort and to perform well.
(Becker and Huselid, 1992), and to try and win promotion to a higher level within the firm. This is not only valid where it concerns the ultimate CEO level, but is also true for employees striving to reach any other managerial position (Cappelli and Cascio, 1991; Henderson and Fredrickson, 2001; Lambert, Larcker and Weigelt, 1993; DeVaro, 2006). Several research findings support these predictions and have disclosed that top executives and especially CEOs serve as significant reference points to employees; thus, vertical disparities in pay levels have substantial consequences for employee behavior (Wade, O’Reilly and Pollock, 2006). The pay disparity is also justified as a tool for attracting and retaining top competencies in the higher ranks of the company (Bloom and Michel, 2002).

Although a number of scholars have attempted to understand the implications of a widening pay gap between top managers and employees (Beaumont and Harris, 2003; Wade et al., 2006), their attempts have failed to reach a consensus regarding its implications. One opinion, which primarily relies on tournament theory arguments, advocates the benefits of a large vertical pay disparity and debates that this will provide encouragement for promotions, motivate higher efforts and competition, and increase performance (Baker, Jensen and Murphy, 1988; Ehrenberg and Bognanno, 1990; DeVaro, 2006). Several empirical findings support this view and have discovered a positive relationship between firm performance and pay dispersion (Main, O’Reilly and Wade, 1993; Lallemand, Plasman and Rycx, 2004; Heyman, 2005).

**Equity Theory**

A subsequent line of research based on equity theory suggests, however, the opposite argument for vertical pay dispersion. Equity theory states that people expect pay to be distributed according to their relative contributions, and that each employee constantly compares their own contribution to the organization and the rewards received from the organization, relative to their individual reference group. This reference group does not need to comprise only their peers (Kulik and Ambrose, 1992), but will also include those above and below them in the organizational hierarchy, as well as members of other organizations. Employees perceive their
outcomes to be unfair when their ratio of input to outcomes falls out of line with their reference points. Through this mechanism, the pay gap can generate a feeling of inequity within the organization. Employees may then attempt to correct this feeling of inequity (Cowherd and Levine, 1992). This view advocates that since employees observe pay level as an assessment of the fairness of their compensation system, large pay gaps will stimulate feelings of inequity, injustice, and jealousy, which will have a negative effect on their job satisfaction and organizational commitment level (Finkelstein, Hambrick and Cannella, 2009). Hence, scholars taking this perspective generally affirm that a large vertical pay disparity tends to diminish motivation, effort, and cooperation between peers (Cowherd and Levine, 1992). Vertical pay dispersion can similarly stimulate careless risk-taking, reduce employee safety (Becker and Huselid, 1992), and ultimately lead to a higher employee turnover (Bloom and Michel, 2002; Gupta, Conroy and Delery, 2002). Existing empirical evidence supports this perspective, representing a negative relationship between vertical pay dispersion and organizational outcomes (Bloom, 1999; Siegel and Hambrick, 2005; Grund and Westergaard-Nielsen, 2008; Fredrickson, Davis-Blake and Sanders, 2010).

**Contrasting hypotheses**

As the research findings presented above suggests, these two theoretical perspectives are often considered as contrasting each other. Both theoretical views provide explanations for describing and interpreting results that positively link pay dispersion to firm performance, or that justify the negative effects of a pay gap on organizational performance. When we compare the results previous studies, we observe that accumulated knowledge on the performance implications of pay dispersion had been derived from a developed country context, primarily from the US, where American stock market regulators mandate the disclosure of the gap between the pay of a company’s CEO and its top executives, and the median income of its employees. However, a limited number of studies have been conducted outside the US that propose workers respond to vertical pay disparities differently in different countries, depending on the societal context in which they live and country level institutions (Greckhamer, 2016). The present study aims to examine the performance implications of vertical pay
dispersion in an emerging country context, i.e., Turkey. Two contrasting hypotheses will be tested in Turkey, which has a specific and different governance and company system compared to its Anglo-Saxon counterparts. The Turkish governance system incorporates characteristics of a family-based system, where financial and capital markets are weak and there is less liquidity for providing external control; ownership is generally highly concentrated, with pyramidal-type ownership structures. A small number of dominant shareholders control these companies, and there is a low level of legal protection available to minority shareholders (Nilsson, 2007; Oba, Tiğrel and Şener, 2012). The primary objectives are to observe whether empirical evidence supports the tournament theory assertion that vertical pay dispersion will be positively associated with firm performance, or the equity theory assumption that executive and employee pay dispersion will be largely decoupled from performance in Turkey.

Formally stated, the two contrasting hypotheses tested in this study are as follow:

**H1:** pay dispersion is positively associated with firm performance in Turkey (tournament theory prediction).

**H2:** pay dispersion is negatively associated with firm performance in Turkey (equity theory prediction).

**METHOD**

*Sample and measures*

Our sample comprises publicly trading companies on the Borsa Istanbul (BIST) in 2009. The data were manually collected for the period 2009 to 2013, for each year. Financial institutions (banks, investment trusts, insurance companies, leasing companies, funds, and factoring companies) were excluded from the sample, because they are regulated according to different accounting rules, and their registration systems are different and therefore, may provide misleading results for the calculation of financial variables. A total of 1278 company-year observations were examined and 117 were excluded from the sample. Since some of these companies delisted from BIST during the study period, or began being traded in the custody market, we could not obtain complete data about their financial figures, and our final sample therefore consisted of 1167 firms. Data were combined from a number of sources, while the majority of our secondary data were taken from KAP (Kamu Aydunlatma Platformu- Public disclosure platform of Turkey, www.kap.org.tr) and the Borsa Istanbul (Istanbul Stock Exchange) database. We supplemented these data with information from the annual financial reports of the included companies. However, if any important data were missing for a specific company, this company was not included into the study.
**Dependent variable.** Our dependent variable is the organization’s financial performance. We used a widely accepted measure for firm performance and operationalized this variable as average return on assets (ROA), one year after the focal year of analysis. Return on assets, which reflected the profitability of a firm relative to its size, was calculated as the ratio of net income to total assets.

**Independent variable.** Our independent variable is pay dispersion. We operationalized this variable as the ratio of the average top management team’s (TMT) total compensation to average employee total compensation. Since Turkish firms are not legally obliged to disclose managerial pay information, most of them prefer not to report detailed compensation figures. The total payments disbursed to the entire top management teams were used as a proxy for TMT pay. This variable was calculated using data that is present in the footnotes of the company’s financial reports, according to the title, “Benefits provided to all top executives”. This variable comprises the top management team’s total annual compensation package, which includes the sum of their annual salaries, cash bonuses, and other long-term remuneration (e.g., David, Kochhar and Levitas, 1998). The ratio of total labor expenses for the firm (excluding TMT pay) to the number of employees was used as a proxy for average employee pay.

**Control variables.** We aimed to control for several other factors that may also have impacted on our dependent variable. First, we controlled for prior year performance in the form of return on assets (ROA) one year prior to the focal year of analysis, as prior firm performance is often a strong indicator of future performance, and generally associates with firm resources and pay. Firm size was also included in the model. The natural log of assets was employed to operationalize this variable. We also controlled for two industry level factors: market munificence and complexity. We used Boyd’s (1995) operationalization for these measures. Munificence can be defined as the capacity of an industry to support sustained growth. We calculated munificence as the regression of industry sales over time, divided by mean industry sale. Complexity, however, reflected competition level within the industry. We measured complexity using a Herfindahl index; we also included a set of year dummy variables to control for temporal effects. Finally, in testing our models, for the impact of pay dispersion on performance, we controlled for family ownership concentration, Turkey’s unique corporate ownership structure, by including a percentage of the largest controlling family shareholdings. Table 1 shows the descriptive statistics for all the variables used in this study.

**EMPIRICAL EVIDENCE**

**Analysis**

We used an ordinary least squares regression model to test the performance implications of the
vertical pay gap. A classical OLS model increases the likelihood of heteroskedasticity and autocorrelation. As our data are longitudinal in nature, with repeated measures for each firm across five years, panel data of this nature are frequently estimated using fixed effects or random effects models. First, we derived firm fixed-effects into equations to correct for unobserved heterogeneity. The results of the Hausman test show significant ($\chi^2 = 376.54, p < .001$) systematic differences in the coefficients produced by the fixed effects and random effects model; as such so we decided to utilize a fixed-effects model, as opposed to a random effects model.

Table 1 Descriptive Statistics

<table>
<thead>
<tr>
<th></th>
<th>Mean (s.d)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Pay dispersion</td>
<td>41.604 (117.30)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Firm performance</td>
<td>0.0125 (.3380)</td>
<td>.033</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Prior year performance</td>
<td>0.0392 (13.872)</td>
<td>-.014</td>
<td>.025</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Leverage</td>
<td>.4962 (.5096)</td>
<td>.009</td>
<td>-.105**</td>
<td>-.011</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Munificence</td>
<td>.0807 (.069)</td>
<td>.044</td>
<td>.032</td>
<td>.011</td>
<td>.004</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Complexity</td>
<td>.0322 (.0296)</td>
<td>.051</td>
<td>.041</td>
<td>.002</td>
<td>.032</td>
<td>.002</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Firm Size</td>
<td>19.105 (1.761)</td>
<td>.128**</td>
<td>.150**</td>
<td>-.002</td>
<td>.059*</td>
<td>.034</td>
<td>.022</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8. Family Ownership</td>
<td>36.63 (33.08)</td>
<td>-.039</td>
<td>.028</td>
<td>-.005</td>
<td>-.022</td>
<td>.012</td>
<td>.043</td>
<td>.040</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: $N = 1167$

*Correlation is significant at the 0.01 level (2-tailed)
*Correlation is significant at the 0.05 level (2-tailed)

We examined the impact of pay dispersion on firm performance one year after the focal year (Time t+1), while controlling for the prior year’s performance (Time t-1). The results of the tests for hypotheses 1 and 2, which expects a higher pay dispersion to be positively or negatively related to firm profitability, is shown in Table 2. In model 1, we only included the control variables, and the only significant control variables were firm size and firm leverage, indicating a bigger firm size to be
positively associated with performance, whereas firm leverage was negatively related with ROA.

The main effect of our independent variable, i.e., vertical pay dispersion, was tested in model 2. The addition of the main effect of the independent variable (i.e., pay dispersion) in model 2 significantly increased the explanatory power of this regression model over model 1. Pay dispersion impact on performance was found to be positive and statistically significant. As hypothesis 1 predicted, pay dispersion had a positive and significant effect on a firm’s profitability (beta = .018, p<.000). This finding supports our hypothesis 1, which is based on tournament theory assumptions.

Table 2 Regression Analysis Results

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-.649</td>
<td>-.640</td>
</tr>
<tr>
<td>Control Variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prior year performance</td>
<td>.024</td>
<td>.027</td>
</tr>
<tr>
<td>Leverage</td>
<td>-.119***</td>
<td>-.132***</td>
</tr>
<tr>
<td>Munificence</td>
<td>.014</td>
<td>.015</td>
</tr>
<tr>
<td>Complexity</td>
<td>.008</td>
<td>.009</td>
</tr>
<tr>
<td>Firm size</td>
<td>.173***</td>
<td>.169***</td>
</tr>
<tr>
<td>Family ownership</td>
<td>.016</td>
<td>.027</td>
</tr>
<tr>
<td>Year effect</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>Independent Variable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pay Dispersion</td>
<td></td>
<td>.018***</td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>.207</td>
<td>.217</td>
</tr>
<tr>
<td>F</td>
<td>12.989***</td>
<td>10.106***</td>
</tr>
</tbody>
</table>

**DISCUSSION**

Based on tournament theory (Lazear and Rosen, 1981; Henderson and Fredrickson, 2001; Connelly et al. 2014), the empirical evidence provided in the present study confirms that pay dispersion between executives and employees has a positive impact on an organization’s profitability.

In the related literature, it has long been suggested that pay dispersion has important consequences for firm performance; however, a full understanding of its impact remains elusive. Some scholars suggest that pay dispersion positively influences effort and performance, while others, emphasizing equity concerns, draw attention to the potential negative performance implications of pay dispersion. In this study, we first developed and then tested these two theoretical explanations of the performance
consequences of pay dispersion on manufacturing firms listed on the Istanbul Stock Exchange. Perhaps most important is our finding that intra-firm, inter-rank pay dispersion has significant and positive implications for a firm’s profitability. Although the empirical findings of studies examining the effects of pay dispersion within organizations have been contradictory, a smaller number of studies have specifically examined inter-rank pay dispersion between organizational levels, particularly between the highest and lowest levels. Relatively few studies have investigated vertical pay dispersion. Our study contributes current empirical evidence by examining vertical pay dispersion in an emerging country context, which may have a different cultural orientation and society-wide assumptions of fairness, power and disparities, relative to their developed country counterparts (McDaniel and Gibson, 2012).

Although there may be some exceptions, we assume that top executives are generally interested in increasing their salaries. However, although we found a positive relationship between pay dispersion and short-term performance, our study draws attention to the fact that increasing pay dispersion may have potential negative effects on long-term firm performance (Winter-Ebmer and Zweimuller, 1999; Heyman, 2005).

Academic studies are still working to understand the implications of pay dispersion. By attempting to integrate tournament and equity theory approaches to pay dispersion, we hope that our study brings clarity and academic insight to this discussion from an emerging market perspective. We believe that pay dispersion also has important consequences for human resource management functioning, in terms of affecting recruitment, selection, and the retention of both top managers and other employees. We suggest that developing a more complete understanding of how pay dispersion impacts on human resource policies and practices, TMT recruitment and retention, as well as on other stakeholders, will offer interesting and potentially fruitful research opportunities.
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ABSTRACT

Research on service innovation suggests that involving customers in new service development (NSD) is a major contributing factor to new service success. The objectives of this paper is to provide an overview of the literature regarding the involvement of customers in the development of new services and to offer guidelines for future research. Results show that past research has considered various antecedents and consequences of customer involvement and has also analysed various dimensions of the nature of involvement such as the intensity and modes of involvement and the communication process used to involve customers. Current research is mainly occupied with determining specific managerial practices that can lead to successful involvement of customers; the role of relationships as well as consumer motives, needs and experiences in the involvement process; the selection of customers for involvement and the effect of virtual environments. Future research should focus both on more in-depth, qualitative studies and more detailed quantitative models; analyse both buyer and seller perspectives; develop customer selection guides; formalize the involvement process; determine the role of relationship concepts in involvement and investigate how social media and brand communities can be effectively used for involving customers.

Keywords: New service development, customer involvement, services, service innovation, co-creation, customer participation, consumer involvement

INTRODUCTION

In today’s highly competitive and rapidly changing environment, developing successful services fast is a strategic imperative for businesses (Kindström and Kowalkowski, 2009). The advent and use of the Internet has also revolutionised and changed dramatically the role that customers can play in service innovation. Customers are knowledgeable and powerful and supply vast amounts of information on social media and virtual communities that can be used by firms for developing new services. On the other hand, research on service innovation suggests that involving customers in the
development of new services is a major contributing factor to the success of new service offerings (e.g. Alam, 2002; Kristensson, Gustafsson, and Archer, 2004; Carbonell, Rodríguez-Escudero, and Pujari, 2009, 2012; Melton and Hartline, 2010, 2015; Dadfar, Brege, and Semnani, 2013; Zhihong, Duffield, and Wilson, 2015). Therefore, the involvement of customers in the development of new services is an issue that has attracted the attention of researchers during the last 15 years. However, relevant literature is still limited, results are fragmented and there is no framework to address fully the management of customer involvement (CI) in the new service development (NSD) process.

The purpose of this study is twofold, to provide an overview of the literature regarding the involvement of customers in the development of new services and to offer guidelines for future research. Results of this review will help researchers identify the critical issues and concepts related to CI in NSD and shape future research in the field. This is a timely contribution since the importance of the role of customers has increased exponentially during the last few years due to the advent of the Internet and therefore, it is important for firms to manage effectively customer contributions to NSD.

The paper is structured as follows. First, we explain the methodology followed; then we present the results of the review; thirdly we identify the emerging, contemporary issues that need attention and finally we conclude with guidelines for future research.

**RESEARCH METHODOLOGY**

This review includes the analysis of peer-reviewed literature on CI in NSD. So, all papers included in this review approached CI from the perspective or “co-creation for others” (Witell, Kristensson, Gustafsson, and Löfgren, 2011), that is participating in developing services that can benefit other customers. In order to select articles for inclusion, a set of selection criteria was set. The first was that only academic papers will be used. Practitioner articles were excluded. Secondly, all papers selected had to do with CI in NSD either directly, when the title or the text included these two constructs (CI referred to also as user involvement or co-creation and NSD referred to also as service innovation), or indirectly, because it was inferred by the content of the paper. Conceptual papers and literature reviews were not included in this study. Finally, only papers that used services as a context of investigation were analysed. Relevant papers in product markets were not included in this review.

In order to identify relevant papers a search was initially made on three major business journal databases, namely EBSCO (Business Source Complete), Emerald, and ScienceDirect, using various keywords that appear in the title, abstract or keywords fields. Keywords used included customer involvement, new service development, service innovation, user involvement, co-creation, and customer participation. Carlborg, Kindström, and Kowalkowski (2014) conclude that the first CI paper in services has been published in 2002 so the search was limited to articles published between 2002
and 2016. This search identified a large number of papers (more than 100). However, many of these papers analysed CI from the perspective of co-production in service delivery and many others involved product markets. So, each paper was evaluated individually to determine whether it should be included in the review. Also, all cross-references identified were analysed. Ultimately, a total of 37 studies (from 2002 to 2016) were selected for examination.

The first phase of analysis involved reading all papers in chronological order and gain a total perspective of the evolution of research in the field. In the second step, we tried to categorize the information contained in the from all papers. Eventually, there were seven categories of information analysed: theoretical positioning (the type of service customers (B2B or B2C); the type of perspective (seller or buyer side); the type of service or services involved, and the country from which the sample was drawn); stages of NSD investigated; antecedents of CI; nature and dimensions of CI; consequences of CI; emerging contemporary issues, and future research challenges. From the reading of all papers it became evident that these categories of information are suitable for presenting in detail the content of all papers.

RESULTS

General Observations

Studies on CI in NSD begin in 2002 (Alam, 2002) but there is an increasing interest in the subject from 2012 onwards. Papers mainly appear in services or new product development journals. Services Journals (Journal of Service Management, Journal of Services Marketing, Journal of Service Research, the Service Industries Journal, International Journal of Quality and Service Sciences and Managing Service Quality) have published more than half of papers (54%) whereas Product Innovation Journals (Journal of Product Innovation Management, Creativity & Innovation Management; Innovation: Management, Policy and Practice, International Journal of Innovation Management, and International Journal of Innovation Science) have published 19% of papers. The rest are split between business-to-business area publications, mainline marketing and management journals and specialized journals that deal with a specific industry (e.g. tourism or banking). This focus on service journals is expected since the subject analyzed deals with the development of new services.

Furthermore, we observe that 18 studies examine the seller side; 12 explore buyers’ perspectives in retail services (financial, hotels, hospitals etc.) and seven (7) studies consider both sides of the dyad, buyer and seller. Only 10 (27%) studies are in business-to-business markets and 27 (73%) in retail markets. Moreover, the majority of studies are done in Europe (59%) and within Europe mainly in Scandinavian countries and Spain. The rest of the studies concern the USA, Asia (mainly Taiwan) or...
Australia. There is one study that covers USA, Europe, and Asia and therefore, is considered global and two studies that are done online and therefore are not bound to any specific country.

Methodology

In terms of methodology the first studies in the area were mainly qualitative (case studies and interviews) and experiments. However, surveys started increasing from 2012 onwards because the field started to mature and new types of qualitative research emerge such as netnography and action research. Overall, 16 studies are qualitative and 19 quantitative.

NSD Stages

It is important to note that the focus on different stages tends to change as the field matures. In the early years up to 2009 most studies focused on the first stages of the NSD process or even only on idea generation. However, from 2010 onwards researchers prefer to analyze CI in the whole NSD process by considering all stages. In total, 18 studies explore all stages of the NSD process and another four investigate CI irrespective of stage.

Antecedents of CI

The study of antecedents of CI is not very extensive. However, the main antecedents analyzed are classified into three categories:

1. Type of customer that should be involved. Various studies investigate the role of different types of customers such as close and lead (Alam, 2011b; Schumacher and Kuester, 2012), ordinary or guided or consulted or pioneering (Magnusson, Matthing, and Kristensson, 2003; Kristensson et al., 2004; Magnusson, 2009).

2. Key customer characteristics for effective involvement. A number of characteristics are investigated including proactiveness (Alam, 2011b); knowledge and experience (Alam, 2011a, b; Schumacher and Kuester, 2012; Sigala, 2012); being in a close, trusting relationship with the provider (Nicolaisen and Scupola, 2011; Alam, 2011b; Carbonell et al., 2012); lead userness (Alam, 2011b; Carbonell et al., 2012); customer motives; desires, and emotions (Engstrom and Elg, 2012), and involvement or dissatisfaction with the service (Schumacher and Quester, 2012).

3. The environment. This is mainly shown in Carbonell’s work (Carbonell et al., 2009; Carbonell and Escudero, 2014, 2015) where the influence of technological turbulence is investigated.

Nature and Dimensions of CI
The concept of CI has not been determined yet and no formal scale exists so researchers try to conceptualize it by using various types of information. The conceptualization of CI is focused on 4 types of dimensions.

1. Intensity of involvement in each NSD stage (Alam, 2002; 2006; Melton and Hartline, 2010; Paasi, 2014). However, there is no agreement on how intensity can be measured and whether involvement should be intense in all stages.

2. Modes of involvement including focus groups; taking part in an NSD team; retreats; phones, faxes and emails, and brainstorming (e.g. Alam, 2002; 2006) as well as web-based tools such as social media or virtual communities (Ryzhkova, 2012; Sigala, 2012).

3. Communication with customers that focuses on communication skills (Athanasopoulou and John, 2004); interaction tactics (Alam, 2011b) and the communication process involved in co-creation (Gustafsson et al., 2012).

4. Managing CI effectively through the NSD process. This area includes studies on how to select the right customers for involvement (Magnusson et al., 2003; Kristensson et al., 2004; and Magnusson, 2009) and in which stages should customers be involved. For example, Melton and Hartline (2015) argue that customers should be involved only in the design stage in the development of radical service innovations. Furthermore, other studies emphasize that the effective management of CI should be characterized by collaborative capabilities; customer orientation; knowledge integration capabilities; effective information recording; reviewing and use; appropriate user motivation and getting users to derive ideas from personal experiences (Kristensson et al., 2008; Orbanini and Parasuraman, 2011; Carbonell and Escudero, 2014; 2015; Zhihong et al., 2015).

Consequences of CI

Another category of variables analyzed by CI researchers involves different types of performance of new services, one financial and three non-financial:

1. Financial performance in terms of sales or profit (Carbonell et al., 2009; Chien and Chen, 2010; Melton and Hartline, 2010; 2015; Weng and Huang, 2012) although most of the time they are not considered alone.

2. Idea quality that is conceptualized with measures such as radicality/innovativeness (Orbanini and Parasuraman, 2011; Melton and Hartline, 2015); novelty/originality (Magnusson et al., 2003; Kristensson et al., 2004; Matthing, Sanden, and Edvardsson, 2004; Magnusson, 2009; Mahr and Lievens, 2012; Carbonell et al., 2012; Carbonell and Escudero, 2014, 2015); perceived value; feasibility or producibility (Magnusson et al., 2003; Kristensson et al., 2004; Matthing et al., 2004;
Magnusson, 2009); knowledge value and relevance (Mahr and Lievens, 2012), volume of ideas (Ordanini and Parasuraman, 2011) and quality of service ideas (Schumacher and Quester, 2012).

3. The quality of the developed service that is measured with concepts such as service quality (Dadfar et al., 2013); service advantage (Carbonell et al., 2012; Carbonell and Escudero, 2014, 2015); superior and differentiated service (Alam, 2002, 2006; Alam and Perry, 2002), and service marketability (Melton and Hartline, 2010).

4. The effectiveness of the development process expressed with many different concepts including process complexity (Melton and Hartline, 2015); speed to market (Alam, 2002, 2006; Alam and Perry, 2002; Athanasopoulou and Johne, 2004; Carbonell et al., 2012; Carbonell and Escudero, 2014;2015); launch preparation (Melton and Hartline, 2010); role flexibility; teamwork, and cross-functional integration (Chien and Chen, 2010), and overall measures of project (Melton and Hartline, 2010) or process efficiency (Chien and Chen, 2010).

5. Customer satisfaction used in two recent studies (Dadfar et al., 2013; Zhihong et al., 2015). This trend is probably due to the increasing importance that relationships play in CI and customer satisfaction is a major dimension of relationship quality.

**Moderating Variables**

The use of moderating variables in CI studies is quite rare. Only Carbonell et al. (2012) and Carbonell and Escudero (2014, 2015) use technological turbulence.

**Emerging Contemporary Issues**

The study of CI in NSD reveals the existence of certain important current issues that surface in related research and are expected to guide future research. These include the following:

1. Effectiveness of CI depends on how well the process is managed. CI should be approached as a management process with specific managerial practices that lead to success. Such practices should cover areas such as selecting the best customers for involvement; communicating effectively throughout the NSD process; motivating customers and integrating the knowledge acquired.

2. The selection of stages for CI is not very important in services. Since services have more ad hoc, parallel processes with fewer stages, differentiating CI by stage is not important. What is critical though is to identify the ways CI can become more effective in each stage. For example, researchers should look into which customer or firm actions should be included in each stage and why.

3. The last few years, research on CI in NSD has emphasized the importance of a close relationship with customers. Therefore, firms should select customers that have a close relationship with the
firm for CI. Also, other relationship constructs such as customer satisfaction (a major dimension of Relationship Quality) and service quality are linked to CI. So, there is a need to explore further the role of relationships in effective CI.

4. Many qualitative studies in CI have shown that it is important to get users to derive ideas from their use experiences because experiences create emotions and make it easier for customers to express their needs. Therefore, it is important to understand and manage effectively customer experiences because they can influence CI in NSD. Further analysis of how firms can manage customer experience in relation to CI for NSD is imperative.

5. Selecting customers for CI in NSD is different from New Product Development. Lead customers may not be as useful here. Also, selection of customers will depend on the type of new service sought (incremental or radical). Research shows that for radical innovation, ordinary users are more useful because they have more radical ideas whereas experienced or skilled users are better for incremental innovation. So, the development of guides of customer selection is an important contemporary issue.

6. Due to the advent of the Internet and its importance in the market, another contemporary issue is the role of virtual environments in CI. Related studies look into the role of virtual customer integration platforms in NSD; the use of web-based tools for CI; the nature of lead user participation in brand communities; CI in online channels such as social media and effective management of consumer-generated content.

Future Research Challenges

Based on the insights of this review we offer a guide for future research.

- In terms of methodology there is a need for more rigorous quantitative studies and more focused and detailed qualitative enquiries that will provide more specific and rich information that will help firms manage the process of CI effectively. Also, the perspectives of both buyers and sellers should be included in future research since the quality of collaboration or relationship is important for new service success.

- More research is needed on the types of customers that are useful for CI. There is a need to develop guides of appropriate customers according to the type of information sought or the type of service developed.

- The nature of CI during NSD needs to be analysed more thoroughly. Specifically, we need answers to the following questions. How do we involve customers (modes) and how intensively?
Which types of customer contributions are sought and under which circumstances? What roles do customers play in CI? Which practices and which customer actions are appropriate for each stage or group of stages of the NSD process? What type of relationship should firms have with customers that get involved in NSD? How should firms communicate with customers and which communication skills should firms have to communicate effectively?

- Measures of new service performance on the project or program level should be analysed further and research should conclude whether it is best to use more financial or non-financial measures and why.

- The use of virtual environments or web-based tools used to transfer customer knowledge to companies should be one the key areas of research in the following years since there is a wealth of customer-supplied information that can only be exploited through online media. The question is how companies can use this data for NSD.

- Finally, future research should address the role of relationships in CI. Specifically, it is important to investigate the role of various relationship concepts (e.g. satisfaction, relationship closeness, relationship quality) in CI and their inter-relationships with service innovation concepts such as effective CI or new service success.
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ABSTRACT

The present paper proposes a review concerning the topic of social responsibility in banks. In the backdrop of economic crisis which is still ongoing, companies are requested to align with the directives and values of social responsibility. The compliance to social responsibility, nevertheless, cannot only be seen as a commandment imposed and far removed from the competitive and business environment, which passively to adapt to, but rather as an opportunity for diversification and competitive advantage. Such problem is exacerbated in a sector such as banking, in which the elements of competitive differentiation are often ephemeral and volatile, since based on price (especially in the context of loans and services) and performance (in the management of deposits).

This paper focuses on three areas, which have been extensively analyzed by the national U.S. and European literature in the banking sector. In particular, the present study examines: the relationship between social responsibility and income or stock performance of banks; the compilation of the bank operator’s rankings, on the basis of results achieved in terms of social responsibility; the impacts of social responsibility in terms of customer satisfaction.

This study proposes to investigate some critical issues, in order to offer interesting ideas for new research into yet unexplored areas.

Keywords: Social responsibility, performance, regulation, legal enforcement, corporate governance

INTRODUCTION

Social Responsibility has been studied by academic research since the 70s and 80s. The notion of CSR being a social obligation was first advocated by Carroll (1979, 1991). Carroll’s CSR pyramid, one of the best-known CSR models, presents company’s social obligations as comprising economic, legal, ethical and philanthropic responsibilities. Carroll (1991) noted that businesses were created as economic entities driven by a profit motive, thus economic performance undergirds the other three CSR components yet only in 2011 Corporate Social Responsibility (henceforth CSR), CSR has been provided with an official definition by the European Commission as “the responsibility of enterprises for their
impacts on society”. Among the various factors related to CSR, performance, rankings based on the degree of attention to social responsibility itself, and customer satisfaction have been studied extensively, from both a theoretical and an empirical standpoint. As regards the performance and customer satisfaction, literature shows that people may not believe in an explicit trade-off between being profitable and meeting legal, ethical, and discretionary responsibilities anymore. Yet, banking industry surveys have highlighted a mismatch between customer satisfaction and massive spending on CSR programs. Indeed, the omission of research on the differential impact of CSR initiatives on customer satisfaction is evident. Given both the increasing investment in CSR strategies, and the fact that customer satisfaction mediates firm market value, more awareness of the hierarchy of customer-preferred CSR initiatives is needed in order to enable banks to adapt their CSR programs, to not only benefit the community, but also to improve customer satisfaction (McDonald and Rundle-Thiele, 2008).

In reference to compilation of rankings based on the CSR-care, literature underlines that these approaches have the advantage of being quite transparent and objective, as they are based on publicly available information on websites of banks and supranational bodies and reporting specialized NGOs. The biggest flaw of these researches is the limited number of banks for which reports are available, since there is a generalized problem of insufficient disclosure in CSR activities (Scholtens, 2009).

**AIMS OF THE PAPER**

This paper proposes a review concerning the topic of social responsibility in banks, focusing the attention in detail on: I) the relationship between attention to social responsibility and incomes or stock performance of banks; II) the compilation of rankings of bank operators, on the basis of results achieved in terms of social responsibility: the effects of cultural, ethnic and gender variables on social responsibility indicators; III) social responsibility and its impacts in terms of customer satisfaction. Furthermore, the paper would like to suggest three other areas almost unexplored and therefore susceptible to further research and insights IV) the effects of cultural, ethnic and gender variables on social responsibility indicators; V) the relationship between attention to social responsibility and degree of self regulation and cooperation; VI) the relationship between attention to social responsibility and legal enforcement on a national scale. The importance of the link between the above areas and CSR, particularly the final three areas, calls for an analysis of the current state of knowledge and a systematization of the existing results as preliminary steps to facilitate future studies. In management research, literature is useful to enable the researcher to map and assess the existing intellectual territory and to develop the existing body of knowledge.
In order to make this bibliography as exhaustive as possible, but also having to take into account the inability to analyze the vast literature on CSR, it was decided to concentrate on the most recent researches by selecting those published since 2000 onwards.

**RELATION BETWEEN CSR AND PERFORMANCE OF BANKS**

Most of the research on CSR has focused on investigating the connection between CSR and corporate financial performance, while little theoretical attention has been paid to understanding whether corporations act in socially responsible ways or not. The theoretical framework proposed by Campbell (2007) is, in our view, a milestone in literature, able to systematize the socially responsible behavior of businesses and the motivations behind these behaviors. This model, with reference to business in general and not only to banking sector, summarizes the previous literature on CSR in eight postulates according to which companies would be induced to implement CSR activities (see also Shleifer, 2004):

- Companies with poor financial performance and / or acting in a poor economic environment will be less likely to act in a socially responsible way. In fact, if the possibility of obtaining short-term profits are low, the lack of resources could jeopardize the creation of shareholder value (Margolis and Walsh, 2001; Orlitzky et al., 2003).

- Companies will be reluctant to act in a socially responsible manner whether they operate in environments which are too competitive or too little competitive (McCraw, 1984; Schneiberg, 1999).

- Companies will be more inclined to act in a socially responsible way if there is a strong regulation and an effective legal protection of investors especially if such-regulation is based on consensus and negotiation between the government, companies and stakeholders (Grant and Downey, 1996; Siggitz, 2003; Grant, 1997).

- Companies will be more likely to act in a socially responsible way if there is an effective and well-organized system of self regulation based on the threat of intervention by the state or by an industrial crisis of vast proportions (Schneiberg, 1999; Streeck and Schmitter 1985).

- Companies will be more inclined to act in a socially responsible way if there are independent organizations such as NGOs, social movements, press or institutional investors able to monitor their behavior, and if necessary able to mobilize to change it (Aguilera and Jackson, 2003; Driver and Thompson, 2002; Mitchell et al., 1997).

- Companies will be more inclined to act in a socially responsible way if they operate in a context where the demand for such behavior by important stakeholders is institutionalized for example in major economic journals, professional and training curricula, and in other contexts which the
participation of managers is required (Aguilera and Jackson, 2003; Dore, 1983; Hall and Soskice, 2001; Whitley, 2004).

- Companies will be more inclined to act in a socially responsible way if they belong to associations of businesses that promote socially responsible behavior (Martin, 2000, 2005, 2006).

- Companies will be more inclined to act in a socially responsible way if they are institutionally engaged in a dialogue with social partners and stakeholders (trade unions, investors, the local community), (e.g., Aguilera and Jackson, 2003; Roe, 2003).

In this context it is worth mentioning the work of Chih and colleagues (2010) which seek to empirically test the Campbell postulates, studying a sample of 520 financial institutions in 34 countries in the period between 2003 and 2005. The authors conclude that there is not any significant relationship between the attention given to CSR and the performance of the financial intermediary. In detail, they encounter a series of other important results, such as: the bigger the company the more socially responsible the actions of the intermediaries, the more intense the competitiveness of the market, the greater the legal protection of investors and finally, the more collaborative and non-confrontational the relations between employers and employees. From the methodological point of view, researchers use the ROA index as independent variables for the studied regression as a proxy for performance, the H statistics index defined by Chih and Cheng (2008), as a proxy of the degree of market competitiveness; the study of the independent variables related to legal enforcement and the degree of cooperation between employers and workers will be dealt with in the last section of this paper.

The dependent variable taken as a proxy of the CSR instead is a dummy variable which takes the value 1 if the intermediary is included in the Dow Jones Sustainability World Index (DJSI World) and 0 otherwise. The curvilinear relation between the degree of competition and the degree of socially responsible behavior proposed by Campbell appears to be confirmed by empirical findings.

Simpson and Kohers (2002) analyzing a sample of 385 US commercial banks in the period between 1993 and 1994 came to the opposite conclusion that is there is a positive and significant relationship between the degree of adherence to CSR and the financial and economic performance of banks. The authors use a measure of the dependent variable CSR derived from the Community Reinvestment Act of 1977 (CRA), which consists of a dummy variable that takes the value 0 if the CRA rating is “improvement needed” and 1 if the CRA rating is “outstanding”. The rating, which can assume four levels, is based on 12 items among which are listed the more significant: 1) ability to communicate with members of the community to ensure credit needs; 2) degree of involvement of the BoD in CSR activities; 3) efforts of marketing to make sure that the types of credit offered are widespread in the community; 4) participation in community development projects. In order to measure the dependent variables
Simpson and Kohers refer to two distinct indicators: the ROA index and the relationship between losses on loans and the total number of loans. The CRA was enacted to force banks to meet the credit needs of low-middle income customers by financing their housing needs and supporting their economic development. Taking for granted the existence and positivity of the relation between CSR and Financial Performance (henceforth FP), these authors state that the only possible direction future research can move is to explain, through a theoretical construct, the above relation and identify the direction of it, particularly whether it is CSR to determine FP or vice versa.

Even, Cornett, Erhemjamts and Tehranian (2016) by examining the relation between CSR and performance of banks, in the context of the ongoing financial crisis, found that banks with high scores in terms of CSR show also high performances: being socially responsible is therefore a rewarding behavior. These researchers, based on their empirical findings, argue that big banks, to a greater extent than smaller one, are dedicated to socially responsible initiatives. After 2009, however, there was less attention towards CSR issues by big banks.

CLASSIFICATIONS OF INTERMEDIARIES ON THE BASIS OF PERFORMANCE IN TERMS OF CSR

The scholars who have dealt with this thematic area have sought to draw up rankings of the degree of attention to CSR on the basis of the different items often using the triple-bottom-line theoretical framework by Elkington (1997), widely employed both in the literature and in the best practices. According to Elkington’s model, the performance assessment must concern not only the economic aspects, but also the environmental and social ones, thus aiming to create autonomously qualitative and multidimensional indicators (Birindelli et al., 2015; Scholtens, 2009). Usually the methodological approach is the Content Analysis Method (Abbott and Monsen, 1979; Beattie and Thomson, 2007).

CSR is regulated by international and national self-regulatory measures, without binding legal force (soft law). Among the most relevant CSR disposals, we mention the OECD Guidelines (OECD 2011), the ISO 26000 Standard (ISO 2010) and the GRI (acronym for Global Reporting Initiative) Guidelines for Sustainable Reporting.

In the last few decades, the relevance the community and institutions attach to CSR has progressively increase but some authors (Karaibrahimoglu, 2010) think there is a dilemma between the enhancement and the weakening of CSR activities during the economic downturns. The contrast concerns, on one hand, the strengthening of the CSR initiatives required by the increasing social and environmental awareness and, on the other, the tendency of the organizations to limit such investments because of the lack of financial resources.
In this area, widely covered by business literature in general, but a little less by the specific literature about banks, the contribution of Scholtens (2009) seems interesting. This author develops a framework which analyzes 32 major European banks in the 2000-2005 period and comes to a classification of their degree of adherence to CSR principles. The CSR indicators derived from the World Commission on Environment and Development (1987) are dummy variables and are divided into four areas, namely: adherence to codes of ethics and use of sustainability reporting; environmental management; financially responsible products and social conduct. This approach, according to the author, turns out to be more immediate and transparent than CSR ratings prepared by specialized institutions such as KLD and EIRIS and allows repeatability and verification of results. It also offers both a classification of individual banking institutions and a classification at country level pointing out that banks in the Netherlands, Belgium, Germany, France and the UK get the highest scores in terms of CSR, while banks in Sweden, Italy and Japan register the most disappointing results. The author also finds a positive association between performance in terms of CSR and, respectively, the size and financial standing of the bank as measured by the capital ratios. Along the lines of Scholtens (2009), studying a sample of 30 European banks, has set himself the goal of submitting a ranking indicating the degree of adherence to the values of CSR based on 48 dummy independent variables considered by the authors the most important drivers of CSR in banks. These items are obtained from literature, accounting and financial reporting and the websites of banks and are grouped into four areas of analysis (disclosure, organization and management, offer of socially responsible instruments, adherence to agreements / international standards / certifications and indices). In any case, they are the product of a subjective evaluation process, based largely on the “perceptions” of the respondents (Hillenbrand and Money, 2007). The dependent variables are represented not only by the intermediary position in the aforementioned ranking but also by the ratio between the added value created by the bank and its total assets. The results that the authors come to are that banks should pay more attention to the disclosure of their activities in the field of CSR, since the scores in this area are relatively worse than those achieved in others. The areas of organization and management and offer of socially responsible instruments, are those in which the analyzed banks get the best results, demonstrating great sensitivity in CSR issues, in line with the success of the tools developed to fight against social exclusion and poverty of the poorest social strata and least developed countries. The interpretation of the results relating to the items included in the area and international agreements looks rather ambiguous. If adherence to those standards expected of financial institutions such as UNEP FI and the UN Global Compact Principles appear widespread, it is more difficult to find adherence to those agreements pertaining to specific subject areas such as combating gender discrimination, money laundering, environment protection and human rights.
Weber and colleagues (2005) use a multi-level analysis that begins with the pre-selection of 171 banks that have joined the UNEP Convention of 2001, after identifying the 22 best organizations in terms of sustainability. The authors only interview 8 of those organizations and conduct an in-depth analysis of production processes trying to assess their ability to integrate sustainability into the business strategy. The analysis is performed for three distinct business areas: a) credit business, including microcredit, loans for environmental and social projects with interest rates lower than standard and residential mortgages aimed at the realization of sustainable housing from an energy and environmental point of view; b) wealth management including asset management and mutual funds investing in sustainable projects; c) investment banking activities promoting the creation of job opportunities for local communities in which the investment is made, the use of renewable resources and projects having a positive impact on local environment. For each area, the authors attempt to identify the leaders in the ability to integrate sustainability into core activities, grouping the banks on three levels depending on the efficiency of the implementation: leaders, mid-level banks, sufficient level banks. The specific identification of the leaders is beyond the scope of this paper, so they will not detected. The focus of this section is on the study of the method used and its theoretical and practical implications. Finally, the authors identify five models of integration of sustainability in the banking sector: integrating sustainability-related events; sustainability as a new banking strategy; sustainability as value drivers; sustainability as a public mission; and sustainability as a requirement by customers. These models can be effectively employed even in other banks to implement sustainability in their business. The authors suggest five models of integration of sustainability in the banking strategy:

- Integration of sustainability through the creation of technical funds for the purposes of environmental protection, through the introduction of an environmental tax or the use of a global conference on sustainability.

- Sustainability as a new banking strategy from a social and ethical perspective, besides the financial one. This strategy is the one adopted by those banks which only undertake sustainable businesses.

- Sustainability as a value driver in the implementation of sustainable products, eco-mortgages and similar products. The difference with respect to the concept of sustainability as a new banking strategy is that these products and services do not constitute the core business and do not represent the main portion of the bank’s revenues. The strategy consists in the use of the concept of sustainability only if it improves profits or the reputation of the bank. Sustainable products coexist with all other standard products and services. The business strategy of the bank as a whole is not pervasively affected by the concept of sustainability.
- Sustainability as a public mission in the event that banks carry out their activities on behalf and in the interest of a public entity as a state, an area (the Swiss cantons) or a local authority.

- Sustainability as a requirement by customers. The bank adjusts its policy to the wishes and needs of customers, by periodically asking them if its actions are consistent with their needs and social sustainability.

The authors conclude by listing some practical suggestions which are able to make the banking sector sustainable in the future: a) bank executives must support integration (top-down process); b) sustainability has to be integrated into operational activities in terms of products, services and processes; c) the integration of sustainability into the core business of banks; d) the integration of sustainability into the overall business strategy of a bank; e) sustainability is not a soft factor, but a measurable business result.

**IMPACT OF CSR ON CUSTOMER SATISFACTION**

This thematic area seems scarcely explored as the literature focuses on non-financial companies without investigating what happens with particular reference to the banking sector. In this thematic area most of the research has made use of the theoretical framework based on hierarchy of customer preferences for CSR initiatives by Bhattacharya and Sen (2004). In spite of the notoriety of this model it must be recognized that a comparative analysis of the efficacy of each of the dimensions has not carried out so far.

Bhattacharya and Sen (2004) CSR framework is made up of three broad parts - the company-specific inputs, the internal and the external outputs from consumers - that benefit the focal company, the consumers themselves, and the social issues. The model reflects two sets of “multiplier” factors that moderate the effects of the CSR initiatives on the internal outcomes and that moderate the effects of the internal outcomes on the external outcomes. These factors are broadly classifiable into three categories pertaining to the company, the consumers, and the competition. Because of the heterogeneity of consumer responses, the problem for managers is to understand when, how and why consumers’ respond to CSR initiatives, and the above research-guided framework is aimed to face this difficult task.

McDonald and colleagues (2008), starting with a thorough literature review on CSR, ask future research to answer the question whether, for the purpose of customer satisfaction, a customer centered policy or a CSR centered policy give better results for banks. To this end, they seek to establish a ranking of both CSR item and those with a more marked customer focused character, which allows for identification of which items are more interesting and should be further explored. In the non-banking
area important research by Luo and Bhattacharya (2006) and Maignan and Ferrell (2001) indicate a positive association between CSR and customer satisfaction, yet the same Luo and Bhattacharya showed that the relation between CSR and customer satisfaction was not always linear, and indeed in the case of companies with limited innovative capacity, it was reversed. McDonald and colleagues (2008) found that surveys conducted by the banks themselves often show that institutions which have made significant investments in socially responsible initiatives have not had a significant return in terms of customer satisfaction. This is confirmed by Pomerong and Dolnicar (2006) who, investigating the CSR initiatives of a specific bank have seen how customers prefer initiatives that benefit them directly, rather than those that benefit their wider community. If it is a fact that customer satisfaction is one of the most important determinants of firm value, banks cannot disregard them in the implementation of socially responsible initiatives.

Ultimately through the use of the multi-dimensional model of CSR Bhattacharya and Sen (2004), McDonald and colleagues (2008) confirm what was argued by the prevailing literature, namely that customer-focused initiatives make it possible to obtain better customer satisfaction than those focusing on CSR, but they also point out that the effects of CSR initiatives in consumer behavior have not yet been sufficiently explored by scientific research. The goal of future research will be to identify a hierarchy of CSR initiatives that would allow banks to focus on those initiatives that give a greater return, even under the profile of customer satisfaction, since according to Auger and colleagues (2006) there is a hierarchy of consumer preferences for ethical and social issues, and therefore not all initiatives in CSR have the same impact in terms of customer satisfaction.

EFFECTS OF VARYING CULTURAL, ETHNIC AND GENDER ON CSR

Among the thematic areas that were not elicited enough by the literature it is that of socio-cultural variables such as gender, ethnicity, professional. The main goal of this section, therefore, is a survey of literature on international, cross-cultural CSR policy in general and cross-cultural CSRO (namely individual orientation towards CSR) in specific. The main theoretical reference model, in this fields are, Carroll’s (1979, 1991) framework of CSR and Schwartz’s (1999, 2006) theory of cultural value orientations. Carroll defines CSR as the result of the combination of four components: a) economic responsibilities namely profitably producing goods and services requested by society; b) legal responsibility: operating within the laws and the social rules established by society; c) ethical responsibilities: acting by conforming to society’s expectations and social rules established, by doing what is right and fair; d) discretionary responsibilities: acting as good citizens contributing to the welfare of the society and the improvement of the quality of life. According to Schwartz cultures could be described in several dimensions and are ordered by importance in relation to one another to form a
system of values viewed as interdependent and non orthogonal dimensions (Schwartz, 1992). Schwartz (1992) distinguished seven types of cultural value orientations comprising three polar cultural value dimensions: a) embeddedness versus autonomy; b) hierarchy versus egalitarianism; c) mastery versus harmony.

Literature about this area confirms significant differences in CSR across cultures even within one single internationally operating organization; meeting such differences does not come at the expense of economic performance levels or legal limitations (Van den Heuvel et al., 2014). The most important question arising from this issue is whether CSR-oriented organizations will survive in the long term in the whirlpool of supercapitalism (Reich, 2007) and hypercompetition (D'Aveni, 1994), which strongly emphasizes shareholder satisfaction.

In this thematic area it is worth quoting the work of van den Heuvel and colleague (2014) that, examining 416 employees of a bank operating internationally, study the orientation and attitude towards CSR depending on one’s country. The context studied was geographically divided into three clusters, each corresponding to one of the business units of the bank: Western Europe, English-speaking countries and South Asia. The dependent variable CSR is defined by four distinct components according to Carroll theoretical framework. The authors administered a questionnaire to employees consisting of 44 items, divided into 11 set, each containing 4 items, one for each of the components of CSR identified above, asking them to distribute 10 points among the various items of these 11 sets.

Univariate and Multivariate Analyses of Variance and T-test on independent groups were carried out to verify the research hypotheses, namely the significance of the difference between the averages of the overall scores obtained in the various transnational clusters. In conclusion, the authors confirm their assumptions about the presence of significant differences within a single organization operating at an international level as regards CSR orientation according to their nationality, gender and professional area; such difference it is not significant only for the first component. For example, the Anglo-Saxon countries and those in South Asia give greater weight to competitiveness, economic performance and to the legal component and more limited weight to the ethical component than in Western Europe ones. Western European countries, however, attaches a greater weight to the discretionary component than the Anglo-Saxon countries. This suggests the difficulty in implementing a uniform CSR strategy for all countries. As for gender influence, men generally classify the four responsibilities in order of importance as follows: economic, legal, ethical, and discretionary, whereas women classify economic responsibilities only third after the legal and ethical ones. As for the functional variable, the authors found that employees belonging to the random cluster, compared to CSR experts, believe legal responsibilities to be far more important, while the latter attach more importance to ethical responsibilities. The authors suggest as an additional line of research the study from a transnational
perspective, but in the context of a variety of organizations instead of only one since the corporate culture tends to prevaricate and to prevail on the cultural national orientation of employees. Further research on the differences in CSR across various cultures should be undertaken, incorporating various populations in different countries, through multi-national banks with branches across different countries since research is often focused on banks located in just one nation.

THE RELATIONSHIP BETWEEN CSR AND RESPECTIVELY LEGAL ENFORCEMENT AND COOPERATION BETWEEN EMPLOYERS AND EMPLOYEES

This thematic area, while being interesting for its practical implications, definitely appears to be the least explored in the literature, therefore also worthy to be further investigated by future research. The theoretical framework for this area is the same Campbell (2007) model analyzed in section about the performance and a useful research starting point can be represented by the work of Chih and colleagues (2010), partially shown in the section devoted to financial performance and the cash flows linked to adoption of CSR measures. In this section, the aspects related to legal enforcement and the cooperative and self-regulating frameworks, will be briefly analyzed. The authors use three indicators as a proxy of legal enforcement including the Shareholders Right Index (La Porta et al., 1998) which can take values between 0 and 6, where 6 indicates the highest level of protection for shareholders and Legal Enforcement Index, which can assume values between 0 and 10 where 10 corresponds to the greatest possible degree of protection of investors prepared by the legal system; a proxy index of cooperation between employers and employees was derived from the Global Competitiveness Report which may assume values from 1 to 7, where 7 indicates the highest possible degree of cooperation; an index measuring the degree of self-regulation and may assume a value of 1 if the intermediary adopts either the Equator principles or the Wolfsburg principles and 0 if the intermediary does not adopt either of the two principles. The dependent variable, featuring also in this case the CSR, is represented by a dummy variable which takes the value 1 if the intermediary is included in the Dow Jones Sustainability World Index (DJSI World) and 0 otherwise. The authors (Chih, Chih and Chen, 2010) conclude that the financial intermediaries operating in countries with strong legal enforcement measures engage in CSR activities with greater determination while financial intermediaries in those countries with effective protection for investors are less involved in CSR activities; self-regulation in the financial sector has a positive impact on CSR; finally, financial intermediaries in countries with more cooperative relations between employers and workers and high quality management schools will be more attentive to CSR.
CONCLUSIONS

In the present article we have tried to address the issue of social responsibility of banks trying to identify, through a review of recent literature, determinants and effects. Moreover, we have tried to suggest some ideas for future research in CSR fields like those of customer satisfaction and legal enforcement which have been poorly explored so far. The conclusion is that compliance with social responsibility, can not only be seen as a commandment imposed from above, far removed from the competitive business environment, but rather as an opportunity for the diversification and competitive advantage (Birindelli et al., 2015). This interpretation is even truer in the banking sector, where competitive differentiators are often ephemeral and volatile, since they are based on the price (under loans and services) and performance (in the management of deposits). Yet it cannot be denied that the values of social responsibility are often invoked by the various subject of the system (governments, companies, NGOs) to defend their interests. In particular, governments invoke social responsibility to demand and justify an extension of its regulatory powers, companies set themselves up as bastions of social responsibility to demand more autonomy from regulatory constraints, while NGOs make use of CSR to increase their lobbying powers and to rake in more resources in the form of donations from governments and enterprises (Michael, 2003).
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ABSTRACT

The economic performance of nonprofit art organizations is affected by the labour intensity of employees and volunteers. Marketing and, above all, relationship marketing are very important to engage employees and volunteers, emphasize and strengthen their commitments, and maximize the competitive advantage in a resource-constrained sector. A relationship marketing perspective helps art organization to understand who employees and volunteers are and what drives them, and to create a seamless integration between paid and unpaid workers. This facilitates productive relations among staff and volunteers, and their connections to the organization’s goals.

The aim of the paper is to profile 300 nonprofit art organizations in the USA in terms of the relationship between their ratio of employees to volunteers and their economic performances in 2015. Following k-means cluster analysis, three main clusters are significant. The most crowded cluster (130 organizations) shows the highest program service revenue with the greatest share of employees. Marketing staff are essential in the The Marketing Expert cluster, who reveals an organization focused on internal labour intensity. The two remaining clusters show higher fundraising expenses, contributions and ratio of volunteers than The Marketing Expert. The external labour intensity of volunteers is essential for art organizations in The Fundraiser cluster with the highest gains and solvency.

The paper highlights the joint importance of employees and volunteers in the performance of art organizations, which have so far not been thoroughly investigated using cluster analysis. Relationship marketing plays a pivotal role, which can be further optimized by the managers of these organizations.

Keywords: economic performance, marketing, USA nonprofit art organizations, employee, volunteer, cluster analysis.
INTRODUCTION

Labour intensity is very important in nonprofit organizations, who fulfil missions, which do not only affect economic growth but also build social capital and welfare. Nonprofit art organizations in the USA show high levels of labour intensity (Slavich, Montanari, 2009; Turbide et al., 2009 and 2008), whose pillars are employees with their creative skills on the stage, in museum rooms and marketing offices, and volunteers who, above all, outside of ‘creative rooms’ support friendships, advocacy, marketing and fundraising goals. The *internal labour intensity* of marketing and fundraising staff is signaled through marketing and fundraising commitments and goals, which can be magnified by the *external labour intensity* of volunteers, who either may support more the fundraising side than the marketing side of art organizations or may support the match of both fundraising and marketing. Consequently, the economic performance of these nonprofit organizations is affected.

In this context, relationship marketing (Das, 2009; Morgan, Hunt, 1994; Berry, 1995) is an important strategy to attract, maintain, and enhance long-lasting relationships with paid and unpaid staff over time in nonprofit organizations. The marketing perspective allows non-profit organizations to understand who employees and volunteers are and what drives them, allowing nonprofits to identify the strategies most appropriate to managing them. In addition, relationship marketing helps to meet the needs of stakeholders and to provide them with information directly suited to their interests (Bussel, Forbes, 2002, 2006), and to spread awareness of the social values which lead to the achievement of the mission (Sargeant, 2009; Andreasen, Kotler, Parker, 2003).

Adopting a marketing approach allows nonprofit to generate stakeholders trust and commitment (Hussain, Rawjee, Penceliah 2014), and to exploit strategically the valuable resources and capabilities that are at the nonprofit organization’s disposal, among which are employees and volunteers. Furthermore, according to some scholars (Colbert 2001; Hill, O’Sullivan and O’Sullivan 1995; Radbourne, Fraser 1996) the more the organization learns about and monitors the stakeholder’s needs, preferences, attitudes and concerns, the greater will their satisfaction and commitment level grow. This is especially true for nonprofit art organizations, which are services-oriented organizations, and they are built on relationships (Grönroos, 1994,1996, 2004; Rentschler et al., 2002; Padanyi, Gainer, 2004).

The aim of the paper is to profile 300 nonprofit art organisations in the USA in terms of the relationship between their ratio of employees to volunteers and their economic performance in 2015. Following k-means cluster analysis, three main clusters are significant for volunteering in connection with fundraising (external labour intensity) and employees in connection with marketing and advertising (internal labour intensity).
ECONOMICS OF INTERNAL AND EXTERNAL LABOUR INTENSITY IN NON-PROFIT ART ORGANIZATIONS

Internal labour intensity is depends on creative professionals in non-profit art organizations, whose non progressive production function has been the focus of economic literature for decades (Slavich, Montanari, 2009). The commitment of employees concerns identification with the mission of the organization, long-term relationships and satisfaction. It includes visions and the importance of monitoring for satisfaction. Employees can affect performances and, if they mature with the organization, their advocacy and efforts can impact on both economic and social performances (Hegenbuch, D. J., Little, S. W., Lucas, D. J. 2015). Employees show a labour intensity, which is not subsidiary to the volunteers’ one, though some fungible competences can be interchanged (Handy, F., Mook, L. and Quarter, J. 2007). Deviation is possible, if boards do not invest in intensity and trustworthiness (Van Erde, W., Peper, P. 2008).

The external labour intensity is supported by several stakeholders, among them, volunteers, who are not paid by the organizations, though they show advocacy for and commitment to. Nonprofit art organizations have always relied on voluntary relations, while volunteers have invested time, emotions, advocacy, congruent identities, tangible and intangible resources (Carpenter, Myers, 2010; Einolf, Chambré, 2011; Bussell, Forbes, 2007 and 2002). If motivations can range from tangible to intangible (Meier, Stutzer 2008; Ziemek, 2006; Katz, Rosenberg, 2005), the range of variables of the utility function of volunteers include: empathy for a specific good cause, altruism for any good cause, commitment to the welfare of the whole society, self-identification and self-esteem (Chaddha, Rai, 2016). In volunteers’ opinions relations gratify them for being in a community with other people and ‘empathic souls’.

Employees and volunteers collaborate. From the starting point of their relationship, the selection and governance of volunteers they both need charismatic leaderships and, above all, that the board of nonprofit organization verifies changing viewpoints of volunteers over time (DeVoe, Pfeffer, 2007). Volunteers’ levels of satisfaction can change, as well as their impact on turnovers. Employees and audiences are essential to the functioning and revenues of non-profit art organizations. Volunteers are essential, too (Ewing, Govekar, Govekar, Rishi, 2002).

Employees and volunteers can be the same people and the latest nonprofit literature is paying attention to the allocation of time, rewards and reputation, when staff-giving (as volunteers in another organization) change relations and governance inside of firms (Rodell, Lynch, 2016; Grant, 2012). This may not be the case with art organizations: employees are fully devoted to their art organization and they can work as volunteers within it (for fundraising events and big donors’ events). No literature has been found that looks at art and nonprofit employees working as volunteers in other art and...
nonprofit organizations. Only some USA art organizations support their staff-giving (for networks of theatre seasons and productions). In contemporary nonprofit organizations, some staff-giving can be found. Nevertheless volunteering can suffer for recession and millennials, who do not seem to be particularly interested in volunteering (Ertas, 2016; Collins, Long, 2015).

**THE IMPORTANCE OF RELATIONSHIP MARKETING IN NONPROFIT ART ORGANIZATIONS**

Relationship marketing (Morgan, Hunt, 1994) is represented by all the marketing activities geared to the creation, to the maintenance and management of relational assets consisting of long-run relationships with stakeholders. Furthermore, according to Buttle (1996), relationship marketing is about healthy relationships characterized by concern, trust, commitment and service. It is about a mutual exchange and fulfilment of promises (Grönroos, 1994). *Adopting a marketing perspective* — without forgetting the ethical dimension and the values which distinguish the economic role played by nonprofit — pushes art organizations toward innovative strategies for the realization of their mission (Lovelock, Weinberg, 1984; Andreasen, Kotler, Parker, 2003; Kolb, 2013) and in a more strategic direction (Conway, 1997).

It must be remembered that relationship marketing is not just about relationships with customers. In fact, a relationship marketing approach is crucial in dealing with different groups of stakeholders (Peck, 1996) and with different relationships between these groups (Christopher, Payne, Ballantyne, 1991; Morgan and Hunt, 1994; Doyle, 1995; Gummesson, 1996).

A relationship marketing approach is important especially in art organizations which are, as nonprofit service-oriented institutions, multi-stakeholders and multipurpose. Consequently, nonprofit organizations have many relationships that are vitally important. At the same time, they have a multitude of constituencies and must work out the relationship with each of them (Drucker, 1991; Peck 1996; Bussel, Forbes, 2006, 2007).

In the arts, in addition to the audience and visitors who are essential to the arts organization’s survival (Bussel, Forbes, 2007), there are other stakeholder groups (Andreasen, Kotler, Parker, 2003; Bruce, 1995), amongst them volunteers and employees.

Art nonprofit organizations recruit employees and volunteers and invest time, money and commitment in them (Bussel, Forbes, 2006). To succeed, art organizations must focus on building effective relationships with employees and volunteers, in order to enhance their engagement and ultimately to improve their performance (Kumar, Pansari, 2016; Bussel, Forbes, 2006). To create a seamless integration between paid and unpaid workers, volunteers must be trained, supervised and evaluated as if they were employees.
In order to exploit the relationship marketing potentialities, arts nonprofit organizations must make visible their unique value proposition (Delaney, 2014; Sargeant, 2009; Wymer, Knowles, Gomes, 2006), that is the value that the nonprofit provides to its stakeholders, from the audience to volunteers, from employees to donors and to the community. Often, the unique value proposition is not fully and clearly expressed; nevertheless, its relevance is crucial both for stakeholders, as it allows them to appreciate the distinctive specificities of the organization, and for the organization itself, so that it can explain the value generated by its activities and benefits to those parties willing to offer their resources.

If the unique value proposition is consistent with the mission and it is properly communicated, it can meet stakeholders’ needs and allow the art organization to recruit people as volunteers (Wymer, Knowles, Gomes 2006).

When dealing with actual and potential volunteers, employees, audience and other stakeholders, the value proposition is very important. If the value art organizations are offering is close to the value stakeholders are receiving, there should be the basis for a long-lasting relationship. The challenge is to invest in that relationship to ensure, on an ongoing basis, that all involved parties get what they want and need. In fact, people volunteer for specific benefits and will only continue with this activity if they are satisfied (Bussel, Forbes, 2002). Therefore, it is important, when dealing with volunteers, to understand the motivational mix that drives people to invest their time in volunteering (Voss, Voss, 1997), also considering that motivations change over the volunteer life cycle (Bussel, Forbes, 2003). In art organizations volunteers’ motivations are often very similar to those of visitors and audience members.

Volunteers can help as artists directly performing the mission of the organization or as fundraisers, soliciting grants and contributions of money and goods and services from potential donors. They can also be in charge of some of the general activities relating to the accomplishment of the art organizations’ mission.

On the one hand, for instance, art organizations can offer to participate in the effort to improve lives through art programs, on the other hand, volunteers can provide ushering, ticket taking and other services, administrative support in the office; the organization and execution of fundraising events and the promotion of nonprofit activities to their friends.

Volunteers might be regarded and managed as a source of labor, as a special type of visitor or audience member, and as part of the organization’s public engagement strategy.

Employees and volunteers, working together, can provide funding, audiences, sponsorship, and support as well as act as unpaid advocates for art organizations (Bussel, Forbes, 2003; Raymond, 1992).
THE STUDY

The main objective of the study is to investigate the impact of employees’ and volunteers’ activities on the performances of art organizations in the USA. Specific research objectives are represented by the following research questions:

RQ.1 Are art organizations in the USA affected by labour intensity?
RQ.2 If yes, how does it impact on these art organizations’ performances?

To answer the research questions, a sample of 300 art museums, symphony orchestras and opera houses in the USA which had the highest total income in 2015 is analyzed. The sample was selected from Guidestar.com databases and clustered, thanks to a k-means cluster analysis, to identify profiles with different labour intensity.

METHOD

990 forms from the fiscal year 2015 are here analyzed with the Internal Revenue Service (IRS), categories ‘A69-Symphony Orchestra’, ‘A6A-Opera’ and ‘A51-Art museums’: 100 organizations for each category, from the highest to the lowest total income. These reports can be downloaded from the Guidestar website www.guidestar.org and the main websites of the organizations themselves. The Guidestar website contains 990 forms from nonprofits, such as detailed statements of revenues and expenses and financial statements. The sample adds up to 257 organizations, whose 990 forms were downloadable at www.guidestar.org or at their own websites at the end of 2016.

As reported in the 990 form glossary revenues of a nonprofit organization in the USA may include:

Direct public support: contributions, gifts, grants and bequests received directly from the public. It refers to amounts received from individuals, trusts, corporations, estates, foundations, public charities, or raised by an outside professional fundraiser; Government contributions or grants: payments from the Government to a nonprofit organization to further the organization’s public programs. Direct public support, Government contributions and grants are summed so that the whole extent of Contributions can be estimated. The other revenue categories are: Program service revenues: fees and other monies received by an organization for services rendered.

If contributions and program service revenues constitute more than 80% of the sample, ancillary revenues derive from Investment income and Other revenues. Revenue diversification will be here analyzed as concerns main categories: Contributions with the target of willingness-to-donate and Program Service Revenue with the target of willingness-to-pay.

Expense categories include: Program Service Expense related to marketing and production of the core business; Fundraising expense and Management and general expense, a miscellaneous cost that is not
related to the previous accounting lines. According to IRS standards, if the fundraising expense must be separately reported, the marketing or advertising expense can be included in the Program service expense. The advertising and marketing expense will here be separately counted so that it can be compared with the fundraising expense. The personnel expense will also be calculated here, in order to appreciate the magnitude of the internal labour intensity of employees.

Next to the analysis of revenue and expense categories, the (Net) Gain or Loss of the year as the difference – positive or negative – between revenues and costs, Net Assets and Total assets are here analyzed.

Economica performance is here connected with the ratio of employees and volunteers in these organizations. These data can be found in the first page of 990Forms.

First of all, these data are entered into Excel and indexed to total revenues – for revenue categories – and total expenses – for expense categories -. Gain or loss is also included in the analysis, indexed to total revenues. The ratio of Net Assets/Total Assets is also calculated, in order to appreciate the solvency of the sample. Employees and volunteers are calculated as ratios of the total employees+volunteers.

Secondly, these ratios are clustered, in order to obtain meaningful groups with relevant and separating features.

Cluster analysis is the process of dividing a set of observations into a number of groups. In particular, K-means clustering is an iterative follow-the-leader strategy. First, the number of clusters, k, must be specified. Then a search algorithm finds k points in the data, called seeds, that are not close to each other. Each seed is then treated as a cluster center. The routine goes through the points (rows) and assigns each point to the cluster it is closest to. For each cluster, a new cluster center is formed as the means (centroid) of the points currently in the cluster. This process continues with an alternation between assigning points to clusters and recalculating cluster centers until the clusters become stable. Cluster means show the average performances of significant groups.

**KEY FINDINGS**

Having clustered the above-mentioned ratios with *JUMP Statistics*, three clusters are significant in Table 1. Five outliers will not be considered. Clusters are the sum of 252 organizations.
Table 1. Cluster K-means, 2015’s average economic performances of nonprofit art organizations in the USA (ratios) and shares of employees and volunteers.

All clusters show contributions to be the prevailing source of revenue. Nevertheless, one cluster shows the highest program service revenue (30 percent) together with the highest program service expense (76 percent). This most crowded cluster, The Marketing Expert shows the highest internal labour intensity, with the highest employees’ share, the highest personnel expense, program service expense, advertising expense and the highest program service revenue. With 130 organizations, this cluster is giving evidence of an internal labour intensity. The volunteers’ share is 30 percent, the lowest one of the sample. The fundraising expense is as much as in the Fundraiser with the highest gain and net assets (7 percent).

The Fundraiser with the highest gain and net assets is the least crowded cluster, with 35 organizations.

The highest contributions are together with the second highest employees’ and volunteers’ shares of the sample.

The Fundraiser with 87 organizations shows the highest share of volunteers (82 percent) and the second highest gain and net assets. Here, the fundraising expense is the highest of the sample (10 percent).
High shares of volunteers (in clusters labelled as Fundraiser) positively affect gains and solvency in comparison with the most crowded cluster, the Marketing Expert, where volunteers’ share is only 30 percent.

**DISCUSSION**

The purpose of this article is to understand the impact of employees’ and volunteers’ activities on the performances of U.S. art organizations.

From the literature, it is apparent that nonprofit art organizations rely on paid and unpaid staff and that relationship marketing is acknowledged as a helpful paradigm for enhancing the connection among art nonprofits and their staff, ensuring that they are connected to the organization’s strategic goals.

Volunteers are valuable resources for nonprofit arts organizations and they are actively working, together with employees, to increase and expand engagement with the public, with traditional and nontraditional audiences, with social issues, community needs, as well as other issues related to nonprofit management. Arts nonprofits can see their volunteers not just as a tool that helps them achieve their mission but as part of the mission itself.

To understand if and how art organizations are affected by labour intensity a k-means cluster analysis was conducted, and a profiling of art organizations in the USA detected three different clusters in 2015. The Marketing Expert includes 26 museums and 104 symphony orchestras and opera houses. In relation to the literature, the internal labour intensity is here influencing economic sales, so that marketing officers and fundraisers exploit the best of their relationships with multiple stakeholders.

Among the museums we can find the International Center of Photography in New York, Los Angeles County Museum, Museum of Fine Arts in Boston, National Academy of Design in New York, Phillips Collection, PS1 in New York and other high-lighted museums, whose employees are fully maturating their fundraising skills. Nevertheless, price and product marketing is constantly improving with flexible pricing, edutainment, local quarters and community empowerment. The American Symphony Orchestra, California Symphony Orchestra, Chicago Symphony Orchestra and Sinfonietta, Cincinnati Symphony and Opera, Dallas Symphony Orchestra, Houston Symphony Society, Kansas City Symphony, Seattle Opera, The Atlanta Opera and the Carnegie Hall can be here praised for their fundraising strategies: memberships, funds, endowments, planned giving and calls for bequests. At the same time, they offer rush tickets (for last minute purchases with discounted price), gift certificates and cards and new-to-opera nights for newcomers with exciting pre-performances, lectures, exclusive behind the scene activities, etc. They provide flexible series like a create-your-own-season-package and a neighborhood series with connections to local restaurants and businesses.
The Fundraiser cluster (87 organizations) with the highest share of volunteers and the highest fundraising expense includes 39 museums. Among them, the Dallas Museum of Arts, Detroit Institute of Arts, Columbus Museum of Art, Portland Art Museum and San Diego Museum of Art target the multiple engagement of local and national friends, foundations (corporate, independent and community), sponsors, trusts, planned givers and any other philanthropy. The same and skillful fundraising is present in symphony orchestras and opera houses of this cluster. In relation to the literature, the external labour intensity is playing the pivotal role: a long-lasting relation with volunteers positively affects the motivational mix, engagement, benefits and economic performances. Between these clusters, the Fundraiser with best performances includes 33 museums (out of 35 organizations). MOMA of New York, Whitney Museum, Cleveland Museum of Art, Philadelphia Museums of Art, Denver Art Museum and other ‘giants’ are here included with their mature reputation, the best-trained volunteers and employees, whose skills are constantly monitored, as these organizations are focused on new targets, in order to exploit willingness-to-donate and willingness-to-pay. In relation to the literature, long-lasting and mature relationships induce the best performances. All clusters profit by gains and net assets. Nevertheless, where volunteers are present at the highest ratios, commitments and advocacy result in the best performances. Art organizations in the USA should not underestimate the importance of their internal and, above all, external labour intensity.

MANAGERIAL IMPLICATIONS

Managers of art organizations should consider options to spend for internal and external labour intensity, stimulate and develop relations with different focus on employees and volunteers as valuable media to get in touch communities, sponsors’ local governments’ and other stakeholders’ engagement. Managers must be aware that, in order to be competitive, relations needs to be nurtured, monitored, changed and evolved according to the needs of the organization and multiples stakeholders. As aforementioned, marketing and fundraising have diverse positive effects, if they are carried out with an engagement approach. Engagement and empowerment of who is working ‘for love and money’, they result in the best economic and social (relational) performances. Managers should become aware that the advocacy of volunteers can determine the best economic performance. Nevertheless, marketing, fundraising, volunteers’ training, monitoring all require significant endeavors, in term of funding, timing, community involvement and stakeholders’ engagement. Public-private partnerships are essential for the implementation of the process and in order to ensure its success.
CONCLUSION

Employees’ and volunteers’ advocacy, skills and efforts positively impact and affect performances of art organizations in the USA. The cluster analysis confirms both the high level of staff engagement, for different weights of internal and external labour intensity, and economic results, above all, when fundraising is the leading strategy. Increasing fundraising mean increasing contributions, gains and net assets, thanks to the leading role of volunteers, who are calling for communities, friends, sponsors and multiple stakeholders to get involved.

Employees are essential, too. They express their skills both in marketing and fundraising, they train volunteers and they perfectly match with volunteers’ commitments. Trade-offs between fundraising and marketing are avoided: resources are optimized for both strategies, so that gains and net assets are maximized.

One limitation concerns the short-term nature of analysis, for only one-year of accounting data, 2015. The very next research will engage in a longer-term analysis and a bigger sample than this one, in order to explore the impacts of labour intensity and relationship marketing on the whole nonprofit cultural industry in the USA, from performing to visual arts.

REFERENCES

Bruce, I. (1995), "Do not-for-profits value their customers and their needs?" International Marketing Review, Vol. 12 No. 4, pp 77-84.


Delaney, B. (2014), Nonprofit Marketing Handbook: The hands-on guide to marketing and communications in nonprofit organizations, CyberEdge Information Services, Oakland.


Sargeant, A. (2009), Marketing management for nonprofit organizations, Oxford University, Oxford.


CAN A HIGH WOMEN QUOTA IN SUPERVISORY BOARDS INFLUENCE ENTERPRISE SUCCESS?
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ABSTRACT

Many large companies in Europe include mainly men in supervisory boards and the women quota is often lower than 20%. In Germany an optional women quota of 30% in supervisory boards was proposed for capital market oriented companies in 2016. Some assume that without a gender quota the earnings of enterprises would shrink as male and female members in supervisory teams do not work in such a harmonized and structured way. Others think that a women quota in supervisory boards should be requested by law and should not remain optional. In this context, conducting research and analysing the impact of the women’s presence in supervisory boards on the success of companies appear as a necessary topic. The present article looks at the companies of EURO STOXX 50 in the year 2015 and their success and tries to establish whether this success can be related to the percentage of female members in supervisory positions. It replicates in this way the study of Binder, Alonso-Almeida and Bremser (2016) which analysed the relationship between female’s representation in the management board (executive board) and firm performance (measured by earnings before taxes - EBT) of the EURO STOXX 50 companies in 2014. It is in the same time an extension of the original study as the supervisory board is brought under scrutiny.
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INTRODUCTION

This article contributes to the literature in the field of Key Performance Indicators (KPIs) as success factors e.g. the Earnings before Taxes (EBT). It offers an insight into the relationship between the economic success of 50 European companies and the gender balance on supervisory boards. For this purpose the article builds upon existing literature in the field of KPIs, diversity management, supervisory boards, and women quota, etc. Thus, the paper can help investors or business owners to gain a thorough understanding of the current business environment. The paper is structured as follows: the next section presents the literature review and introduces the hypothesis. Section three contains the
research methodology. In section four the findings are discussed. Finally, section five develops insights for investors and owners and shows the limitations of the study and offers suggestions for future lines of research.

LITERATURE REVIEW

A controversial issue during the past decades was women’s presence in supervisory boards. Women are still the exception in German supervisory boards but their representation increased gradually (Holst and Kirsch, 2014). It can be seen that more women are integrated in supervisory boards in Northern Europe (e.g. Norway, Iceland, Latvia, Finland and Sweden to mention the top 5 countries with the highest women quota). It depends on the examined countries if a study can find a significant link between firm performance and the women quota in supervisory boards. On the one hand, it was shown e.g. for Denmark that a higher women quota in supervisory boards can determine a better company performance (Lückerath-Rover, 2011) but on the other hand, this finding could not be verified for the same country by other studies (Rose, 2007).

Beaufort and Summers (2013) identified at European level a 1.5% change of women representation in mainly male supervisory boards between 2009 and 2013. If women were already member in a supervisory board, the women quota was likely to increase further. When one woman was a board member, the women quota stood at 3.2%; by already 3 women in the supervisory board, the women quota increased to 3.7%. According to the above study the average women quota in supervisory boards in Europe in 2013 was 7.9%. France stood out as a positive example with a women quota of 28.1% in 2013.

Another result was registered by a Catalyst study which examines the relationship between women on corporate boards and their companies’ financial performance in the United States (Catalyst, 2007). The study “Women matter. Gender diversity, a corporate performance driver” shows that companies with a higher proportion of women in top management perform better (McKinsey, 2007). Other authors signal rather the lack of evidence that female representation in supervisory boards improves profitability (Ferreira, 2014). It is suggested that rather benefits for the society should be measured when women occupy supervisory board positions. In a study with 108 German large corporations which took place between 2009 and 2013, there was not enough evidence to indicate a significant relationship between gender diversity and firms’ financial performance (Dick, 2015).

There are however, institutional factors driving gender quotas in supervisory boards such as e.g. welfare provision for state-owned enterprises, political coalitions and a legacy of initiatives (Terjesen et al., 2015). It is more likely to establish a high gender quota in supervisory board with left-leaning governments. In a survey of 201 Norwegian firms the positive effect of the women quota in supervisory
boards is seen in increased board development activities and in a decreased level of conflict (Nielsen, 2010). Another exhaustive study, in which 2,360 companies from the Morgan Stanley Capital International All Country World Index (MSCI ACWI) were observed over a period of 6 years by the Credit Suisse Research Institute (2012) shows as a result a better mix of leadership skills, a wider pool of talent and a better risk aversion, the higher the women quota in supervisory boards in the companies is (Kersley and O’Sullivan, 2012).

What needs to be acknowledged is the fact that gender balance became a priority and diversifying corporate supervisory boards often represent a target to be achieved. Small improvements can be seen with a law instituted quota for women in supervisory boards (Corkery and Taylor, 2012). In Norway, Italy, France, Spain and starting with 2016 also in Germany optional gender quota exist (Sullivan, 2015). Norway was the first country to legislate board quotas in 2004 and many countries followed with law determined or optional women quotas in supervisory boards, however, less than 10 % of the board members consist of women (Dizik, 2015).

Moreover, men in supervisory boards have often better networks and for this reason the male supervisory board managers often recruit male followers which minimizes the women quota in supervisory boards on the long run (Terjesen et al., 2015). Rosa et al., (1996) analysed the impact of gender on small business performance in the United Kingdom (UK) and concluded that there are “some considerable differences by sex in quantitative economic and financial performance measures” (p. 476).

Another study with reversed causality shows that in over 3,876 public companies the presence of independent female directors is necessary in supervisory boards to contribute best to the firms’ performance (Terjesen et al., 2015). This means that, when no women are included as supervisory board members, the companies’ results are lower (measured by Tobin’s Q and shown by the Return on assets ROA). Finally, another study with reversed causality about 151 of the capital market listed German firms shows that only after a critical mass of about 30% (e.g. 3 women in absolute positions) is attained, then a higher firm performance can be reached (Joecks et al., 2012).

The present research focuses on the companies of the EURO STOXX 50 index, and aims at exploring whether there is a link between the EBT of these successful European companies and the number of women in supervisory boards. It has to be noted that the relationship between the EBT and the women quota in management boards was analysed thoroughly by Binder et al., (2016), however, the focus of this article lies on the supervisory board and especially on the link between firms’ performance measured by EBT and the proportion of women on the supervisory boards. The following hypothesis is formulated and will be tackled in the following sections:
H1: Enterprises which have a higher gender quota in supervisory boards are more successful and achieve a higher EBT.

METHODOLOGY
The EURO STOXX 50 Index was selected to represent the performance of the 50 largest companies among 19 supersectors in the year 2015. There are enterprises of seven Eurozone countries which are integrated in this index. This index has a fixed number of components and is part of the STOXX blue-chip index family. Moreover, EURO STOXX 50 index is one of the most liquid indices for the Eurozone and serves for benchmarking purposes. The index is a financial control index which ensures stable and up-to-date figures. It represents the performance of only the largest and most liquid companies in a sector (STOXX Limited, 2016).

The research was conducted for the first time at the beginning of the year 2016 and it was carried on in the year 2017. The original study published in 2016 tackled the relationship between EBT and the women quota of executive boards, relying on data extracted from the 2014 annual reports of the fifty EURO STOXX companies and financial websites (compare figure 1).
The current study looks at the number of women in supervisory boards as presented in the 2015 annual reports of the fifty EURO STOXX companies, and data regarding the EBT of each of the fifty companies was collected similarly to the research from 2016, via financial websites.

The composition of EURO STOXX index in 2015 changed slightly in comparison to the year before. Two new companies were included in the EURO STOXX index: Fresenius (Germany) and Safran (France) replaced Repsol (Spain) and REWE (Germany), a change which became effective on September
2015 (STOXX Limited, 2015). The composition change of the index takes place once a year, in September, when only the biggest companies are maintained on the basis of their market capitalization and their price index. Out of the 50 EURO STOXX companies four have e.g. the highest index weights: Total (France) with 4.78%, Sanofi-Aventis (France) with 4.39 %, Bayer (Germany) with 4.29 %, and Anheuser-Busch InBev (Belgium) with 4.11 %.

In order to examine how successful these companies are, the EBT was chosen as being a relevant KPI, taking thus into consideration the fact that companies may face different tax rates in different states. In other words, the lack of a harmonized taxation system across the Eurozone will not affect the results of this study, the EBT making possible a comparison of the 50 EURO STOXX companies at European level.

![Figure 2: Number of EURO STOXX companies per country (Source: own representation based on the information from: https://www.stoxx.com/index-details?symbol=SX5E, retrieval date: 03/03/2017)](image)

**FINDINGS**

Figure 2 shows the number of companies that each country has in EURO STOXX 50 index. Most EURO STOXX companies are located in France (20) followed by Germany (14), Spain (5) and Italy (5). The Netherlands has four companies in the EURO STOXX index, while Belgium and Finland have only one big company.

In order to test the raised hypothesis (H1: Enterprises which have a higher gender quota in supervisory boards are more successful and achieve higher EBT), two steps are necessary. In a first step, the EBT
and the EBT / employee of the selected companies should be examined. In a second step, the gender quota per sector and in total should be analyzed for supervisory boards and the findings should be brought together.

Figure 3 shows a top 10 ranking of the EURO STOXX companies according to their achieved EBT in 2015.

![Top 10 EURO STOXX Companies by EBT in 2015](image)

**Figure 3: Top 10 EURO STOXX companies by EBT with figures of 2015 in million EUR (Source: own representation – the EBTs of all the 50 companies were taken from http://www.finanzen.net/ - retrieval date: 03/03/2017)**

On the first place in 2015 was Daimler (Germany) with an EBT of €12.3 million, also the highest value of all companies analysed in this study. Daimler has overtaken Volkswagen (Germany), which was on the first place in 2014 with €10.8 million, but it suffered a serious draw back in 2015 due to the emissions scandal. Daimler is followed in the 2015 EBT-ranking by Anheuser-Busch InBev (Belgium) with €11.5 million and BNP Paribas (France) with €9.8 million.

While in the 2014 EBT-ranking one could find Deutsche Bank (Germany), E-On (Germany), Enel (Italy) or Eni (Italy), in 2015 these four companies are no longer among the biggest companies by EBT. Deutsche Bank e.g. suffered in 2015 claims for compensation and the energy sector went through a critical situation which caused in all cases lower EBTs for these companies.

If by now the focus was on offering a broad insight on the EURO STOXX companies and the KPI EBT, in the following section the emphasis will be on completing this insight by introducing also the information on gender quotas in supervisory boards as found in the annual reports of the EURO
STOXX companies. In this respect, figure 4 shows the percentage of women in supervisory boards in each of the 7 countries.

![Women on the Supervisory Board of the EURO STOXX Companies in 2015](image)

*Figure 4: Number of women on the supervisory board of EURO STOXX companies in 2015 in different countries*  
(Source: own representation – the information with regard to the number of women on the supervisory board was extracted from the 2015 annual reports of the respective companies)

In six out of the seven countries the women quota in supervisory boards in 2015 is higher than 25% in average. In contrast only in two countries the women quota in management boards in the year 2014 was higher than 25%: This shows that there are more women in supervisory boards than in management boards. The highest women quota in supervisory boards has Netherland with 36.6% followed by France with 36.4%. Additionally, it can be seen that the expected women quota of 30 – 40% is not yet achieved by EURO STOXX companies.

Due to the fact that the countries Germany and France have the highest number of companies in EURO STOXX 50 index and the highest EBT per company and per employee these two countries are examined more closely.
Figure 5: Women’s quota on the supervisory board of EURO STOXX companies in 2015 by sectors – a top five
(Source: The information with regard to the number of women on the supervisory board was extracted from the
annual reports of the respective companies end of 2015)

The analysis can be deepened by looking at the women quota in different sectors. Figure 5 displays a top
5 ranking of the sectors according to women’ presence in supervisory board. The highest women quota
in supervisory boards can be seen in the media sector (42.9%). However, this can be misleading as there
is only one company – Vivendi (France) – active in this sector. Vinci (France) and Saint Gobain (France)
follows with a women quota in supervisory boards of 40.0%, but again these are the only two
companies active in the sector ‘Construction & Materials’. The sectors ‘Personal & Household Goods’,
‘Insurance’, and ‘Utilities’ follow with more companies that are located in these sectors to strengthen
the results. In all of these sectors the women quota in supervisory boards is therefore over 35%. If this
value is considered, then this answers the expectations which are entrenched in the law of several
countries or in the corporate codes of different companies as recommendation.

Finally, the next figure presents the first three sectors which have the highest women quota in
supervisory boards per country.
It can be shown that the women quota is high especially in traditional branches such as ‘Personal and Household Goods’ e.g. in the Netherlands. A relative high women quota can be seen e.g. in France in the branches ‘Utilities’, ‘Banks’, and ‘Media’. Lower women quota in supervisory boards can be found in new technology branches such as ‘Telecommunication’ or ‘Industrial Goods and Services’ e.g. in Germany. This result is significant over all countries.

If France and Germany, the countries with the highest number of companies in the EURO STOXX index are compared, further differences can be identified. In France, the sectors with the highest women representation in the supervisory boards are ‘Utilities’, ‘Banks’ and ‘Media’ with a women quota in supervisory boards of 58%, 50% and 43% respectively.

When these sectors with a high women quota in supervisory boards are compared to the companies with the highest EBT per employee, hypothesis 1 can be verified: in the top 10 companies by EBT per employee all enterprises of the 3 sectors with the highest women quota are present (see figure 7).
If one looks e.g. at the sector ‘Banks’ enterprises such as BNP Paribas and GRP Société Générale are included in top 10, and in the ‘Media’ sector the company Vivendi is enclosed in the top 10 best enterprises by EBT per employee. The sector ‘Utilities’ shows a special situation as the enterprise Engie had a negative EBT in 2015 due to high depreciations and cost saving projects. For this reason Engie was not included in the hypothesis’ verification.

In Germany, the highest women quota in supervisory boards is reached in companies from different sectors compared to France: ‘Telecommunications’ (40%), ‘Insurance’ (35%) and ‘Industrial Goods and Services” (33%). The women quota in Germany is in general much lower. Germany has the most successful companies in terms of EBT and EBT per employee but it has a women quota of only 26%.

The sector ‘Automobiles and Parts’ in which Germany makes high profits is not even mentioned under the three most important sectors when the women quota in supervisory boards of the EURO STOXX companies is measured. In spite of this, hypothesis 1 (H1: Enterprises which have a higher gender quota in supervisory teams are more successful and achieve a higher EBT.) can be verified.

In the top 10 best companies by EBT per employee in Germany, one can find e.g. in the sector ‘Telecommunications’ the company Deutsche Telekom. In the ‘Insurance’ sector Münchener Rück, and Allianz are included as best companies by EBT per employee. Siemens can be seen in the sector ‘Industrial Goods and Services’ as the best company by EBT per employee. Moreover, in top 10 companies by EBT per employee all enterprises of the 3 sectors with the highest women quota are included (see figure 8).
To conclude, France has a higher concentration of women in supervisory positions (36%) as well as a higher number of companies in the EURO STOXX index. However, these companies are less successful than the German companies in terms of EBT per employee. The German companies have a better EBT per employee although the women quota is lower when compared with that of French companies (26%). However, the 26% women quota seems to lead to better results by EBT per employee in the top 10 companies compared to other German enterprises.

When the correlation between the EBT and the percentage of women on supervisory board is shown in the case of the French companies, all enterprises except of Engie (which registered a negative EBT) show a positive correlation. A similar result can be seen also in the case of German companies after running a correlation for the EBT and the percentage of women on the supervisory board, all companies show a positive correlation. Finally an increasing women quota in the German companies seems to cause an increasing EBT.

**DISCUSSION OF RESULTS AND CONCLUSION**

As the statistical analysis of the previous section has shown, hypothesis 1 (H1: Enterprises which have a higher gender quota in supervisory teams are more successful and achieve a higher EBT) can be
supported. Nevertheless, these findings should be treated cautiously. They do not imply that women in supervisory positions are more effective than men. With the exception of three companies, the supervisory boards of the other EURO STOXX 50 companies contain mainly male persons. The success of a company is also a result of the entire supervisory board, male and female alike. Moreover, a successful result in the form of EBT or EBT per employee for an enterprise is generated mainly by the management board and not by the supervisory board only.

Furthermore, another type of information should be included in future research, such as women qualification, experience, educational background, etc. All these aspects could provide a more realistic image regarding the role of women in supervisory boards and company performance. Moreover, as presented in the literature review, female participation in supervisory boards shows mixed results with regard to company performance. Therefore, a more holistic approach is needed, researching not only the number of women on board but also considering women participation in total workforce, industry’ sectors, management, subsidiaries, etc.

In the same time EBT as a performance indicator provides only a rough approximation of company success, a combination of indicators could provide better results. Even the consequent measurement of the KPI EBT per employee in all cases as relative figure brings additional insights. A long term research could bring more results and appropriate solutions to improve the situation of women the boards of companies.
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ABSTRACT

The conference session is centered on diverse uses of narration (story) for insight and understanding. Each panelist (see short biographical information) recognizes the research-based power of narration for attention to complexities O'Toole and Bennis identified in their Harvard Business Review article “reflecting the complex challenges business leaders face.” The proposal anticipates short (9-12 minutes) well-focused presentations from each of five panelists, with professional visual enrichment. Previous contributions by these panelists for the EMAB conferences in Verona (2015) and in Warsaw (2016) have been highly successful and engaging opportunities. Those presentations, and this one, model an integrated collaborative multi-voice approach that includes hands-on audience participation. Take-away value for participants is enhanced by the interactive design.

For the 2017 conference, the presenters have added to their preparation and the session another voice and yet another perspective, that of a current university student who has experienced a story-based approach in her studies. Narration has strengthened both her present learning and awareness of her own preferred ways of learning to carry forward into career and life. All presenters will link their sharing to the conference theme of bridging past and future.

The goal of the session being prepared for Rome, like the earlier contributions in Verona (curated examples of excellence in teaching and learning) and in Warsaw (cross-cultural skill development) is to provide a platform for thoughtful conversation during the session time as well as throughout the days of the conference. Ongoing networking post-conference is an expectation the presentations will enable.

Keywords: teaching, consulting, learning, learning theory, narration, story, management education
THE POWER OF NARRATION (STORY) FOR LEARNING AND FOR LIFE: BRIDGING PAST AND FUTURE

“Narrative imagining—story—is the fundamental instrument of thought. Rational capacities depend on it. It is our chief means of looking into the future, of predicting, of planning, and of explaining . . . . Most of our experience, our knowledge and our thinking, is organized as stories” (Turner in Pink, 2006, p. 101)

“The human brain has always been highly tuned towards narratives, whether factual or not, to justify ongoing actions . . . . Stories motivate and connect activities to deeply felt values and needs” (Schiller, 2017, p. 2).

This proposal requests a 90-minute session for the 10th Annual EuroMed Academy of Business Conference.

The five individuals who will bring this session to the conference are actively pursuing both consulting and academic careers in three nations. Their professional work is grounded in awareness of the essential nature of learning about learning. They are aware of the critique of both managerial practice (Hamel and others) and management development and education (Mintzberg; O’Toole and Bennis, and others). Individually and at times collectively, they have sought out ideas from a range of disciplines to enrich engagement and interaction as they coach, teach, develop and inspire a variety of others, including mid-career and senior managers and governing boards in public, private, and social organizations across economies.

The conference session will be centered on diverse uses of narration (story) for insight and understanding, drawn from research into learning and communication theory. Each panelist recognizes the power of narration to bring attention to the complexities O’Toole and Bennis identified in their Harvard Business Review article “reflecting the complex challenges business leaders face.” The conference presenters use narration-based approaches to help ensure “learning approaches infused with multidisciplinary, practical, and ethical questions and analyses” (2005, p. 104). Imagination (a term O’Toole and Bennis highlight) and right brain-centered designs are foundational to the ideas these presenters will bring to the conference. Bridging theory and practice, bridge-building through connecting past, present and future, acknowledging the human need for meaning conveyed through story---all these are central to the ways of working that will be shared and discussed in this session. “Stories are the easiest forms to help others understand complexity” (Crossland, 2008, p. 83).

The presenters have a richness of background and experience. They live and work in three different countries (Czech Republic, Italy, United States); together they have taught at six different universities;
studied in multiple disciplines; consulted in organizations diverse in focus, sector and size; researched in the fields of organizational development, leadership, management, education, public services, gender issues, sociology, health care, human resources, cross-cultural competence . . .

They themselves are of four different generations. Together they have more than 126 years of professional experiences.

For this conference, individually and collaboratively, they have identified and will each share one example of best-practice use of narrative to address an individual or organizational goal.

“The story—from Rumplestiltskin to War and Peace—is one of the basic tools invented by the human mind for the purpose of understanding. There have been great societies that did not use the wheel, but there have been no societies that did not tell stories” (Le Guin in Pink, 2006, p. 105).

This proposal anticipates short (9-12 minutes) well-focused presentations from each of these individuals, with professional visual enrichment. Previous contributions by these panelists for the EMAB conferences in Verona (2015) and in Warsaw (2016) have been highly successful and engaging opportunities. Those presentations modeled an integrated and collaborative multi-voice approach that expands a conference panel session to include engaged hands-on audience participation. Take-away value for participants is enhanced by this interactive session design.

For the 2017 conference, the presenters have added to their preparation and the session another voice and yet another perspective, that of a current university student who has experienced a story-based approach to her studies. That approach has strengthened both her present learning and her awareness of her own preferred ways of learning which she will carry forward into career and life. All five presenters will link their session sharing to the conference theme of bridging past and future.

The goal of the session being prepared for Rome, like the earlier contributions in Verona (curated examples of excellence in teaching and learning) and in Warsaw (cross-cultural skill development) is to provide a platform for thoughtful conversation during the session time as well as throughout the days of the conference. Ongoing networking post-conference is an expectation, an expectation the presentations will enable.

Each presenter will provide one consulting or teaching approach--a focused story-based presentation on the use of narrative. Why use narration? Why use story?

The session will share and illustrate these diverse responses to the questions:
Story connects and makes communication possible.
Story can be a vehicle for empowering women.

Story is an appropriate foundation for scholarly research through sociological narration.

Story is an effective learning entry point.

Story is a skillful means to structure curriculum design and delivery.

INFORMATION ON PRESENTERS

Presenter #1 – An executive coach with almost thirty years’ experience in university teaching in management and human resources. She has researched and published in the field of management, including attention to generational differences, cross-cultural approaches, and gender studies. A somatic coach, she has created a diversity-focused consulting and training firm.

Presenter #2 – A sociologist now teaching and researching, her approach lies in linking academic knowledge with research and consulting activities in organizations. Particular interests include the ageing of population and its consequences, sociology of organizations, organizational development, working conditions and quality of life of employees, and psychosocial determinants of health.

Presenter #3 – Her twenty years’ management experience in business, government and nonprofit organizations was followed by an award-winning teaching career characterized by attention to design thinking for strengthening graduate management education. She is passionate about the application of the arts, including literature, drama and poetry, and of learning theory in both managerial and educational settings. Her career has been characterized by frequent international work in leadership, organizational change and organizational development.

Presenter #4 – At the age of twenty-one, she is in her third year of university studies for a degree in nursing. She is passionate about international relief and hopes to continue to lead medical service projects around the world after graduation. An American, she lived in Europe for five years. She has traveled extensively in fourteen European nations and also in Latin America, where she contributed to a health care service project. Travel feeds her with many stories as does her love of theatre as both a performer and a director.

Presenter #5 – She is active in both consulting and teaching to develop individual and organization-based innovative thinking through experiential activities. She has twenty-five years’ career expertise in marketing, business development and strategic planning, principally in health care and community-based organizations.
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ABSTRACT

This research tests if the application of proactive measurements during crisis times is best mediated by cost reductions or increased marketing efforts. The research was conducted in 2013 (the fifth consecutive year of falling GDP after the 2008 economic crisis) through a structured questionnaire addressed to owners / managers of Spanish hotels and restaurants in the city of Madrid. Whereas proactive measures undertaken by the hotels and restaurants had a direct and positive impact on income generated, increased marketing measures only partially mediated this result. Cost reductions on the other hand did not show a similar effect. The conclusion highlights that it is recommended for managers and operators for tourism companies to focus on proactive measurements instead of cost reductions in crisis times. Given that the research was undertaken in the capital city of Spain, results may not be applicable to touristic destinations in non-metropolitan areas.

Keywords: Spain, Crisis, Tourism, Hotel, Restaurant, Proactive Strategies, Crisis Management

INTRODUCTION

Recent economic data show that Spain finally has come out of an economic recession that lasted for five consecutive years, from 2009 – 2013 with falling GDP year after year (World Bank). For Spanish companies, 2013 presented the worst crisis year with the numbers of companies declaring bankruptcy reaching an all-time high of 8,724 failing companies, mainly from the construction and services sector (PWC, 2016). Tourism companies that were active in 2013 had until than gone through a series of severe adaption processes in order to survive. Therefore, this research gives insights from these companies that can enable hotels and restaurants from other touristic destinations to improve their own crisis management and to benefit from the lessons learned. Several important touristic destinations are currently facing critical situations, either because of terrorist attacks (i.e. Turkey) or economic problems (i.e. Greece). Additionally, academia will benefit from this research. Previous research has shown that proactive strategies are more effective in crisis situations for the tourism industry than reactive...
strategies (Alonso-Almeida and Bremser, 2013, Alonso-Almeida et al., 2015). With this analysis, the authors analyze which actions can actually mediate the effect of proactive strategies.

**LITERATURE REVIEW**

*Strategy development in crisis times*

There is a large body of research elaborating about the success of different strategies in crisis times focusing on the tourism industry. A general understanding exists, that proactive strategies are more effective than reactive ones (Huhtala et al., 2014, Okumus and Karamustafa, 2005, Okumus and Karamustafa, 2005 among others). Proactive strategies are defined as strategies centering on innovations capabilities, marketing, new product development as well as new product introduction (Brzozowski and Cucculelli, 2016, Alonso-Almeida et al., 2015, Ewah, 2013). These strategies are important in order to stay at the forefront of the market and attract customers.

In crisis times, the relation between proactive strategy and performance is debatable. Whereas some research shows, that reactive (cost reduction) and proactive (marketing oriented) strategies show equal results (Köseoglu et al., 2013), most researchers analyzing the period after 2008 point to the success of proactive strategies (Ngo and O’Cass, 2012, Hilmola et al., 2015, Ramos Conti et al., 2015, Simon-Elorz et al., 2015 among others) for different industries and countries. Therefore, we postulate the following hypothesis:

**H1:** There is a direct and positive relationship between proactive activities and revenues

Performance in this case is measured as total revenues. Compared to other performance measurements commonly employed (EBIT, ROI, Net income, …) it has the advantage that these numbers are well known by the interviewed persons and also available for small businesses that are below the thresholds for publishing detailed financial statements. Especially in the Spanish restaurant business, many smaller establishments prevail. Most Spanish businesses in the hotel and restaurant sector are either owner-managed with no employees or below a threshold of five employees (FEHR, 2013).

The question now remains, if cost cutting or increased marketing efforts can mediate the success of proactive strategies. In their cover story for Harvard Business Review Gulati et al. (2010) conclude that selective cost-cutting with a focus on operational efficiency instead of employee reduction increases the likelihood of post-crisis success. Severe cost cutting will destroy a firm’s productive base and inhibit post-crisis recovery. Su and Tang (2016) point out in a recent article after the economic crisis that cost-cutting and product-innovation show similar results with respect to performance, however, fewer firms apply cost-cuttings. These are mostly younger and smaller ones. If cost-cutting is applied, those companies will later on switch to product innovation. Askenazy et al. (2013) add that salary reductions
flexibilise a firm’s cost base and thus allow companies to come out stronger after a crisis. Cowling et al. (2014) suggests that cost-cutting is the most frequently used strategy in crisis times and allows firms to survive a crisis in order to switch to growth-related strategies afterwards. These articles point to a relation between cost-cutting and innovation or growth strategies. Therefore, the authors postulate: H2: Cost-cutting (COST) positively mediates the relationship between proactive activities and revenues.

On the other hand, Gulati et al. (2010) also point to the evidence of many different crisis times where increased marketing efforts helped firms to come out of a crisis. A research undertaken by Rollins et al. (2014) shows for the US that during the economic crisis of 2008 most companies did cut their marketing spending. However, those companies that actually increased marketing activities in order to overcome the crisis ended up to be more successful. Here, a redirection of marketing spending is visible towards e-marketing in order to attract different customer segments. Earlier Srinivasan et al. (2005) as well as Pearce and Michael (2006) had already pointed out the importance of marketing in recession times. Especially Srinivasan et al. (2005) characterizes proactive strategies that enable firms with a strong marketing advantage before the crisis to build on it and increase their competitive advantage. Therefore, it is postulated:

H3: Marketing efforts (MARKETING) positively mediates the relationship between proactive activities and revenues.

The remainder of the paper is structured as followed. The next section presents the methodology employed; subsequently results are presented and discussed. The last section concludes the research, pointing out some limitations as well as recommendations for research and practice.

DATA AND MEASUREMENTS

Sample and method

Data was collected through face to face interviews with working at restaurants or hotels in the city of Madrid. Table 1 presents the descriptive analysis of the sample (n=339). Mainly, it is composed by hotels (n=178) and restaurants (n=155). Only six responses come from other typology of establishments, which are hostels or bars.

The hospitality industry was selected because of its importance in terms of national GDP. Among the Spanish regions, the capital of Madrid has the highest GDP per capita, and tourism comprises a significant portion of the local labour market (Alonso-Almeida and Bremser, 2013). According to the national federation of the hospitality industry in Spain (FEHR), in 2011 the hospitality sector represented more than 7.2% of the national GDP (FEHR, 2011).
As can be seen in Table 1, more than 85% of the hotels are over 5 years old. On the other hand, the restaurants are equally balanced among different range of ages. However, similar to the hotels, they are mainly over five years old.

<table>
<thead>
<tr>
<th>Age Range</th>
<th>Hotel</th>
<th>Restaurant</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-2 years</td>
<td>26</td>
<td>7.65</td>
<td>5</td>
</tr>
<tr>
<td>&gt;2-5 years</td>
<td>57</td>
<td>16.76</td>
<td>21</td>
</tr>
<tr>
<td>&gt;5-10 years</td>
<td>79</td>
<td>23.24</td>
<td>36</td>
</tr>
<tr>
<td>&gt;10-20 years</td>
<td>75</td>
<td>22.06</td>
<td>1</td>
</tr>
<tr>
<td>&gt;20 years</td>
<td>102</td>
<td>30.29</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>339</td>
<td>100%</td>
<td>178</td>
</tr>
</tbody>
</table>

Table 1. Descriptive analysis of the sample by age and typology

The questionnaire was structured in three parts and focused on the period of 2011 – 2012. The first part of the questionnaire included two questions about how the establishment had been affected by a set of impacts and how these impacts have modified the expenditure per client, the price and cost per employee. The second part of the questionnaire included one extensive question about the measure deployed by the establishment to counter the financial crisis. Finally, the last section of the questionnaire collected financial data about the evolution of the establishment during the analysed period.

Precisely, Table 2 presents this data by typology of establishment. We can observe that in both cases the main option selected was a decrease between 1-25 %. Only 47 establishments (13.91%) of the sample declared having an increase of income during the analysed period. According to FEHR (2013), in the last years every year more establishments have stopped their activity within the hospitality industry, reaching the peak of closures in 2013 with more than 45,000.

<table>
<thead>
<tr>
<th>Income %</th>
<th>Hotel</th>
<th>Restaurant</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>decreased &gt;50%</td>
<td>22</td>
<td>6.51</td>
<td>12</td>
</tr>
<tr>
<td>decreased 26-50%</td>
<td>51</td>
<td>15.09</td>
<td>23</td>
</tr>
<tr>
<td>decreased 1-25%</td>
<td>138</td>
<td>40.83</td>
<td>73</td>
</tr>
<tr>
<td>Maintained</td>
<td>80</td>
<td>23.67</td>
<td>36</td>
</tr>
<tr>
<td>Increased</td>
<td>47</td>
<td>13.91</td>
<td>31</td>
</tr>
<tr>
<td>Total</td>
<td>338</td>
<td>100%</td>
<td>175</td>
</tr>
</tbody>
</table>

Table 2. Descriptive analysis of the sample by income and establishment type

Measures and Analysis

Based on the above review of the literature several factors were explored in light of testing the stated hypotheses. The respondents were asked to indicate, based on a 5-point Likert scale, their opinions about the different statements. For measuring the earning dimension the ordinal measure, based also on a 5-point Likert scale, presented in Table 2 was used.
The hypotheses were tested using a Partial Least Squares (PLS) approach to SEM (Chin, 1998), using the SmartPLS 2.0 software (Ringle et al., 2005).

The PLS approach’s underlying mathematical algorithm makes it suitable for this research, which is characterised by a non-normal distribution. This suitability is attributed to the iterative PLS algorithm (Henseler et al., 2009), which transforms non-normal data in accord with the central limit theorem (Hair et al., 2012). The PLS results are thus robust when using skewed data (Wilden et al., 2013). PLS is referred to as a ‘soft modelling’ technique because it does not require that restrictive assumptions be made regarding measurement (Sosik et al., 2009); data normality (Fornell & Larcker, 1981) or known distribution (Falk & Miller, 1992); or sample size (Reinartz et al., 2009), unlike other methods. Consequently, we employed PLS because of its overall suitability to our modelling requirements.

<table>
<thead>
<tr>
<th>CONSTRUCT/indicator</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEASURES1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proactive (PRO)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employee ideas leading to cost reduction or sales increases receive a prize</td>
<td>337</td>
<td>2.706</td>
<td>1.605</td>
</tr>
<tr>
<td>Employee empowerment – Employees are encouraged to solve client demands without contacting their supervisors</td>
<td>335</td>
<td>2.979</td>
<td>1.548</td>
</tr>
<tr>
<td>Specific anticrisis methods have been introduced</td>
<td>343</td>
<td>3.282</td>
<td>1.476</td>
</tr>
<tr>
<td>An anticrisis plan has been developed</td>
<td>329</td>
<td>2.993</td>
<td>1.473</td>
</tr>
<tr>
<td>IMPACTS2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost (COS)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employee dismissals/layoffs</td>
<td>343</td>
<td>2.291</td>
<td>1.435</td>
</tr>
<tr>
<td>Reduction of direct client services</td>
<td>348</td>
<td>2.146</td>
<td>1.307</td>
</tr>
<tr>
<td>Elimination of back-office services</td>
<td>288</td>
<td>2.003</td>
<td>1.305</td>
</tr>
<tr>
<td>Incremento de la subcontratación</td>
<td>314</td>
<td>2.321</td>
<td>1.489</td>
</tr>
<tr>
<td>Marketing(MKT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Company is opening in new international markets</td>
<td>336</td>
<td>2.369</td>
<td>1.545</td>
</tr>
<tr>
<td>Company is opening in new market segments</td>
<td>335</td>
<td>2.871</td>
<td>1.538</td>
</tr>
<tr>
<td>INCOME3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development of income during the last years (2011)?</td>
<td>340</td>
<td>3.229</td>
<td>1.072</td>
</tr>
</tbody>
</table>

1 In a 5-point Likert scale (1: no use of; 5: totally use)
2 In a 5-point Likert scale (1: no impact; 5: high impact)
3 In a 5-point Likert scale (1: decrease more 50%; 2: decrease between 26%-50%; 3: decrease 1%-25%; 4: remain stable; 5: increase over 2010)

Table 3. Operationalization of the items
RESULTS

The results section is structured into two parts that follow the analysis process. First, the measurements and the structural model were assessed. Second, an analytical approach was applied to test the mediation hypotheses. In addition, we assessed the variance accounted for (VAF) to ascertain whether the mediating effect, in each case, is either full or partial. The operationalisation of the items is presented in Table 3 (sample size, mean and standard deviation).

<table>
<thead>
<tr>
<th>CONSTRUCT / INDICATOR</th>
<th>ITEM RELIABILITY</th>
<th>SIGNIFICANCE (bootstrapping)</th>
<th>CONVERGENT VALIDITY</th>
<th>CONSTRUCT RELIABILITY</th>
<th>Alpha Cronbach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proactive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employee ideas leading to cost reduction or sales increases receive a prize</td>
<td>0.584</td>
<td>5.286</td>
<td></td>
<td></td>
<td>0.720</td>
</tr>
<tr>
<td>Employee empowerment - Employees are encouraged to solve client demands without contacting their supervisors</td>
<td>0.594</td>
<td>5.575</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specific anticrisis methods have been introduced</td>
<td>0.862</td>
<td>16.597</td>
<td></td>
<td></td>
<td>0.720</td>
</tr>
<tr>
<td>An anticrisis plan has been developed</td>
<td>0.850</td>
<td>17.922</td>
<td></td>
<td></td>
<td>0.678</td>
</tr>
<tr>
<td>Cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employee dismissals/layoffs</td>
<td>0.734</td>
<td>16.225</td>
<td></td>
<td></td>
<td>0.718</td>
</tr>
<tr>
<td>Reduction of direct client services</td>
<td>0.709</td>
<td>16.046</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elimination of back-office services</td>
<td>0.777</td>
<td>25.851</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased outsourcing</td>
<td>0.627</td>
<td>11.817</td>
<td></td>
<td></td>
<td>0.718</td>
</tr>
<tr>
<td>Marketing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Company is opening in new international markets</td>
<td>0.876</td>
<td>24.908</td>
<td></td>
<td></td>
<td>0.678</td>
</tr>
<tr>
<td>Company is opening in new market segments</td>
<td>0.890</td>
<td>26.423</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: AVE=Average Variance Extracted

Table 4. Validation of the measurement model: convergent validity and reliability

Research model assessment

Assessment of the measurement model

Because all first-order latent variables are reflective, they were assessed with reference to the reliability and validity attributes of the item scales used. First, individual item reliability was proven to be optimal for most of the measurements because the item standardised loadings were equal to at least 0.707 (Carmines & Zeller, 1979). The items under the suggested optimal threshold were extracted to optimise the model; nine items were dropped. Table 4 shows only those items that passed.

Second, internal consistency reliability was examined through composite reliability (Werts et al., 1974), which fulfils the same task as Cronbach’s alpha (Furrer et al., 2012). However, composite reliability is more suitable for PLS because it does not assume that each indicator makes an equal contribution to the
construct (Chin, 1998). All of the latent constructs exceeded the benchmark of 0.7, as suggested by Nunnally (1978) for exploratory research, which confers reliability to the measures (Table 4).

Third, convergent validity demonstrates the unidimensionality of our constructs. The variance in the indicators accounted for this unidimensionality in terms of variance extracted (AVE) and exceeded the 0.5 threshold (Fornell & Larcker, 1981), ensuring that each set of indicators represents the same underlying construct (Henseler et al., 2009) (Table 4).

Finally, discriminant validity, which verifies that each factor represents a separate dimension, was analysed using linear correlations or standardised covariances between first-order factors that examined whether the inter-factor correlations were less than the square root of the average variance extracted (AVE) (Fornell & Larcker, 1981) (Table 5).

$$\begin{array}{|c|c|c|c|c|}
\hline
\text{PRO} & 0.734 \\
\text{COS} & 0.152 & 0.714 \\
\text{MKT} & 0.218 & 0.179 & 0.883 \\
\hline
\end{array}$$

\textbf{Note:} Diagonal represents the square root of average variance extracted. The correlations are represented below the diagonal.

Table 5. Validation of the measurement model: discriminant validity

Assessment of the structural model

Structural model evaluation in PLS relies on the measures that indicate the model’s predictive power (Tenenhaus et al., 2005). The central criterion in this respect is the coefficient of determination ($R^2$). Table 6 shows that the $R^2$ values for the three endogenous variables in the model well exceeded the minimum value of 0.1 recommended by Falk & Miller (1992).

Additionally, the Stone-Geisser $Q^2$ statistic (Geisser, 1974) was greater than zero for the four constructs, suggesting that the model has predictive relevance.

$$\begin{array}{|c|c|c|c|c|}
\hline
\text{Dimensions/ Hypotheses} & \text{Path coefficient} & \text{Bootstrapping} & \\
& & & \text{Standard error} & \text{t-value} \\
\hline
\text{Cost (Q2= 0.012)} & & & \\
\text{Proactive (H2a)} & 0.180 & 0.112 & 1.606 \\
\text{Marketing (Q2= 0.037)} & & & \\
\text{Proactive (H3a)} & 0.226 & 0.056 & 4.027*** \\
\text{Income (Q2= 0.037)} & & & \\
\text{Proactive (H1)} & 0.087 & 0.070 & 1.228 \\
\text{Cost (H2b)} & -0.180 & 0.079 & 2.275** \\
\text{Marketing (H3b)} & 0.175 & 0.056 & 3.122** \\
\hline
\end{array}$$

\textbf{Note:} ***$p$-value < 0.01 (2.58); **$p$-value < 0.05 (1.96); *$p$-value < 0.1

Table 6. Structural model assessment
Once the model has been assessed and validated, the analysis is extended to examine the mediating effect of both internal processes along the customer perspective in the model.

Mediating effects

The mediation hypotheses (H2 and H3) were tested based on the analytical approach described by Castro and Roldán, 2013 and Picón et al., 2014. Figure 1A shows the total effect (c) of proactive activities on income. Fig. 1B.1 expresses the total effect of proactive activities on income as the sum of the direct (c1) and indirect effect (a1*b1) due to the mediation effect of cost. Finally, Fig. 1B.2 shows the total effect as the sum of the direct effect (c2) and the indirect effect caused through marketing (d2*e2).

A. Model with total effect

B.1. Model with a COST mediated effect

B.2. Model with a MKT mediated effect

Figure 1. Mediation model

The application of bootstrapping allows for the testing of the mediation hypotheses (Preacher and Hayes, 2008). In the analysis, 5,000 resamples were generated to provide 95% confidence intervals (percentile) for the mediators. As shown in Figure 2A and Table 7, proactive activities has a significant total effect on income (c = 0.167; t-value = 2.939). When adding the mediator effect of costs (Fig. 2B), proactive activities decreases its influence and maintains no significant direct effect on income (H1: c1 = 0.086; t = 0.840) and there is significance relevance in the chain proactive – costs – income. On the other hand, when the mediation effect is produced by marketing, the influence of proactive activities on
income also decreases (c2=0.097;  t-value= 1.400) but there is significance relevance in the chain proactive activities – marketing – income. Therefore, these results reject H2 but supports H3.

A. Model with total effect

B.1. Model with a COST mediated effect

B.2. Model with a MKT mediated effect

Figure 2. Structural model: Mediation

In addition, in Table 7, the value of variance accounted for (VAF) indicates the relative size of the mediating effect when it is significant (H3). Different authors (among others Shrout and Bolger, 2002; Hair et al., 2014) pointed out that VAF is a good criteria: no mediation (< 20%), the partial mediation (from 20% to 80%) and full mediation (>80%). Hair et al. (2013) showed that the VAF determined the size of the indirect effect in relation to the total effect, and was explained how much of the target construct’s variance was explained by the indirect relationship via the mediator variable. According with VAF value of H3 (VAF=23%) marketing partially mediates the effect of proactive activities on income.
Table 7. Mediating effect of COST and MKT between Proactive and Income

<table>
<thead>
<tr>
<th>Mediator</th>
<th>Total effect Proactive → Income</th>
<th>Direct effect Proactive → Income</th>
<th>Indirect effect Proactive → Income</th>
<th>Mediated effect</th>
<th>VAF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient t-value</td>
<td>Coeff. t-value</td>
<td>Point estimate 95% confid. interval</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COST</td>
<td>0.167*** 2.939 c1 0.086 0.840</td>
<td>a1*b1 -0.028 -0.068 0.034</td>
<td>NO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MKT</td>
<td>0.167*** 2.939 c2 0.097 1.400</td>
<td>d2*e2 0.030 0.004 0.063</td>
<td>Partial 23%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: significant at ***p-value < 0.01 (2.58); **p-value < 0.05 (1.96); *p-value < 0.1 (1.69)
VAF>0.80 full mediation, 0.20 ≤ VAF ≤ 0.80 partial mediation, VAF < 0.20 no mediation

CONCLUSION

The results found are in line with existing research. It has been shown, that proactive strategies have a direct impact upon performance, measured in this case as income. Interesting to look at, are the mediating effect. Marketing activities partially mediate the effect on income whereas costs do not. That marketing activities show a partial mediation is not surprising since they draw on the newly empowered employees and benefit from anti-crisis plans and measures that streamline marketing efforts into promising market segments or international markets. For practitioners this implies that measures strengthening employee empowerment should go hand in hand with other activities that rely on empowered employees. Thus, the newly empowered will be motivated to pursue the firm’s strategy.

Cost-cutting effects show no mediation on income. This could also be expected. Cost-Cutting focusing on outsourcing and dismissals or layoffs have a negative influence on employee motivation and therefore are therefore contrary and difficult to communicate measurements if the company on the other hand also wants to increase employee empowerment. Care should be taken from the part of practitioners not to decide for the easiest measures in times of crisis (cost savings are often considered to be easy and ready at hand) but instead to carefully find a balance between the different necessary actions undertaken.

Researchers can base future research on these findings. It would be interesting also to see moderator effects of cost or marketing activities. Caution has to be taken when applying the research to other industries or destinations. Since the sample was small and covered only one region, results are not easily transferable to other cities, countries or regions.
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ABSTRACT

Agritourism has considerably achieved a greater importance in the last decade, underling a continuous growing, also for the Italian economy, with an annual rate greater than 4%. Despite this relevance, the definition is not everywhere aligned, depending on the geographic areas in which agritourisms are located. The research focuses on agritourisms of Piedmont region, one of the North Italian regions characterized by a significant concentration of agritourism farms, providing accommodation, food and agricultural experiences.

The research, conducted by an empirical analysis, aims to analyze the state of the art of agritourism management depicting the main features of agritourims, with a particular emphasis on type of services offered, dimensional features, type of customers, type of manages that run such business, key financial data.

Final results show that the agritourism analyzed can be classified within the Phillip et al. (2010) framework as Working Farm, Indirect Contact (WFIC). The work shares understanding of agritourism key features as a starting point to continue the scientific and educational development of this business.

Keywords: Italian agritourism, hospitality model, management features, new opportunities.

INTRODUCTION

In Italy, the phenomenon of agritourism began to spread in the mid-60s and there were first attempts to regulate the sector in the ’80s with the Law 730/1985, later repealed by Law 96/2006. The Law 96/2006 specifies the definition and establishes characteristics of agritourisms. In particular, an agritourism is the activity done by a farmer when offers tourists, in the own funds, food and accommodation, using their products and sometimes organizing recreational and cultural activities. This definition explicitly requires that farmers cultivate lands, make forestry or farm animals, since agritourisms are ancillary to agriculture and complementary to traditional production. Indeed, the Law 96/2006 aims to support agriculture through the promotion of appropriate forms of tourism in the countryside, through which protecting, qualifying and enhancing the specific resources of each territory and promoting the
maintenance of human activities in rural areas, with a differentiation of farm incomes and the promotion of rural culture and food education.

Each Italian Region also approves specific regulations with the aim of governing the creation and the management of these structures. For example, the Piedmont Regional Law 2/2015 regulates the agritourism activities in this local territory.

Italian and Regional Laws then assign an important task to farms, since they should be able to convey to the tourists everything that characterizes a territory: culture, history, traditions, landscape, environment, food and wine, cuisine. However, they should also transmit the rural values such as the respect for nature, the hospitality, the love of the countryside, the pleasure of consuming healthy and genuine products of the territory, the cycle of time and the seasonality.

Basing on this evidence the main purpose of this research is to investigate the features of agritourism in Piedmont, a relevant region in Italy for agritourism business.

An overview of the main literature on agritourism is presented in the next section, and then the methodology design including the research questions is described, followed by findings, discussion and conclusion of the work.

LITERATURE REVIEW

The agribusiness sector is one of the most representative economic activity in terms of employment and companies revenues in Italy. For instance, in Piedmont area on 2010 (Istat - VI agricultural Census data) there were 67.148 agribusiness firms (4,1% of the Italian firms in the sector) with 1.010.780 ha of UAA (Utilised Agricultural Area). This extension - near to 8% of Italian agricultural surface – is also due to an increasing number of fusions producing a larger average size of the firms (15,14 ha per firm in Piedmont against 7,96 ha per firm in Italy).

The agribusiness context is composed by several segments such as food and wine, which are the most representative economic activities in many countries in terms of employment and companies revenues (Bigliardi and Galati, 2013; Giacosa et al., 2014a; Menrad, 2004; Vrontis et al., 2016).

Agribusiness is mainly characterized by micro, small and medium enterprises, which are frequently rooted in the territory in which they are located. In this context, the agribusiness represents a set of values, symbols, and traditions (Giacosa et al., 2014b). In addition, family firms are common in this context, due to both the tradition of some long-standing family companies across generations and the entrepreneurship of producers (Contò and Lopez, 2008). However, due to limited financial resources and a consolidated mind of set, these enterprises tend to be closed to the internationalization process (e.g. they do not sell their products abroad), thus reducing their business opportunities.

In agribusiness sector, agritourism represents a significant subset.
Agritourism definition and typologies are not everywhere valid and universal, since they usually depend on the geographic areas in which they are located (Gil Arroyo et al., 2013), considering both the natural, economic and socio-demographic characteristics of a Country, but also the different influence that is associated with the presence or the lack of legal framework and policies correlated with the business model of agritourism. In U.S., for example, there is a lack of laws through which regulate the development and the marketing of these kinds of business activities (Carpio et al., 2008; McGehee, 2007), while in Europe agritourism definitions are legally formulated and correlated to particular incentives and/or subsidies (Hegarty and Przezborska, 2005; Kizos and Iosifides, 2007; Sonnino, 2004).

The lack of an unambiguous definition around the world and the presence of cognitive differences about the meaning and features of agritourisms create many problems especially in the academic literature. Indeed, the absence of a unique definition does not favour the development of a homogeneous field of studies on the sector and does not promote the dissemination of specific research in the field (Phillip et al., 2010).

In particular, the inconsistencies in defining agritourisms in literature are correlated to four particular issues (Gil Arroyo et al., 2013).

The first one refers to the identification of an appropriate setting that usually includes farms, but sometimes also ranches, nurseries and other off-farms facilities (the EU defines the term “farm” as an agricultural holding under a unique management that consists of both agricultural production and of non-agricultural activities.

Another issue is the typology of experience done by customers in an agritourism, debating whether farming should be working or also non-working (in EU, the definition of agritourism typically includes the meaning of entrepreneurial diversification of working farms activities).

In addition, another possible matter is related to the kind of activities that an agritourism should do, debating whether including only hospitality correlated services (i.e., lodging, food services and event programming) or also educational/recreational activities.

Last issue is about the meaning of the term “tourism” in the concept of “agritourism”, debating whether considering it as a minimum number of overnight staying or a minimum distance from the customer’s house.

In order to solve these issues, Phillip et al. (2010) proposed a multiple-definition of agritourisms, classifying them in five groups, on the basis of the offered activities: i) Non-Working Farm (NWF), where non-working farms serve only for scenery goals; ii) Working Farm, Passive Contact (WFPC), where there is not a strong interaction between customers and working-farms; iii) Working Farm, Indirect Contact (WFIC), where the interaction between customers and working-farms is strong, but
only focused on the exchange of agricultural products; iv) Working Farm, Direct Contact, Staged (WFDCS), where the interaction between customers and working-farms is strong and it is focused both on the exchange of agricultural products and on the experience of agricultural operations, that are staged or linked to predetermined tours; and v) Working Farm, Direct Contact, Authentic (WFDCA), in which customers are directly involved in agricultural operations, exchanging their labour for food and accommodations.

Basing on the literature definition of agritourism this paper aims to analyse the key features in Piedmont agritourism with a particular focus on services offered, dimensional features, customers, ownership and management, key financial data.

**METHODOLOGY DESIGN**

The research focuses on agritourisms located in Piedmont region. This business is particular interesting for the Italian economy due to its continue growth, with an annual rate greater than 4% (Istat source). In the North of Italy there is the main concentration of agritourism farms, providing accommodation (41%); in addition, the 45% of agritourisms providing food services are located I the Italian northern regions.

The choice of the Piedmont Region is also driven by the relevance of this geographical area, as Piedmont is one of pre-eminent regions in terms of agri-tourist supply and which has a strong attraction for tourists such as natural resources, countryside and food and wine. Moreover, the landscape of Langhe-Roero and Monferrato become a World Heritage Site of UNESCO.

The research was conducted through an empirical analysis, using the questionnaire method (Corbetta, 1999) sent by e-mail to all the agritourisms located in Piedmont region. More specifically, the data, both qualitative and quantitative, were collected via an on-line questionnaire using the database provided by the same Region.

The questionnaire was created in June 2016 and sent by e-mail, together with a letter of presentation and a compilation guide, to the selected companies in the months of July, August and September 2016. The compilation period was about 3 months, with several requests made by telephone in order to solicit the answers. The sample is composed by 111 agritourisms that correspond to a response rate of 11%.

In order to verify the coherence of answers, some “test questions” were included in the questionnaire. The questionnaire was chosen because it is a method that allows researchers to obtain a significant amount of data that can be used for statistical investigation. In accordance with the main literature on these topics (Chenhall, 2003), the evidence was studied using descriptive statistics. Descriptive analyses were conducted to develop a socio-demographic profile (e.g., age, gender) of managers involved in
agritourisms as well as to describe their type of engagement. Descriptive statistics were also conducted to identify characteristics of agritourism.

Basing on the methodology followed by different studies on this topic (Arroyo et al. 2013), the research investigates the key features of Piedmont agritourism with a particular emphasis on type of services offered, dimensional features, type of customers, type of manages that run such business, key financial data.

In accordance with the research purpose, the following research question was formulated: “What are the main dimensional and organizational features of Piedmont agritourisms?”

**FINDINGS**

*The management features*

The analysis focuses on the features of family members that run such business. The next graph shows the number of family components involved in agritourism activities.

![Figure 1. Number of family members involved in agritourism activities.](image)

From the previous figure it emerges that the great majority of the sample (53%) manages the agritourism only with family members, without involving external workers. The number of generations involved in running the agritourisms are following described.
Figure 2. Number of generations.

The previous figure shows that the majority of agritourisms are managed by the first or the second generation of entrepreneurs.

The financial features

This section provides financial data of the analysed agritourisms.

Figure 3. Average turnover over the last 3 years.

The previous figure shows that the agritourisms have generally small dimension as the declared turnover is lower than 1000,000 euros.
Figure 4. Annual average costs related to turnover.

As regards the cost composition in relation to turnover, it emerges that the 31% shows annual costs between 50 and 60% of turnover, while the 27% has annual costs less than 50% of turnover or between 60% and 70% of total turnover.

State of the art and new opportunities

According to the purpose of the research we firstly investigated the type of services offered by the agritourisms of the sample.

Figure 5. Type of agritourism services offered.

Basing on the previous graph, the types of services more widespread are those linked to the accommodation, sales of own agricultural products and Catering & Restaurants, while camping activities are the less widespread.

The next figure focuses on the customers with a particular attention on the customers’ origins: Italian and foreign.
Figure 6. Nationality of customers.

The previous figure shows the different classes – Italian and foreign- of customers declared by the sample. For example, the 16% of the sample works with 60% of Italian customers and 50% of foreign customers and the 4% of the total sample works with the 20% of Italian clients and 90% of the foreign ones. The next graph shows the customers composition differentiated between young (18-35), families and over 65 years old.

Figure 7. Customer composition by typology.

Analysing the previous graph, it emerges that around the 30% of the sample works with the 30% of young customers, while the 25% of the sample works with the 40% of families and the 28% of the sample works with the 20% of customers over 65 years.

**DISCUSSION AND CONCLUSION**

As underlined by the literature, about management features it emerges that the great majority of the sample manages the agritourism only with family members, without involving external workers, confirming that family firms are prevalent in this field (Contò and Lopez, 2008).
Furthermore, the research highlights that the majority of agritourisms are managed by the first or the second generation of entrepreneurs, underlining as the agritourisms phenomenon is quite recent.

Referring to the dimensional features, financial data endorse the small size of Piedmont agritourism, characterized by a turnover lower than 1,000,000 euros (Giacosa et al, 2014). However, the sample shows a good level of profitability due to the limited weight of the cost structure.

Referring to the state of the art and new opportunities, the agritourism services offered are those linked to the accommodation, sales of own agricultural products and Catering & Restaurants, while camping activities are the less widespread. Basing on this evidence and referring to the Philip et al (2010) framework the great majority of agritourism analysed can be classified within the third category of working farm, indirect contact (WFIC). In this group the interaction between agritourism and customer is mainly limited to the sale of agricultural products. In addition, we observed other two aspects about agritourism customers. The first one underlines a good balance of the customers’ origin, both at national and foreign level, and the second one shed the light on the good balance also of the customer typology, identified as young customers, families and customers over 65 years.

Although the study focuses on a relevant Italian territory, caution is advised to extrapolate results beyond this region or the Italian territory due to the different regional or national legislation.

Despite the limitations of this study, due to a regional focus, results from this study carry some relevant implications for the theory and practice of agritourism. Indeed the work shares understanding of agritourism key features as a starting point to continue the scientific and educational development of this business.

This study also provides further insights on the types of experiences visitors (state of the art and new opportunities) seek, and consequently agritourism can address their offer on new customers demand, developing the range of new agricultural services. Basing on these evidences future studies should deeply analyze the key factors belonging to the agritourism business model, also enriching the sample, comparing different relevant Italian regions.
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ABSTRACT

Drawing on existing research dealing with time in brand and brand management, this paper aims at providing a comprehensive and coherent framework of some time-related concepts, with a special emphasis on what happens when a brand reaches the senescence stage. In addition, it strives to consider what happens when a brand becomes long-lived enough, looking at the brand’s customer base. While undoubtedly time affects customers’ age and generations, the demand side of the brand-customer relationship is actually under-researched. Finally, a research agenda is developed, in order to improve what is currently known about such an important but neglected topic as the effects that the passing of time has both on the brand and on the consumers it addresses to.

Keywords: Brand longevity, brand survival, brand life-cycle, brand senescence, brand decline, brand death, target age, target generation, time-framed brand.

INTRODUCTION

Time represents a relevant dimension that affects marketing management, from product life-cycle, to logistics management, from improving and providing an effective customer service to time to market for succeeding and gaining a competitive advantage. This dimension can also be considered when focusing on brand strategy.

Whatever facet of a brand one considers, the passing of time exerts an influence. To name just a few, brand identity is not identical forever, brand personality modifies from time to time, brand equity changes over time. The elements of the brand identity change: think of the visual identity first; as far as the brand is seen having a human-like personality, it can naturally modify itself; brand equity rankings issued by various organizations show different results year after year.

In the academic literature, several time-related concepts linked to bands can already be found: brand senescence (Ewing, 2009), brand revitalization and brand death (Thomas and Kohli, 2009), brand survival (Wilcox et al., 2008), brand heritage (Urde, 2007) and so on. One way or another, all of them
essentially focus on a particular stage of the life-cycle and look just at the supply side of the brand-audience relationship, i.e. the company’s perspective.

Although the dimension of time is for sure an extremely important matter in everyday business, however two topics are still lacking of analysis from an academic perspective. The first one is the development of a comprehensive framework of the concepts related to time in brand and brand management. The second under-researched topic has to do with the effects the passing of time has on the audience the brand speaks to.

This paper has two main aims: the first is providing scholars with a comprehensive framework of the time-related concepts in brand and brand management; the second is suggesting a research agenda to start taking into account the temporal dimension of the audience of the brand, particularly related to the age and generations of the audience in relation to the age of the brand and its longevity.

The contribution of the article will be twofold: first, having a clearer list of the time-related concepts and of the mutual relationships existing among them; second, having some thoughtful directions for future research in the field of brand longevity that can take in due account the effects of the passing of time on the brand’s customer base.

The remainder of the paper is organized as follows: first a literature background about brand and its relationships with time and time-related concepts will be illustrated. After this, a comprehensive framework putting together brand’s time-related concepts will be introduced. Finally, a discussion about the main directions for a research agenda about the topic will be suggested.

LITERATURE BACKGROUND ON TIME-RELATED BRAND CONCEPTS

As pointed out before, time represents a crucial element that might affect the management of several marketing dimensions. First of all, the management of brand in time is a crucial part of a long distance brand strategy. Previous literature has considered time applied to brand and brand strategy in several manners. Companies can decide to focus on different strategies to survive across the years. For instance, brand managers must maintain consistency to create strong, specific and easy to recognise images associated with their brands (Delgado-Ballester et al. 2012; Keller et al. 2001; Park et al. 1986); yet, at the same time, they must opt for maintaining brand relevance, which may require to be updated (Aaker, 2012; Holt and Cameron, 2010; Kapferer, 2014). Creating higher acquisition and retention rates leads to increased willingness to pay higher margins by customers (Stahl et al., 2012).

Brand relevance across time is a key issue in order to retain customers considered by previous research after 2005. However, depending on authors, context, and time when their studies were undertaken, the factors indicated as crucial for maintenance of brand relevance change. For instance, Bennett & Rundel-Thiele (2005) introduced the Brand Loyalty Life Cycle Model. When analysing brand
equity components, they observed that generally, over the years, customers’ attachment to brands decreases. The authors suggest that brand loyalty declines for two main reasons: firstly, the quality levels of branded products have risen to a standard where they no longer clearly differentiate the competing brands within the category, secondly: the perception of brands has a different meaning for new consumers than for long-time heavy users. Based on this study, brand relevance is an important longevity factor.

Another time related theme that previous literature considers is brand survival and its predictors. When studying brand survival in the wine industry, Wilcox et al. (2008) listed from Aaker Brand Equity Model (Aaker, 1991) two components: brand awareness and perceived quality. Their results suggest that brand awareness can be a good predictor of brand ability to survive in time. Referring to the brand equity framework, Thomas & Kohli (2009) claim that most brands with high levels of awareness or positive brand image are candidates for revival. They emphasise that branding is an exercise in patience. Most brands take a long time to build, and a long time to die. This process is a challenge in a corporate system, which usually rewards managers based on short-term performance. In their opinion, the brand revitalization process can be kick-started by addressing the causes of the decline; understanding why it may have failed to maintain its relevance; adjusting this, if necessary; and re-educating the market about new identity.

Referring to the holistic approach of brand management, another stream of research related to time is related to brand evolution. A close attention should be paid to the research by Merrilees (2005) who stresses the importance of brand evolution as a necessary component of a successful marketing strategy. Merrilees has also introduced the idea of three key constructs as a framework for analysing rebranding decisions: brand vision, brand orientation, and brand strategy implementation. Based on that, we can conclude that brand managers should continuously reassess brand vision relevance and company’s brand orientation level and the ability to successfully implement its strategy in relation to the market. The opinion that brands need to be revised and reassessed is discussed by Tjiptono et al. (2006), who even state that brand is a specific asset which can be ‘temporarily dead’ and then reintroduced to the market. Tjiptono lays out four brand-specific characteristics: brand origin and brand ownership, brand architecture, brand scope, and brand size which are responsible for brand longevity defined as a continued presence of a brand in the relevant market. The bottom line is that a brand strategy should be continuously reassessed.

Focused on the last step of a brand life cycle, Ewing et al. (2009) point out that brands should be immortal and only managerial incompetence results in brand death. They refer to Groucutt (2006, p. 106) who argues that brand life expectancy can be increased by innovation and repositioning. Ewing et al. (2009) have introduced a model of Brand Senescence, where the key point is to help managers to
recognise the moment when a brand starts to become irrelevant and needs to be innovated to survive. The model is composed of the following factors: constitutive utility (wellbeing and reflexive effects) and symbolic utility (symbol boredom and status relevance/irrelevance). The essence of this model is that successful brand attracts aspirational interest from non-owners who hold that successful brand in high esteem. As more non-owners achieve their goal and become associated with the brand they aspire to, the value for previous owners decreases. In the long run, the brand ultimately declines and runs out of aspirational consumers. Thus, the Brand Senescence model suggests that the key factor for a brand to be immortal is the ability to inspire people and be aspirational.

Another interesting research aspect of brand longevity related to Brand Life Cycle is explored by Butterfield (2007). This article draws the attention to the fact that brands and products have the same lifecycle. The key actions which help to renew brand’s lifetime are adaptation and rejuvenation driven by innovation and re-positioning of the brand. Likewise, Bivainiene (2010) discussed the theoretical concept of the Brand Life Cycle Model. She highlighted that brand identity, and consequently brand image, is a key factor related to the brand life cycle, because it influences brand association by customers. Her model proposition is based on three principles: brand identity related to personal values and emotions gives the benefit of self-expression which reflects customer’s image, brand identity as a root of customer-brand relationship, and brand identity as a reflection of brand coherence which reacts to changes adequately. In the context of brand life, the brand image is analysed as a result of consumers’ opinions and actions. Not only, the brand image is the result of the relationship it has with the consumer, and the way she/he perceives and recognizes herself/himself with brand’s values, cognitive characteristics and emotions (Kaufmann et al., 2012). Referring to brand consistency across time as a part of the literature review, it is worth having a closer look at studies of Rindell (2013). Rindell investigated the influence of inputs from consumers’ past experiences of a company on their current image-construction processes. She found out that consumer images generated by relevant past experiences are a direct and influential input into real-time corporate image formation. Based on their qualitative researches she also introduced two concepts: “image heritage” and “image-in-use” - respectively, distinguishing consumers’ past-based images from those they construct in real time. Image heritage is moderated by three principal variables: timespan of awareness, content of earlier experiences, and key temporal focus. Referring to “image heritage” Rindell & Iglesias (2014) conducted an online qualitative survey with regard to brand image construction processes over time. Their results suggest that time and context dimensions of brand experiences are strongly related to further brand images. In essence, past images from past experiences influence how present experiences are interpreted into current images and future expectations. In connection with our study it means that managers should, in systematic way, identify these specific memorable moments (time
and context) which are most crucial for the consumers’ brand image construction processes and transfer these findings onto brand management processes. This will allow them to follow the customer’s lifetime and make brands always relevant. The idea of the influence of “image heritage” on strategy brand management was continued by Rindell et al. (2015). The findings of their researches suggest that key challenge for making brand always relevant across time is to find the right balance between company’s and customer’s and other stakeholders’ brand image heritage.

According to the importance of the concept of “Brand heritage”, Urde et al. (2007) and later on Balmer and Burghausen (2015) pointed out that brand heritage is a denotation of longevity. As Urde claimed, longevity does not necessarily result in a brand heritage, it can, however, be its key element. This can be especially true for family-owned brands. Moreover, even timeless can be considered as an important brand attribute: “The problem is that the quality of timelessness takes years to develop, even decades. You cannot just decree it. A brand has to pay its dues - it has to come to stand for something in the eyes of the world” (Wetlaufer, 2001, p. 122). Therefore, brand heritage as source of longevity is important for companies with a long tradition, where company heritage and brand heritage are very closely related.

Beverland et al. (2015) examined existing theories on brand consistency and relevance and concluded that although these theories present some guidelines to help brand managers resolve the competing imperatives of brand consistency and relevance, following them would assure sustainable performance of a brand rather than brand development. In consequence, they introduced their own concept of Brand Ambidexterity, where brands managers need to find the appropriate balance between consistency and relevance based on the idea of service-dominant logic (Merz et al., 2009) and through the methodology of design thinking (Brown, 2009; Dorst, 2011) which can stimulate brand innovation. In their opinion, the combination of these two approaches is the best way to succeed in search for the right balance across years. Service Dominant Logic is about customer centricity as a fundamental company’s mindset (Lusch & Vargo, 2014). Design Thinking Methodology focuses on how things (e.g. products and brands) ought to be to achieve novelty and workable solutions (Cross, 2011; Kimbell, 2011). Beverland et al. (2015) suggested that brand managers become more like designers when adopting a design thinking approach to brand management and that Brand Ambidexterity concept helps brand managers possess a capability of building two things: consistency and relevance of brands.

Urde (2016) introduced the Brand Core concept and how it has been evolving over time. This paper defined a set of core brand values supporting a brand promise defined as a sum of inner meanings of a brand, to communicate its value proposition and to clarify its position (de Chernantony, 2009). The Brand Core is based on three management perspectives: PATHOS - appealing to emotions and the
will of customers, ETHOS – appealing to brand personality, and LOGOS – appealing to reason and understanding of customers. These three perspectives give a fundamental meaning to the brand promise, and vice versa, as a point of reference in long-term management. The presented framework is intended to be an aid for the strategic brand management, to explore the core of the brand (universal criteria) and for its consistent management (continuity criteria) and communication over time (dynamic criteria). Urde (2016) suggests that management must measure the essential brand core elements over time. By tracking the internal foundation and commitment of the brand – combined with external appreciation and perceptions of the brand promise and the core values – management can continuously evaluate the strength and performance of the brand core. Such a managerial tool serves as an early warning system and an essential guide in strategic brand management.

A PROPOSED FRAMEWORK OF TIME-RELATED BRAND CONCEPTS.

Past research has undoubtedly examined many time-related concepts in brand and brand management. Quite often, however, each concept is considered in relative isolation from the other ones, so that the knowledge available is somehow disconnected. In the following figure, we try to put such concepts together in order to create a single coherent framework.

Fig. 1 – Time-related brand concepts

![Fig. 1 - Time-related brand concepts](image)

According to a general life-cycle model, sooner or later at a certain stage brand senescence will occur. Depending on which brand strategy marketers implement different scenarios will happen. In the worst case, brand decline will follow and, unless marketers are able to put the brand back on a revitalization track, it will likely results in brand death. On the other side, after senescence brand can be revitalized and consequently it will survive, thus resulting in brand longevity. It is very likely that
such brand will be able to benefit from a certain amount of heritage, since some time will be obviously elapsed.

TOWARDS A RESEARCH AGENDA ON BRAND AND TIME-RELATED CONCEPTS

The extant literature on time-related concepts applied to branding research raises some questions. With few exceptions, published research in this domain focuses primarily on a specific period of time (often the decline phase) or focuses on just one dimension or element regarding branding strategy (brand meaning, brand design, brand core etc.). In addition, no research summarizes existing works on overall time-related concepts of brand. The academic debate remains open about which brand strategies are better to follow in order to guarantee brand survival and longevity.

In light of the quoted works, being relevant and always up to date seems for a brand to be a better strategy than only to be consistent. On the other side, brand heritage, as an outcome of longevity, may be a strong element lending weight and making a brand stand out in the market. Managers responsible for brands with a background abundant with traditions should, as much as others, follow Brand Life Cycle in order to maintain Brand Core Relevance. Strategies for finding and implementing the appropriate balance between consistency and relevance vary, and depend on several aspects, namely: the market, industry and product category as well as the already discussed brand heritage.

For the above reasons, some of still open and unanswered questions that future research can address may be the following:

- what are the main drivers for brand longevity maintenance? Some empirical research is needed for providing best practices of brand survival and longevity (Tjiptono et al., 2006; Wilcox et al., 2008);
- is it better to be a timeless brand that relies on tradition and heritage (Urde et al., 2007) or being a “up to date” brand that continuously rejuvenates itself and to survive (Thomas and Kohli, 2009)?

Beyond the above questions, further aspects are still missing. Actually, no one can hardly deny that reaching a certain extent in longevity is for any brand both difficult and fruitful. Consequently, a good number of papers deal with the issue of getting old enough, since longevity is reckoned as a positive result to obtain. Longevity means heritage and heritage is in turn a good driver of brand equity (Rindell et al., 2015).

But, to the best of our knowledge, no research has ever considered the effects of brand longevity on the brand’s customer base and its implications on brand management. In other words, the demand side of the relationship with the brand has been totally neglected.

When time goes by, in fact, it is highly presumable that customers of different ages will be part of the same customer base. In addition, the more the brand is long-lived the more various the ages will be.
Therefore brand managers will be confronted with the necessity of managing a brand that speaks to a differently aged audience.

So, it seems quite interesting to investigate what happens in the brand’s customer base when the brand’s life spans over a certain number of years.

To analyze the issue of the temporal heterogeneity of the customer base, we need to introduce three concepts:

*Calendar time*: the year or, for the sake of simplicity, the decade we are referring to: 1970, 1980, 1990, etc.;

*Target age of consumers*: the typical age of customers the brand is addressing; let’s say teenagers, people in their twenties, thirties and so on;


Based on these premises, some open research questions are:

- As a brand reaches a certain longevity, are managers aware of the different clusters of consumers based on their age and/or generation?
- How is it possible to distinguish among customers, according to their generation?
- Do all the long-lived brands have the same composition in terms of age and generation of the customer base?
- In case a brand’s customer base is made of different ages and/or generations, do these different groups of customers share the same brand image or not?
- In case of multiple generations in the customer base, how can marketers manage the coexistence of such generations, in terms for instance of brand identity?
- Is it possible to predict brand survival in the future observing the time-related dimensions of the brand’s customer base?

Based on these questions, further research is needed in order to better explore this phenomenon. In addition, beyond conceptual research, additional empirical research about this topic is called for. Qualitative studies could better delve into the subject, for instance better defining the antecedents and consequences of brand longevity across time. Later on, quantitative studies could validate the results from the qualitative studies, testing hypotheses about the existence of some relationships among brand longevity and customer’s base age and generation.
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ABSTRACT

With a recently increased interest in entrepreneurship, the founding and growth of new firms is more than ever an important factor for economic growth. Entrepreneurs and founders are facing many challenges. Strategic and functional marketing capabilities are a key driver to provide strong sustainable economic value. Therefore, founders need to acquire and develop these capabilities in the early beginning of the firm.

Purpose: This paper aims to shed light on the specific characteristics of customer- and brand-oriented marketing capabilities for young firms and how their impact on business performance is analyzed.

Design / methodology / approach: Adopting a case study methodology through in-depth interviews with founders and CEOs, 14 young firms in Germany and the USA were analyzed.

Findings: The paper gives an overview of the specific requirements for customer-and brand-oriented marketing capabilities in young firms as drivers of business performance and proposes a framework for the assessment these capabilities.

Practical implications: The proposed framework and learnings offer founders, managers of nascent firms and start-up investors orientation on how to strategically evaluate marketing capabilities and take strategic choices on their acquisition and development.

Research limitations: The findings in this paper are qualitative and need to be quantified in a next step.

Originality/Value: The research investigates marketing capabilities that are specific to new firms in order to support their strategic decision-making on customer- and brand-oriented marketing capabilities.

Keywords: young firm, start-up, brand-orientation, customer-orientation, marketing capabilities, business performance, marketing, branding, life-cycle, resource-based theory.
INTRODUCTION

Scholars of the Resource-Based Theory (RBT) of the firm consider the development of resources and capabilities as main factor for the competitive advantage of a firm. In opposition to other theories, entrepreneurs can influence the success of their organization by aggregating or creating a unique set of assets, differentiating their firm from other competitive organizations. Marketing and especially the development of marketing capabilities have been found to be one of the main frameworks to analyze and explain competitive advantages and even forecast performance outcomes in the RBT framework (e.g. Kozlenkova et al., 2014, p. 1). From the business-side as well as in academic research, there is a growing interest in the measurement of the contribution of the marketing-discipline on performance and first research has already indicated a positive impact of marketing capabilities on business performance. There are two main types of capabilities – customer-oriented and brand-oriented capabilities, which drive brand equity and organizational performance. The two concepts of marketing capabilities are based on two different views of the firm – the “outside-in” and the “inside-out” view of the firm, which both need to be considered when building successful brands (e.g. Urde et al., 2013, pp. 14–15). Customer-oriented marketing capabilities such as customer relationship management, market sensing capabilities or product development capabilities have been proven to contribute to business performance. The same holds true for brand-oriented capabilities such as branding, pricing or functional brand implementation and marketing communication. Analysis comparing customer-oriented and brand-oriented marketing capabilities has provided differing results. Higher levels of customer- and brand-oriented marketing capabilities have been found to result in higher financial performance (e.g. Vorhies et al., 2011, p. 752) Even though the overall effect of these marketing capabilities on profit growth rates is positive, there have been findings on some different directions in the effects of revenue growth and margin growth rate (Morgan, Slotegraaf et al., 2009, pp. 289–290). Later research confirms that the combination of customer- and brand-oriented capabilities is beneficial to business performance and improves the outcome and even future earnings of the firm (e.g. Angulo-Ruiz et al., 2014, p. 395). These previous findings prompt strong causal relationship between marketing capabilities – customer- and brand-oriented – and business performance. Hence, customer- and brand-oriented resources and capabilities need to be acquired and developed over time to support firms in their different stages of the life cycle to provide as competitive advantage (e.g. Sirmon et al., 2010, p. 1387) and contribute to firm performance.
OBJECTIVE OF THE STUDY

The goal of this research is to gain insight from young firms on the marketing-capabilities they had developed, their strategic view on marketing capabilities in their current stage of the life cycle and their judgment on the impact of their marketing capabilities on their business performance. Authors define the components of constructs measuring marketing capabilities in different ways. Marketing capabilities have been previously described as capabilities involved with the creation and management of brands, the management and development of customer relationships and the building of marketing innovation and knowledge on a strategic as well as a functional level. Based on an in-depth literature review of marketing capabilities in the RBT literature, the author has developed a general classification of marketing capabilities into a marketing capabilities matrix. The first dimension of these marketing capabilities is customer- and brand-orientation. In the second dimension, these capabilities are broken down in strategic and functional marketing capabilities (Buttenberg, 2015, p. 36). This research is a supplement to the previously identified concepts, allowing the researcher to further structure the findings generated for the marketing matrix. The results of the qualitative analysis provide information for the selection of the items to be included in the latent constructs of customer-based and brand-based marketing capabilities as well as business performance for future research.

ENTREPRENEURIAL CHALLENGES IN YOUNG FIRMS

Depending on their stage in the life cycle, firms are facing different challenges also in terms of development of firm value. Especially for young firms, where structures are still small, environmental conditions are a greater threat to the survival than they are to older and bigger firms. Young firms most likely have less resources available than larger firms and they are less structured and strategically planned (Gilmore, et al., 1999, p. 29). There is also a greater risk of failure for firms, when they are young of age and still small (Thornhill & Amit, 2003, p. 497). Capabilities might not be fully developed and market-based information will still be limited (Sinkula, 1994, p. 36). But – due to its small size and its newness – it is easy for young firms to act highly entrepreneurial, to innovate and quickly react to environmental changes (Weerawardena, 2003, p. 18). In the modern entrepreneurship literature, entrepreneurs are forming opportunities themselves, it is an important topic for CEOs and managers especially of young firms to acquire and develop capabilities that support business performance. In addition to entrepreneurial orientation, well-developed marketing skills can support innovation in these turbulent environments and contribute to the development of strategic orientations (Miller, Droge, & Toulouse, 1988, pp. 550–551). In the last decades, the discipline of marketing has been striving to become more accountable for business performance. Recent literature and analysis has shifted the
previous sole focus of functional marketing activities to a focus on the brand as the center of marketing and models have been conceptualized to assess the return on marketing investment. Unfortunately, empirical analysis focused on the development of marketing-capabilities in young firms is rare. This is surprising, since under the light of the creation of sustained competitive advantages, marketing capabilities deserve close attention. They can provide multiple benefits to young firms, not only in terms of financial performance and market effectiveness, but also argue for shareholder value (Srivastava et al., 1998, pp. 8 pp.), or for attracting and maintaining employees, a very scarce resource in young firms (Lievens, 2007, pp. 62). The few papers identified which analyze marketing capabilities in young firms mainly focus on brand-oriented marketing capabilities and are aimed at exploring the developments of marketing and brands in new firms. Especially the qualitative papers are concerned with founders or CEOs of new firms and analyze their perception of relevance of marketing, how they create the brand and make first branding decisions and measure their marketing activities. In regards to branding, there are two authors who have specifically engaged with the topic of the development of a brand in new firms. While Rode and Vallaster analyzed the status of branding with companies at the age between two and four years, Bresciani and Eppler focused more on the relevance of the brand, the attitude towards branding and the brand building process itself of companies with and age up to five years. Findings were that most companies at the age of up to four years had not decided on their final brand including strategic branding elements such as positioning, values etc. as well as their final functional elements such as name and logo (Rode & Vallaster, 2005, pp. 125–128). Of the slightly older companies (up to five years of age), most had already defined their strategic elements, but the functional elements were still unclear. (Bresciani & Eppler, 2010, pp. 359–361) Regarding marketing-communication, both studies confirmed the financial constraints. They also highlighted a lack of professionalism in communication and the lack of identifying suitable target audiences.

CUSTOMER- AND BRAND ORIENTED MARKETING CAPABILITIES

The discipline of Marketing itself is a core and long-developed discipline, which has evolved quite considerably in the last decades. Strategic and functional marketing capabilities are a key driver to provide strong sustainable economic value (e.g. Rust, Ambler, et al., 2004, p. 77), which is typically half of the market capitalization of a mature firm. Contemporary theories of marketing have raised the purpose of marketing from mere communicative support for sales and product presentation towards a more integrated, strategic role as value-driver with focus on shareholder returns (e.g. Day & Fahey, 1988, pp. 46). Also the focus of marketing has changed from a sole focus on how the brand is communicated to the inclusion of an outside-in view, traditionally based in customer behavior theory and customer satisfaction theories. Customer- and brand-oriented marketing capabilities are
representing different views on the firm – the outside-in and the inside-out view. These views also hold different implications and are based on different organizational assumptions. The customer-oriented approach is highlighting the outside-in view of the consumer on the firm. The theoretical base for customer-orientation roots in customer-behavior- and customer-satisfaction theories. Culturally, organizations which are very consumer-oriented set high importance on the fulfillment of customer needs, also on the individual level of the employee (Saxe & Weitz, 1982, p. 343). Consumer-oriented organizations display market-oriented behaviors such as a strong focus on individual customer needs and adherence to its changes. They also strategically segment their customers to better focus on specific characteristics of separate groups (Urde et al., 2013, pp. 14 pp). Especially capabilities in regards to the management of the customer relationship or market sensing capabilities as well as more functional capabilities such as the generation of customer feedback on products and product development capabilities have been proven to be connected to firm performance and profitability by a wide stream of research. The concept of brand-orientation is putting the brand as strategic hub in the center of its’ focus. High brand-orientation stands for a marketing strategy and marketing activities centered on the brand. Successful brands create awareness for the firm and evoke positive associations, support of a positive brand image and differentiate the brand towards competitors (Aaker, 1991, pp. 15 pp). Culturally, brand-oriented organizations share a strong brand-philosophy throughout the whole organization, framing how they operate from the inside-out. Capabilities such as branding capability, pricing or brand performance as well as more functional brand-oriented capabilities like the definition of the brand name and logo, market planning, marketing communication or marketing implementation fall in this group. Especially in the birth phase of a young firm, where resources are scarce and the organization is not structured, firms need to focus on the important capabilities to acquire and develop. Marketing capabilities can significantly support firm value. They are amongst the key capabilities firms have to develop to gain insights on customers, build customer relationships and leverage them for their success and create their own brand and brand elements, communicate it and position the firm against competitors. Even though several authors have already engaged in the analysis of marketing in the context of the Resource-Based Theory and have proven a significant impact of these capabilities on business performance, there are only few authors who have analyzed them in the context of small firms.

**METHODOLOGY**

As previously mentioned the constructs of marketing capabilities vary between authors and how they classify and compose the single components of these constructs in different ways. Since the topic of marketing capabilities in young firms is a quite untouched subject of research, the author wanted to
ensure that all relevant components of customer-oriented and brand-oriented capabilities and business performance indicators for young firms are considered. Because the research question posed by the author is also still a much undefined topic and previous research is limited, the author identified it as appropriate approach to analyze her research question. To assess the characteristics of marketing capabilities as well as business performance in young firms, the author decided to use semi-structured expert interviews as most appropriate research instrument. As the goal of this research is to gain insight from young firms on the marketing-capabilities, the author has based the surveys on the previously identified capabilities, which are a supplement to concepts of customer- and brand-oriented marketing capabilities identified in the literature review, allowing the researcher to further structure the findings previously generated and specify them to the requirements of young firms. To better understand the specific marketing capabilities needed and developed by young firms, qualitative in-depth interviews were conducted. The author adopts the principles of the key informant technique identifying interview-partners (Gläser & Laudel, 2006). Based on this technique, the ideal informant should have a role in community in which he has permanent access to the information sought, he should have transformed this information into knowledge and should be willing to share this knowledge (Tremblay, 1957, p. 692). Since the goal of the author is to analyze firm-level performance, the author focuses on the founders of single-business firms with an age of maximum ten years. The interview partners all hold CEO positions and are owners of their firm at the time of the interview. To avoid any bias in the firms selected due to the focus on a specific market, industry, product or country, a broad variation of firms was selected. The products and services produced by the firms vary from marketplaces and services to technical devices. Also, the company size varies very much, but the majority of the companies have only a low number of employees at the time of the interviews. To avoid national differences, the companies are chosen from two countries, Germany and the USA, the two strongest economies for innovation following the small economies of Switzerland and Singapore (Weissenberger-Eibl, et al., 2013, p. 21). This broad variety enables the author to recognize general marketing capabilities for young firms and identify performance indicators applicable to various markets. Table 1 provides an overview on the firms.
Table 1 Profiles of CEOs interviewed and their firms

For the interviews, the questions and an interview-guide are prepared according to the guidelines for such qualitative interviews with knowledge carriers. The questionnaire was split in different sections covering questions about the founders who were selected as respondents, their firms and their current stage of development as well as their marketing capabilities and their measures for the success of these capabilities and the business. To enhance descriptive validity, the interviews with the founders were taped and transcribed by the author for further analysis. In regards to interpretative validity, the author adjusts the language and usage of the terms for the constructs based on the language used by the respondents during the interviews, as recommended by experts. To ensure that the meaning of the expressions is interpreted correctly and to avoid any misunderstandings, the author asks the interviewees to explain the terms and then used them in the rest of the interview in the meaning they have defined (e.g. Polkinghorne, 2005, p. 139). The main structure of the survey and the sections are listed in Table 2.
Table 2: Sections of qualitative questionnaire

The questions generated by the author are pre-tested for logical consistency and unambiguity with seven managers holding leadership positions in startup-accelerators, venture capital firms and entrepreneurial consulting in the startup-environment as well as two academic marketing experts. In preparation for the interview, the author researched the financial background data if available on the firm and the founder or CEO who would be the interview partner. For cost and time reasons, the interviews are mostly held via skype. The consent of the participant and the technical setup provided, the interviews are video conferences and taped so the author is able to transcribe them for further analysis.

RESULTS

The interviews varied very much depending on the level of knowledge and affinity towards marketing of the respondents. The values and perceptions of the founders are significantly shaping the organizational development and strategy of the firm. The founding team, their values and personalities have a major impact on decisions regarding marketing capabilities. Decisions on which capabilities to
focus on and which marketing activities to pursue are significantly influenced by the founders’ competitive orientation, risk-taking and innovation-capabilities. All founders interviewed confirmed the importance of marketing capabilities. However, they were in different stages in the development of these capabilities. Every firm had already created a brand, even if it was only preliminary and had developed first marketing capabilities. Below, the developments are described in detail.

**Customer-oriented marketing capabilities**

Every founder who has been interviewed holds a perception of their customers and their needs. However, not all hold the same level of detail and some are only based on assumptions. Firms of which the founders had been previously working in the industry or had in-depth experience in the field the firm is operating in are defining their products for a clearly segmented and defined customer-base or in case of firm L several customer-personas. Given the often limited resources and budget, it was even recommended to focus on a very small and specific target audience in the beginning, because it is linear and homogenous in their interests and therefore easier to identify and market to. The founder of firm D indicated that the customer-base of his company changed over time and described that they had different requirements to his service and subsequently the marketing capabilities. Same was confirmed by several founders, who explained that they were adapting the product based on customer feedback. This finding confirms previous findings on small firms, which have been found to build their innovation capabilities directly through feedback from consumers because they more directly interact with them than bigger firms (Merrilees et al., 2011, p. 374). These learnings clearly indicate that in terms of strategic customer-oriented marketing capabilities, young firms start by identifying a customer need, very often in their immediate environment and then develop it through further customer feedback, very often in direct interaction with customers. The firms also use this direct interaction to build trust and relationships with potential customers and existing customers. Even though customer feedback has been indicated as important factor for the founders, the generation of feedback is mainly qualitative and unstructured. Sources are direct selling activities, contact with customers who bought or used the product or service or social media feedback from internet platforms such as Facebook. Only three firms (D, F and K) had systematic structures or regular cycles of generating user feedback for example through focus groups or customer surveys. To the contrary, two firms (G, J) even reported difficulty in generating quantitative direct feedback from customers for example through surveys. These sources are also suggested by literature for young firms. However, the use of sources like government agencies, trade associations, or similar associations as indicated by literature (e.g. Alvarez & Barney, 2010, p. 563), was not applied by the interview partners. However, whenever possible, all firms tracked user behavior to generate knowledge to further develop their products and services. Since the product is still
in the product or service prototyping phase or produced / provided in small quantities, the firms are still very flexible in adjusting their differentiation towards competitors, even re-defining the market they were operating in. For example, the service of firm F was first conceptualized for the market of consumer electronics instead of baby products. The firms are still very focused on the development and specification of their product / service. Even firms that were older like A (founded in 2008) and E (founded in 2011) were still optimizing their service and product and worked on customizability and differentiation towards competitors based on customer feedback. Based on these findings, it is clear that functional customer-oriented marketing capabilities are still in development. However, as previously mentioned, there is not so much need for systematic interaction with customers or CRM because there is a lot of direct interaction with the target audience, topic of the interaction mainly being the product / service.

When looking at the development of measurable indicators for customer-oriented marketing capabilities on the strategic and functional level, the following definitions can be derived:

**Strategic Customer-Oriented Marketing Capabilities:** The anticipation of customer needs and requirements are seen as clear advantage and the development of customer responsiveness is an objective. This goes in line with findings of previous research (e.g. Hooley et al., 2005, p. 26) and therefore needs to also be included as item in the assessment of these capabilities for young firms. To cover the strong customer-oriented mindset and strategic generation input of customer feedback throughout the organization, it is most appropriate to adapt a reduced version of the customer-oriented selling construct of the Selling Orientation - Customer Orientation Scale from Saxe and Weitz to cover these strategic customer-oriented marketing capabilities. It includes and summarizes all relevant components applied by the other customer-oriented strategic constructs (Saxe & Weitz, 1982, pp. 345–346). It has been widely used and adapted in literature for the analysis of strategic customer-orientation in marketing (e.g. Homburg, Wieseke, & Bornemann, 2009; Ramaswami et al., 2009; Bagozzi et al., 2012). This construct reflects the previously described direct contact with the customer and the capabilities required in the early stages of young firms. The benefit of this construct is that the items are focusing on the direct interaction between the firm and the customer and it also includes components that are measuring the relationship between the customer and the firm. Both are important for young firms to be successful and the main characteristics of customer-oriented marketing capabilities at that age.

**Functional Customer-Oriented Marketing Capabilities:** The main part of functional customer-orientation for young firms is the ability to understand the needs of the customers and to adjust and customize the products based on the needs. This goes in line with the findings in literature on the general functional customer-oriented marketing capabilities. (e.g. Hooley et al., 2005, p. 20; Song et al.,
It was also found that the development of high quality products can contribute to a positive reputation-development especially for new firms (Petkova, Rindova, & Gupta, 2008, p. 328). These product-related factors have also been described by the interviewed founders as the main items of functional customer-orientation. The firms are still developing their products and services and are seeking for customer-input to develop them and product-related capabilities are highly relevant to them. There is still no clear definition of customer needs and the firms have to react quickly to the changing market environment. Therefore, product management and differentiation capabilities such as the capability of the firm to provide a valuable, unique, in-imitable and un-substitutable product or service to the customer and to use the feedback generated to improve the product as well as the ability to develop the product faster than competitors, are key functional capabilities in customer-orientation for young firms in this phase and have to be included in the assessment. These factors can be evaluated through the scale for product uniqueness developed by Steensma and Corley (Steensma & Corley, 2000, p. 1067). The author has identified this scale as one of the most suitable scales for young firms to assess the functional components of the customer-oriented marketing capabilities in her empirical research. This concise scale not only provides measures on the customer-oriented marketing capabilities of product management, but it also puts them into competitive perspective.

**Brand-oriented marketing capabilities**

The topic of brand and branding was perceived very differently by the different founders. The term brand and brand-oriented capabilities were described and explained very differently by the several the founders. According to their records, they had all created a brand that was clearly differentiated based on the market characteristics of their product or service and the identified potentials. The level and depth of this strategic brand-orientation varied very much between the firms: Some founders defined brand as name and color of the logo (founder I), others defined it as key differentiator (founder D) and some as personality (founder L). Even though they were very articulate about their product / service and its' benefits, the majority of the respondents could not clearly describe the values their firm was standing for and how the differentiate in their positioning against competitors. This goes in line with the findings of other research in the field of startups and branding, which also highlighted this lack of clarity (Rode & Vallaster, 2005, pp. 125–126). The creation of the strategic and functional brand was described as an iterative process. Founder N mentioned that even though the theoretical steps were clear to her, she wasn’t able to plan the process, because according to her experience, it develops over time and in cycles of evolution. Some founders approached these strategic brand-oriented activities very consciously and integrated it in their business strategy whereas others relied more on their
intuition. Especially experienced founders, who had been previously working in the industry or founded firms before, are using their strategic brand-knowledge to differentiate the brand and conduct marketing tests. Based on the learnings gathered, adjust their brand strategy. Four of the fourteen brands had already undergone re-branding. Founder D even stated that he is redefining and readjusting his brand strategy on a regular basis. The marketing capability of pricing was mentioned by some of the founders as differentiator and they tested different pricing- and payment-models. Firm H even defined their new pricing model as one of their key differentiators, offering their services on a subscription-basis in comparison to the single-payment models used by competitors. Also specific channel strategies were integrated in the branding strategy. Firm G for example leverages their B2B customers as multipliers for their service and their brand. The founder of firm E also stated that since he did not have a product to show yet, the capability of branding, including strong values, a clear brand personality, the understanding of the competitive environment and a clear concept for a pricing and channel strategy is helping to sell the idea of the product to investors and other stakeholders such as strategic business partners. In terms of functional brand-oriented marketing capabilities, the name was described as the most important element of the brand. Other functional brand elements such as design varied based on the product or service. Founder B stated that a professional logo and website can make the company look professional, representative and bigger. This was also confirmed by the reports of founder K, who also mentioned strong branding guidelines and consistency in communication as main factor of success. However, the creation of the name is the central and main element of the functional brand. Important criteria for a successful brand name were a descriptive character, distinctiveness, memorability and a clear indication of the benefit of the product / service. These criteria were also identified by other researchers (e.g. Aaker, 1991, p. 196). Founder A and founder K stated that their name represented their services functionality and was well-understood, which helped a lot in becoming successful. This feedback is similar to findings in previous studies (e.g. Kohli & La Bahn, 1997, p. 69). The name of the service and website of firm F is close to the name of one of its’ competitors and it is pronounced in the same way. He reported this to be a disadvantage, because customers confuse his service and the service of the competitor. Also, promotion through recommendation via word of mouth is not easy if the name is not clearly spelled. Another important factor that was described by almost all founders when choosing a name is the availability of the web address of the name to ensure that marketing activities promoting the brand did not lead people to find the wrong page in the internet. This has also been identified as important factor in other research (Bresciani & Eppler, 2010, p. 359). The emotional value of a brand was described by founder L, who said that they changed their name to evoke different emotional reactions and perceive the brand as more personal and less functional. The ideal brand name for founder G was to have name which could
also be used as verb (e.g. google is used as googling). The identification of the right name is an iterative but non-structured process spent significant time in finding a name.

When looking at the development of measurable indicators for brand-oriented marketing capabilities on the strategic and functional level, the following definitions can be derived:

**Strategic Brand-Oriented Marketing Capabilities:** For the development of the strategic brand-oriented marketing capabilities, it is crucial to understand the market conditions as well as the potential for differentiation of the own brand. Therefore, founders who had previous experience in the industry of their startup, described this knowledge as clear advantage. Many pathbreaking decisions regarding the strategic setup of the brand are made in the early stages of the firm: how does the firm want to present itself, which values it stands for, what the personality is and what benefits it wants to communicate. Brand-orientation plays a key role in shaping the business model. Very often at this stage, a rather narrow interpretation of branding as just being the brand name and logo is exhibited (e.g. Wong & Merrilees, 2005, p. 157). However, it is of essence, that in the early stage of development, the firm exhibits strategic capabilities such as an understanding of the market and its’ characteristics, determines differentiation characteristics for the service or product, develops a pricing strategy and a communication channel strategy in order to be successful. Based on these findings for young firms, the author decided to draw from the “Marketing Proficiency” indicator created by Song and Montoya-Weiss (Song & Montoya-Weiss, 2001, p. 79). It summarizes an elaborate set of capabilities, which cover the main factors of strategic brand management also for young firms and therefore the author sees it as adequate measure use to assess brand-oriented strategic marketing capabilities.

**Functional brand-oriented marketing capabilities:** In terms of functional brand-oriented marketing capabilities, the name of the product or service is the most important element of the brand at this stage of the firm. Other brand elements such as design varied very much in development amongst the different young firms. Other functional brand-oriented marketing capabilities mentioned by authors in the previous literature reviews, such as marketing programs, advertising initiatives and the selection of appropriate marketing channels, were not (yet) seen as important factors. Young firm are still in the process of developing functional brand-oriented marketing capabilities. In most cases, brand guidelines are not developed and marketing planning and communication are not developed yet. Also financial constraints are limiting marketing activities and subsequently the development of capabilities in this field (e.g. Bresciani & Eppler, 2010, pp. 359–361). The brand name is the first functional element of a brand that most firms develop. It is also the most important element of the brand and the most difficult to change. Based on these findings, the author has identified naming-related criteria as best indicators for the assessment of functional brand-oriented marketing capabilities. As base for the scale, the items used are based on the indicators defined by Aaker about successful brand naming (Aaker, 1991, p. 196).
The scale has been enhanced by the inclusion of the requirement regarding the availability of the web-address (URL) which have also been confirmed by the founders in the interviews and the potential of the name to be “verbalized” (e.g. google => googling). The identification of the right name is an iterative but non-structured process spent significant time in finding a name. Due to its’ significant importance, the author decided to put a focus on naming for the analysis of functional brand-oriented marketing capabilities.

Business performance

The indicators for business performance mentioned in the interviews varied by founder based on the stage of the firm and the complexity of the market environment. The youngest firms, which were still in the stage of conceptualizing their products or services, measured their performance in terms of the relationships they were establishing with opinion leaders. For the firms that were already in the development of their product, market adoption was stated as crucial topic. Therefore, another popular measure, which was used by the majority of the founders interviewed, was the number of customers using the service and returning customers. For some firms in the early stages, the usage of the product or service is more important than financial performance and it is offered to potential customers without payment or at a reduced price. This indicator of usage or trial as indicator for business performance is common and rather specific for young firms and not as common in other research assessing performance in relation with capabilities. Based on these findings, the author decided to include the usage of the product or service and the purchase of the product or service in the construct of business performance. Finally, most firms reported to use revenue, profit and indicators for market adoption to measure business success. Since numbers are still small, they often look at growth rates more than actual numbers and are also focusing on returns. Regarding the specific measurement of the impact of the brand and marketing activities, most founders reported that the effort for measuring the success was too high at this stage of the organization. Therefore, most firms also indicated that they turned to business performance indicators to measure the performance of their marketing efforts.

When looking at the development of measurable indicators for business performance, the author has decided to measure organizational effectiveness based on business performance. The assessment of business performance is therefore composed of two sets of items, financial performance and product market performance.

Financial performance: As identified in qualitative research, there is no specific differentiation for the measurement of financial indicators for young firms. The author therefore turned to the widely used and renowned financial performance scale from Gupta and Govindarajan (Gupta & Govindarajan, 1984,
p. 34), which includes a broad spectrum of financial measures and covers the most relevant performance measures and has been preferably adapted in SME-research. The indicators covered include all measures mentioned in the interviews and range from sales levels to the ability to fund business growth from profits.

**Product market performance:** The number of customers engaging with the product or service is seen by many start-ups as early indicator for future performance. Getting customers to test the product or service and use it is very important for young firms to generate first trial and confirm customers into paying customers. Therefore, the author has decided to include market effectiveness measures based on the concept of Vorhies and Morgan (Vorhies & Morgan, 2005, p. 92) and the measures used by managers to assess marketing-related activities (Mintz & Currim, 2013, p. 20) as indicators for product market performance. These measures for business performance include number of customers using the products without payment and the number of returning customers without payment. Finally, the number of buyers as well as repeat buyers are also included in this indicator.

Another observation to be mentioned for the assessment of the development of marketing capabilities is the role of the founders in the development of the firm. Their values and perceptions are significantly shaping the priorities and the strategic setup of the firm. The decision, which capabilities to focus on and which marketing capabilities to acquire and develop, is significantly influenced by the founders’ competitive orientation, risk-taking and innovation-capabilities (e.g. Covin & Slevin, 1989). Therefore, when modeling customer- and brand-oriented marketing capabilities for young firms, it is important to consider this factor of strategic posture in the assessment. There is a substantial body of research, dedicated towards the characteristics of strategic posture. The concept of strategic posture by Covin and Selvin is a commonly used measure for the competitive orientation of the firm (Covin & Slevin, 1989, p. 75). It is defined by the way management addresses innovation, their motivation to take risks for their business and how proactive they are in addressing development. To ensure that this special situation of founders and young firms is reflected, the author recommends to introduce the concept in the assessment of business performance, which moderates the relationship between marketing capabilities and business performance.

**DISCUSSION**

Depending on the stage of development in the life cycle, firms are confronted with different requirements and challenges in regards to the development of their capabilities. Young firms are facing special challenges in the establishing of capabilities while they are still developing their strategy and their organization. Marketing capabilities are amongst the key capabilities to drive business performance and need to be developed already early in the beginnings of the firm. The effect of
management attitude and the underlying strategic assumptions about the market on the development and the focus of marketing capabilities cannot be underestimated. The results of the interviews show that founders are well aware of the importance of marketing capabilities. However, the knowledge about and professionalization of these capabilities varies in between firms. The development of customer-oriented marketing capabilities is very often based on the experience of the founders in the industry. Feedback is mainly gathered through personal interaction with customers and there is no systematic process for input. There is a very strong focus on product-development, which is also reflected in the focus of functional customer-orientation. Based on these findings, it can be clearly stated, that customer-oriented marketing capabilities are acquired and developed differently in young firms in comparison to older firms. Also the focus of brand-oriented marketing capabilities in young firms is slightly different. Since the functional brand is not yet defined, naming and the creation of corporate design are most prevalent. The identification of the right name is an iterative but non-structured process spent significant time in finding a name. The development of other brand elements and brand guidelines varied very much between the firms. One more thing to highlight is that besides the criteria of name clarity and distinctiveness, the suitability for internet-usage (e.g. no other users of the keyword) needs to be considered. The concept of a brand itself and the level and depth of strategic brand-orientation varied very much between the firms. Depending on their brand-orientation and knowledge, the brands were at different stages of development. Brand differentiation and testing is highly relevant at that stage to generate valuable learnings for the next stage of development. As previously described, managers of young firms have to be innovative and open to innovation, proactive and embrace risk-taking to ensure the success of their firm. This also holds true for marketing capabilities. The development of customer- and brand-oriented marketing capabilities is an iterative process and the capabilities need to be constantly assessed and adapted to the new challenges of the firm.

CONCLUSIONS

This paper makes a contribution to the understanding of the development of marketing capabilities in young firms. It adds to existing knowledge by further exploring the concept of life cycle development in regards to the Resource-Based Theory and its’ definition of capabilities. Limitations of the study include the focus on only the development of marketing capabilities. Other capabilities which are closely connected to marketing capabilities such as research and development or innovation are not considered. Also, the focus of the research is on the internal view of the firm and the external environment and the market are not considered. The use of a qualitative method represents another limitation, which does not allow for generalization. In a next step, these findings need to be
quantified. The novelty of this research lies in the analysis of marketing capabilities which are specifically important for young firms and how founders develop these capabilities. It adds to existing literature by investigating if the customer- and brand-oriented marketing capabilities deemed necessary, also apply to the specific situations of firms in the early stages of development. Since marketing capabilities are a key driver to provide strong sustainable economic value, it is important for young firms to develop them early on to support them in their different stages as competitive advantage.
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ABSTRACT

This paper presents a model of network life-cycle based on the literature on network and alliance evolution. Though networks are considered strategically relevant to firms’ success, in particular in a context of small businesses, many evidences report the high failure rate of inter-firm cooperation strategies. The literature on whole network has been mainly devoted to study network structure, governance and outcomes, while longitudinal studies on network evolution and critical factors leading to untimely termination are scant. Starting from this premises, this paper describe the first step in a more comprehensive research project aimed at defining the critical issues that occur in each stage of a network life-cycle, by matching different literature stream (network evolution and life-cycle, network termination) with subsequent empirical investigation on business network contract drafted following the specific regulation introduced in Italy since 2009.

By analysing the first stream of literature, we propose here a life-cycle model made of the following stages: formation, operation, performance evaluation, consolidation and decline; these stages belong to what we called “physiological life-cycle”, while each stage could result in a “pathological path” determined by some specific critical factors which can undermine the successful evolution of the network. The whole research project presents theoretical contribution to this specific stream of research, and also relevant managerial implications by describing and testing the main issues that a network manager should be ready to face in the dynamics of networks operations.

Keywords: networks, inter-firm network, business network, network life-cycle, network evolution, network termination, strategic alliances, business network contract. Abstracts should contain no more than 250 words. Write concisely and clearly. The abstract should reflect only what appears in the original paper.
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INTRODUCTION

Networks relationships are often strategic for the success of firms, especially in a context of small businesses, usually facing resources and knowledge constraints. The literature on networks is vast and focused on different topics, like for example the structure of the relationships, the governance of the networks and the prospected outcomes for member firms (Provan et al. 2007). In this paper the perspective chosen is that of inter-firm networks, namely networks created among firms, and the level of analysis is the network itself. The idea is that a formalized network is an institution separated from its partners and which has its own life and evolution in a context that can be conceptually isolated, even if it experiences influences from the macro-level (the environment) and the micro-level (the single partner firms). The paper is part of a more comprehensive research stream starting from the emergence of a new form of organisation, the “business network contract”, created in Italy by a specific regulation since 2009.

Previous studies conducted on this topic revealed the strategic factors affecting the success of this kind of networks (Cantele and Vernizzi, 2014; Cantele et al. 2016) and the impact of network relationships on firm performance (Cantele and Vernizzi, 2015; 2016).

The Italian experience appears to be successful if we consider the increasing number of contracts drafted since the beginning: at the end of 2011 contracts were 214 with 1.065 firms engaged; in April 2017 the contracts drafted were 3.588, with 18.079 firms involved.

But different studies assert that cooperation strategies like alliances have a high rate of failure, so that the shared idea of their critical relevance is challenged by the evidence of the difficulties in carrying on the relationships with effective outcomes (the “alliance paradox”, Kale and Singh, 2009). Consequently, studies on inter-firm networks are increasingly expected to describe their path of evolution, through longitudinal studies (Provan et al. 2007) which can capture the dynamics of networks and the risk they face in the different stages of their life; the main implicit risk is that of ending the cooperation without reaching the strategic purposes for which the network was created.

This paper is aimed at defining a theoretical framework based on that part of literature on networks and strategic alliance dedicated to life-cycle models and evolutionary path; the idea is that networks and strategic alliance undergo a certain evolution through stages similar to life-cycle, a model already used at product, firm or industry level. Instead of describing the antecedents or success factors broadly studied in the literature (Christoffersen, 2013), the focus is on critical factors which can prevent the network from its physiological path of evolution, leading to untimely termination or stagnation of the relationships.

The first part of this project is presented here, with an analysis of the (scant) literature on network life-cycle or network evolution, and with a first theoretical contribution in terms of stages definition and a
preliminary recognition of the main aspects considered critical as they can prevent the positive network dynamics.

**NETWORK LIFE-CYCLE MODELS**

The literature on networks has considered different forms of evolution and change, useful to better understand network forms of cooperation in a dynamic perspective. Some authors describe the evolution of networks (or similar inter-organisational forms of cooperation, like strategic alliances) in terms of stages in a life-cycle model. The life-cycle model was first introduced to describe the development and growth of organizations over time by Alfred Chandler in 1962. If we consider networks as higher-level institutions separated by the firms they connect, it is possible to hypothesize similar stages in their life.

Wegner et al. 2015 analysed 28 small firm networks (SFN) in Brazil and proposed a life-cycle model based on three main stages: birth and formalization, development and consolidation, decline and eventual closure; they analysed the literature and interviewed some experts in order to arrive to a shared vision of stages in the life-cycle; they also define some dimensions that are relevant to understand in which stage is the network placed: engagement/commitment, governance, information exchange, management, process and routines, service portfolio offered by the network and trust. Among critical factors which lead to termination, from the qualitative analysis they deduce the work overload on a small number of members in charge of organizing activities, the lack of commitment from many participants (which reduced remaining members’ motivation), the differing business profiles amongst network members, the insignificant outcomes from the collaborative strategies, the dependency of the SFN on the public program and the lack of continuity of consulting support offered by it. As implications they suggest higher managerial efforts, the creation of a managerial structure (like the network manager), the cooperation with other networks in order to reach scale gains and cost sharing and also a larger size in networks, as the smallest were usually weak.

Ahlström-Söderling 2003 presented a longitudinal case study of a small firms’ network in the wood-manufacturing industry in Sweden; they describe the evolution of the network in terms of “living” system, which encompasses three main phases: formative, normative and integrative. The normative phase can be divided in two parts, so that four stages can emerge, with reference to two relevant dimensions of relationship orientation and task orientation. The first stage (formative) is characterised by high levels of relationship and task orientation: in this phase the entrepreneurs are connected with strong ties in order to define the way by which their vision could be implemented. The first half of the second stage (normative) is characterized by high task orientation but lower relationships: here the network strive for maximisation/optimisation through increased standardisation and formalisation. In
the second half of the second stage (normative) the focus is more on internal efficiency in the network, rather than on products and market; this phase is characterized by low task and relationship orientation. Finally, in the fourth stage (integrative) the relationship orientation is increasing (while task orientation remains low); in the network a new organization emerges, with a renovated style of leadership and new firms emerging: this lead to a renewal in the project, which defines the start of a new cycle.

Kale & Singh 2009 analysed the strategic alliances, which are described as increasingly relevant to competitive success but paradoxically difficult to conduct in a successful manner, without coming to end before reaching their aims. The life-cycle of strategic alliances is made of three main stages: formation and partner selection, governance and design, post formation alliance management. Each of these stages has some critical factors which characterise the phase and which can lead to unsuccessful outcomes if they are not conveniently managed. In the formation stage the partner selection is critical: partners have to be complementary in terms of non-overlapping resources; they must be compatible in terms of working styles and culture, and must be committed to supply the resources in the alliance but also to make short-term sacrifices to reach long-term alliance objectives. In the second stage the governance of the alliance should be designed, with equity ownership or with contractual provisions which clearly define mutual rights and obligations; but the governance is also made of some soft components referred as relational governance, such as trust and reputation. Finally, in the alliance management it is important to establish coordination mechanism, such as programming, hierarchy and feedback; in this phase the major stress is placed on the development of trust, which many studies indicate as critical success factor, as it helps partners to work more cooperatively. If these are the drivers of strategic alliance success through their different stages, it is important to work on some building-blocks of alliance capabilities in firms; from this point of view the main suggestions of the authors are referred to prior alliance experience, the creation of a dedicated alliance function, the implementation of firm-level processes to accumulate and leverage alliance management, know-how and skills within the firms.

Kumar 2014 presented a life-cycle model of strategic alliance based on three main stages: formation, operation and outcome. At the formation stage, the allying firms are engaged in the task of negotiating the contract. At the operation stage, the partners begin to implement the negotiated agreement. The outcome stage gives the partners the opportunity to assess alliance performance. Each of these stages is characterized by a peculiar kind of ambiguity, and consequently requires a convenient management of ambiguities, in order to avoid critical factors leading to alliance termination. In the formation stage the main risk is related to partner ambiguity, which refers to the suitability and appropriateness of partners, in terms of complementarity, compatibility and commitment. In the operation phase the
ambiguity usually refers to process discrepancies, which means that the partners do not interact effectively with each other, due to different factors like opportunistic behaviour, cultural clashes, fairness concerns and inadequate managerial mechanisms. In the outcome stage the evaluative ambiguity refers to the decision to persist with the alliance when it is experiencing an unfavourable outcome discrepancy (the alliance is not meeting its expected goals); in this case the discrepancy in outcomes could stem from environmental volatility or from problems in the alliance, and could also reflect unrealistic or divergent expectations for the alliance. The author suggest precise managerial implications to cope with these ambiguities and their peculiar outbreak which could compromise the evolution of the alliance through its life-cycle stages.

Jap & Anderson 2007 considered inter-organisational relationships and used two different theoretical framework to describe the life-cycle and the development of relationship; the stages in life-cycle are five or six: the awareness (1) of the possibilities another organization presents, the exploration (2), the expansion (build-up)(3), the maturity (4), the decline (5) and eventual dissolution (6). The hypothesis relate to the idea that some properties of relationships are low in exploration, higher in expansion, highest in maturity and lowest in decline; these properties relate to goal congruence, information exchange norms, relationship harmony, overall dependence of the parties from the relationship, idiosyncratic time investments by one side, idiosyncratic adaptation investments of existing routines by one side, bilateral idiosyncratic investments, the organization’s trust in other organizations, the organization’s willingness to take risk, the organization’s outcome given comparison level of alternatives, the inverse of the number of seriously considered alternative partners. From the quantitative analysis, they found that usually the properties do not reach the zenith in maturity phase, as in this phase the levels are similar to build-up or lower; some properties also follow a different pattern: information exchange norms and goal congruence reach the maximum level in the expansion phase rather than in maturity, while the lowest properties are usually found in decline.

This first part of literature analysis is based on the idea that networks evolve through some pre-defined stages, similarly to what happens in biological life-cycles; if each stage is characterised by some peculiar aspects, the risk of not-evolving to the subsequent stage is dependent on the respective factors, while the effects of regression at any stage is stagnation and probable dissolution of the network.

NETWORK EVOLUTION WITHIN ITS EXTERNAL ENVIRONMENT

Another part of the literature is dedicated to network evolution, and aims to describe the possible patterns of change, without recurring to pre-defined and consecutive stages like in a life-cycle model; in this studies the evolution of network is usually described with reference to the industry (Valdaliso et al. 2016), the environment (Koka et al. 2006), the relationship with other networks (Lin et al. 2010) or the
technology life-cycle (Codini 2015; Suire & Vicente 2014), or is referred to relationships entailed by the firm along its life-cycle (Hite & Hesterly 2001; Strobl & Kronenberg 2016).

Valdaliso et al. 2016 examined six clusters in the Basque region by tracing their possible evolutions with reference to that of the industry they belong to. The industry evolve through a life-cycle model which is made of three main stages: an embryonic stage with small output, a growing stage and a mature stage, with decline in the number of companies and employees. By combining the industry evolution and cluster evolution, four scenario are defined: adaptation/renewal when both industry and cluster are developing; sustainment and maturity when both are not changing noticeably, transformation when industry is not evolving while the cluster do, and lock in and decline in case of cluster not evolving in a context of industry development. The contribution of the article lies in having shown that clusters do not necessary evolve in line with their industry, and the driving factors behind cluster evolutions are cluster knowledge base, social capital and public policies.

Koka et al. 2006 proposed a framework of four patterns of network change, depending on some environmental characteristics; the two environmental dimensions analysed are uncertainty and munificence; environmental uncertainty has been defined as the inability of a firm’s managers to "accurately assess the external environment of the organization or the future changes that might occur in that environment" (Dickson & Weaver, 1997: 405), while munificence refers to the extent to which resources available to a firm are plentiful or scarce, after taking into account the number of firms competing for those resources (Anderson & Tushman, 2001), and is an index of the capacity (Dess & Beard, 1984) of the environment to support the firm and its strategies. Four environmental scenario are possible by considering the matching of increase or decrease in the two considered dimensions (uncertainty and munificence). The evolution of networks could be defined with reference to tie creation or deletion, and portfolio size and range, and is labelled consistently with each scenario: network shrinking (decrease in uncertainty and munificence), network churning (increase in uncertainty and decrease in munificence), network strengthening (decrease in uncertainty and increase in munificence) and network expansion (increase in uncertainty and in munificence). The patterns of change are not only dependent on environmental evolution, as their scope is moderated by the strategic orientation of the firm.

Lin et al. 2010 recalled the patterns of network change (Koka et al. 2006), but introduced a third dimension of change determined by the relationship with another network, such as internetwork co-evolution (the simultaneous changes and developments in networks (the selection, retention and variation of network actors) caused by the interactions between networks that are linked by technology and institutional ties. It is necessary to consider all the levels involved when studying networks: the macro-level is referred to network-environment relationships, the meso-level to the single network,
while the micro-level is referred to each firm participating in the network. The idea is that changes occur both top-down (mainly through institutional ties) and bottom-up (mainly through technology ties).

Different authors analysed the impact of technology on networks and clusters; Suire & Vicente 2014 studied the clusters and their resilience, such as the ability to develop by disconnecting their life-cycle from those of the technology they produce, while Codini 2015 analysed the evolution of network relationships during the different stages of technology life-cycle, in terms of different categories of stakeholders which reveals fundamental in passing through these stages.

When networks are considered as the combination of different relationship which a firm entails in its operating activity, it is possible to analyse how this relationships evolve along the whole firm life-cycle on in specific stages of it.

Hite & Hesterly 2001 analysed the evolution of networks (relationships with different actors created to obtain legitimacy and consensus) within the first stages of a firm (emergence and early-growth) and found that the networks tend to evolve from “identity-based”, where some type of personal or social identification with the other actor motivates or influences economic actions (Granovetter, 1992; Uzzi, 1996) to a “calculative network” (Williamson, 1993) to refer to egocentric networks where the focal actor’s ties are primarily motivated by expected economic benefits. This evolution is leaded by three main evolutions; the first is from embedded ties (relationships characterized by trust and reciprocity) to arm’s-length ties (relationships based on impersonal ties, motivated by self-interest); the second is form cohesion to bridging structural holes, which means passing from dense mutual network to network useful to connect firms which would not be connected otherwise); the third transformation is from path dependence to intentionally managed network, which outlines the change from pre-existent social networks of the entrepreneurs to new relationships in which the firms try to gain the new resources needed to operate.

When the single firm is the level of analysis, it is also possible to study how the network of relationships evolve in the whole life-cycle model of the firm; Strobl & Kronenberg 2016 presented the case of Alpine hospitality entrepreneurs and found which relationships proved to be more relevant across the stages of existence/survival, success, take-off and resource maturity.

In a completely different context, Roloff 2008 described the life-cycle model of a multi-stakeholder network, where stakeholders are defined “as groups or individuals who can affect or are affected by the solution to the problem addressed by the network” (Roloff 2005: 12). Even if this kind of organisation (like for example the UN Global Compact) is completely different from a business networks, the stages described are useful in an approach where network is in general a group of relationships among different people or organisations. The model describe how this group organise the
decision-making process in order to solve the “common problem” addressed by the network; the stages are seven: the initiation phase, the deliberation (composed by acquaintance, first agreement and second agreement), the action (composed by implementation and consolidation) and finally institutionalisation/extinction.

PROPOSED MODEL OF NETWORK LIFE-CYCLE

The literature on networks, strategic alliances and similar forms of inter-organisational cooperation has proposed different life-cycle models, based on the identification of a number of stages ranging from three to seven.

<table>
<thead>
<tr>
<th>References</th>
<th>stages of life-cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wegner et al. 2015</td>
<td>birth and formalisation</td>
</tr>
<tr>
<td>Dwyer et al. 1987</td>
<td>awareness</td>
</tr>
<tr>
<td>D’Aunno and Zuckerma 1987 n</td>
<td>emergence (of a coalition)</td>
</tr>
<tr>
<td>Ring and Van de Ven 1994</td>
<td>negotiation</td>
</tr>
<tr>
<td>Spekman et al. 1998</td>
<td>anticipation and engagement</td>
</tr>
<tr>
<td>Zineldin 2002</td>
<td>discovery</td>
</tr>
<tr>
<td>Ahlström-Söderling 2003</td>
<td>formative</td>
</tr>
<tr>
<td>Roloff 2008</td>
<td>initiation</td>
</tr>
<tr>
<td>Jiang et al. 2008</td>
<td>partner selection</td>
</tr>
<tr>
<td>Kale and Singh 2009</td>
<td>alliance formation and partner selection</td>
</tr>
<tr>
<td>Kumar 2014</td>
<td>formation</td>
</tr>
<tr>
<td>Valdaliso et al. 2016</td>
<td>emergence</td>
</tr>
</tbody>
</table>

Table 1. Different stages of life-cycle models presented by the literature
Table 1 synthesized the analysed models, which differ with reference to the number of stages and the definition of them. Some proposals start the analysis of stages by considering also the preliminary activities carried out before the formalisation of the network (e.g. Spekman et al. 1998 and Roloff 2008); as for the final stages, some models distinguish between decline and dissolution, or present a final “stabilized” structure stemming from the experience gained through the life-cycle (e.g. institutionalisation, stabilisation). When strategic alliances are considered, a finale phase dedicated to performance evaluation/outcome definition is considered; from this point of view, a network among organisations aiming at common purposes is considered successful when it attains its objectives; this is therefore a necessary step towards further actions like termination of the alliance rather than the re-statement of new strategic purposes. The central parts of the models are composed by a varied number of phases, from two until three: after a first stage of “formation” in which the network is not already going at operating speed, the second stage is of development/growth, while the third usually refers to maturity/consolidation.

By matching the different models found in the literature, we propose a model of network life-cycle referred to the case of business network contract; in this case the preliminary part of the network is already defined by the drafting of the contract, even if some changes can occur, for example in the participants firm, (when a partner is going out or some others are joining the network) or in the design and governance of the network, as the contract can contain only a general agreement without defining process peculiarities. The proposed model will be empirically tested on case studies of networks encompassing the different stages of the model in a second part of the overall research project. The purpose of the future research is to describe the model in its phases but also to define the critical aspects which prevent the evolution of the network through the different stages and lead to termination without a successful attainment of proposed aims.

The proposed stages are:

1. Formation: in this stage the partners negotiate more in details the purpose of the network, the governance structure, the management and organisation of activities, the game rules and the task attributed to each, but also the services offered by the network;

2. Operation: in this stage the activities and initiatives are implemented, the organisation and management tested and the first preliminary results recognised; this is also the stage in which the relational capabilities are put into action and the first problems or conflicts have to be solved within the network;
3. Performance evaluation: after a suitable period of activities the output and outcomes of activities are evaluated by the network members, in order to come to the crucial decision which lead to the definition of the fourth stage;

4. Decline or consolidation: if the performance evaluation is positive and the experience of relationships and problem-solving is good, the network is destined to consolidate; in this case new strategic purposes are defined or the same are re-proposed for future periods; if something goes wrong it is highly probable that the network will decline and be closed.

**Figure 1: the proposed model of network life-cycle**

Figure 1 illustrates the proposed model, in which the physiological life-cycle is described as the “normal” evolution through the stages of formation, operation, performance evaluation, consolidation and decline. The pathological paths are deviations from the expected evolution, occurring when critical factors peculiar to each phase cannot be solved timely in a reasonable way, leading to untimely termination, without reaching the planned strategic purposes of the network.

**CONCLUSION**

This paper is a first step in a more comprehensive research framework, aimed at describing the risks of failure in inter-organisational cooperation in the context of an evolutionary model of relationship. In this paper we analysed and selected the relevant literature on network evolution, starting from a lifecycle model which - usually referred to single organisations - is here applied to second-level
institutions (like networks, alliances, and other forms of inter-organisational structures). The defined stages in the proposed life-cycle model will be further analysed in a second part of the research project, by introducing in each stage the critical factors highlighted in previous literature on network/alliance termination.

In fact, research on success factors is vast in the field of networks and/or alliances, while several evidences suggests that all the kinds of inter-firm cooperation are often not successful as they were hoped to be, with high failure rates of alliances described in several studies, leading to the so called “alliance paradox” (Kale and Singh, 2009).

When the success of inter-firm cooperation has to be evaluated, it is necessary to define what is performance at network level (for a classification see Christoffersen et al. 2014); from a generic definition of performance, we can assume that a network is performing when it reaches its strategic objectives. This usually requires an evolutionary path through which the network is formed, developed and consolidated to its tasks (the physiological life-cycle in figure 1); this means that when unfavourable circumstances occur (the critical factors in the pathological paths in figure 1), the evolution of the network through the proposed stages is put at risk, with higher probability of termination before reaching the original purposes of the strategic cooperation.

From this point of view, unsuccessful outcomes can stem from early-stage termination (occurred during the life-cycle stages prior to physiological decline), or from a situation of stasis, in which the network exists but is not active at all.

Some critical factors have already been studied in those articles dedicated to the management of networks or strategic alliances, sometimes with reference to the issue of stability (Jiang et al. 2008), to the management of ambiguity (Kumar, 2014) or giving emphasis to the evolution of collaborative practices among networks (Verschoore et al. 2015).

The analysis and collection of these critical factors will be done in a second step of research by the match of the literature on network life-cycle/evolution - here presented - with the literature on network termination; each identified critical factor would then be put in the specific stages of life-cycle/evolution model; this theoretical contribution would be further enriched by empirical investigation with longitudinal analysis of network cases positioned at different stages of their life-cycle and thus experiencing different critical factors. Our research has also some relevant managerial implications, as it aims to describe the pathological paths which the network managers have to avoid to assure a long-live and above all successful existence of the network.
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ABSTRACT

For a long time, managerial and organizational studies have debated the topic of value co-creation, underlining the need to involve all actors in shared pathways to “collect and use” their information. In recent years, thanks to advancements in knowledge offered by information and communication technologies (ICTs) and computer science related to Big Data, new opportunities have emerged with reference to the “use” of information to improve the quality and effectiveness of organizational strategies. Reflecting on these opportunities, this paper aims to analyze the topic of Big Data in the light of service logic and systems thinking, underlining the implications for organizations’ strategies and survival. The principal aim is to define some essential key points for organizations interested in the “use” of Big Data, offering them the opportunity to improve the positive effects of efficient, effective and sustainable use of information and thus build value co-creation strategies in the emerging knowledge economy.
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INTRODUCTION

Over time, society has progressively shifted from a tangible and linear structure to a more indefinable and articulated configuration (Stacey et al., 2000; McElroy, 2003; Stacey, 2007; Rotmans and Loorbach, 2009). Traditional managerial and organizational approaches have been gradually acknowledged as inadequate to support the understanding and managing of emerging phenomenon. Therefore, new skills and capabilities are needed to face the challenges imposed by the knowledge economy (Teece et al., 1997; Hefley and Murphy, 2008; Schmenner et al., 2009; Barile et al., 2014, 2015a).

According to Kessels (2004), in emerging social and economic configurations “the application of knowledge adds more value than the traditional economic factors like capital, raw materials and labour” (p. 165). Recognizing the relevance of this perspective, the real problem concerns how to
determine the ways in which knowledge affects an organization’s ability to generate value (Matusik and Hill, 1998; Tsai, 2001; Carlucci et al., 2004; Del Giudice et al., 2016).

With the aim of investigating this issue, several researchers have analysed the ways in which knowledge is shared among different entities (Gruber, 1995; Nonaka et al., 2000; Barile et al., 2015b; Saviano et al., 2016), the dimensions and processes able to support or hinder knowledge sharing (Haldin-Herrgard, 2000; Caloghirou et al., 2004; Evangelista et al., 2016) and the role of technologies in supporting knowledge sharing (Alavi and Leidner, 2001; Earö, 2001; Ipe, 2003). All these contributions have offered relevant advancements in knowledge and stimuli in terms of reflections in the field of knowledge management, but the basic assumptions on which they are based are changing as a consequence of the emerging topic of Big Data (Zikopoulos and Eaton, 2011; McAfee et al., 2012; Provost and Fawcett, 2013).

As posited by Davenport et al. (2012), Big Data support the learning of organizations that are “beginning to understand their business environments at a more granular level, are creating new products and services, and are responding more quickly to change as it occurs” (p. 43). In this vein, they offer the opportunity to combine more different sources in common and shared pathways useful for supporting several organizational activities (Hampton et al., 2013; Callebaut, 2012; Chen and Zhang, 2014).

Analysing the role of Big Data, it can be argued that they support alignment between organizations’ strategies and environmental trends by offering organizations the opportunity to develop in-depth understanding of the elements that affect social and economic dynamics (Chen et al., 2012; Snijders et al., 2012). Thus, Big Data appear to constitute a considerable opportunity for organizations, but – widening the perspective – some drawbacks, for instance ethical issues, can be identified if they are not correctly used (Gantz and Reinsel, 2012; Fan and Bifet, 2013; European Commision, 2016). In this vein, several research questions can be defined with reference to the advantages of investing in the management of big data and there are some doubts in terms of the capabilities of organizations to use Big Data effectively to improve the quality of their strategies.

In line with this, the increasing attention paid by organizations to Big Data could be a hazard if they are not aware of how they can be used and what is needed to exploit them. To enhance the existing literature on these topics, the rest of paper is structured as follows: in the next section, a possible theoretical and conceptual framework to broaden knowledge of the ways in which Big Data could affect organizations’ performance and strategies is proposed. A conceptual model designed to enrich the state of the art of the role of Big Data in the knowledge economy is then defined in light of service logic and systems thinking. In the fourth section, the theoretical and practical implications of the
Reflections herein are analysed and finally some conclusions and future directions for research are proposed.

THEORETICAL AND CONCEPTUAL FRAMEWORK

A service view of Big Data

As underlined by several researchers and practitioners, we are living in a service economy (Gallouj, 2002; Lusch et al., 2007; Vargo and Lusch, 2008; Buera and Kaboski, 2012; Metcalfe, and Miles, 2012). According to Barrett et al. (2015), “the complexity of intra-organizational structures and interorganizational value networks create new demands for professional coordination services internal to the firm (e.g., supply chain management) or outsourced to specialized firms (e.g., supply chain mediation, third and fourth party logistics, professional service firms)” (p. 135). This increasing attention focused on the service domain has progressively required a radical change in perspective, supporting the emergence of a new service-dominant paradigm in which all social and economic activities can be analysed in terms of the services exchanged; these are obtained through interplay between resources, and the competences and knowledge of all actors involved (Barile et al., 2012; Golinelli et al., 2012; Lusch and Vargo, 2014; Polese et al., 2016).

According to Vargo et al. (2008), in this emerging scenario, organizations should move beyond the traditional “industrial view”, which is based on transactional approaches, instead building shared pathways with all the actors involved in their ecosystem to co-create value. To implement this approach, organizations should build collaborative pathways based on resource sharing and reciprocal understanding (Barile and Saviano, 2010).

In this line, the relevant change is a shift from a vision based on hierarchical and mono-directional relations between organizations and markets to one based on collaboration and bi-directional relations, as shown in Figure 1.
According to the representation shown in the Figure 1, the emerging social and economic configurations require that organizations constantly adapt their strategies and behaviours on the basis of information provided by the business environment. Business environment involves all important partners, significantly affecting the success of a firm: customers, suppliers, shareholders, employees, sub-contractors, regulators potential local and global partners, etc (Perko et al., 2015). In past years, this process required direct interaction between organizations and markets to acquire the information needed to improve the general quality of the strategies adopted (Henderson and Venkatraman, 1993; Reich and Benbasat, 2000). Today, thanks to the opportunities provided by Big Data, a new general pathway can be defined as shown in Figure 2.
Specifically, Big Data offer organizations a synthesis of the “relevant” information offered by the business environment, combining different sources of information to support the definition of strategies and behaviours aligned with the “average trends” of the business environment expectations. By this means, Big Data reduce the efforts required of organizations for the acquisition and use of data related to market trends, but at the same time they also reduce organizations’ ability to build direct relationships with the actors involved in their ecosystem. Thus, in a service economy Big Data reduce organizations’ ability to personalize their value propositions because they address organizations’ strategies in light of the average trends of market. Therefore, it is possible to state that:

Big Data improve the quality of organizations’ strategies in a service economy only in the case that there is strong similarity between the actors involved in the ecosystem.

A systems view of Big Data

The knowledge economy can be considered to be the results of a networked environment in which all actors exchange information with the principal aim of ensuring survival over time. According to this definition, the knowledge economy can be viewed as a system in which all the parts interact through the exchange and sharing of information. These processes support the actors’ ability to improve the quality, efficiency, effectiveness and sustainability of their pathways and strategies on the basis on the information provided by the external environment (Di Nauta et al., 2015).

This synthetic description offers a general picture of the ways in which the actors define their pathways, highlighting the existence of a strong interrelation among all the actors involved in the same environment. With reference to this, a relevant issue emerges with reference to the variables and dimensions able to affect the exchange and sharing of information between the actors involved in the same pathway (Lee, 2001; Tsai, 2002; Blumenberg et al., 2009; Ekinci and Baykasoglu, 2016). To address this issue, an interesting contribution is offered by systems thinking as a general interpretative framework in which the relevance of interaction among the parts to ensure the survival of the whole is underlined (Beer, 1979; Checkland, 1981; Emery, 1981; Capra, 1996; Jackson, 2003; Golinelli, 2010; Barile, 2013; Barile et al., 2016).

Among the research streams rooted in systems thinking, interesting contributions to broadening perspectives in the study of Big Data can be derived from the viable systems approach (VSA). According to the VSA, every kind of social and economic configuration aimed at ensuring survival in a specific context can be considered a system and can be represented in terms of information units, interpretation schemes and categorical values (Barile, 2009; Saviano et al., 2014). More specifically, information units comprise the information on which systems’ strategies and decisions are based, interpretation schemes are the ways in which the available information is organized and filtered to
support systems’ strategies and decisions and categorical values are the strong beliefs that underlie systems’ decisions and behaviours.

Adopting the interpretative lens offered by the VSA, it can be argued that in the knowledge economy every interaction among different systems is based on information sharing, information coding and information filtering as shown in Figure 3.

![Diagram of information interaction process](Source: Authors’ elaboration)

Enriching this modelling with previous contributions provided by studies on the topic of Big Data, it can be observed that Big Data reduce the effort required for information sharing and coding by offering organizations opportunities to pay particular attention to the selection of information considered relevant and aligned in light of prevalent strong beliefs. Therefore, it is possible to state that:

*Big Data reduce the effort required of systems’ for information sharing and coding and they offer systems the opportunity to pay greater attention to the information filtering process.*

**BIG DATA AS A VALUE DRIVER**

In the last few years, the topic of Big Data has attracted increasing attention from several researchers and practitioners in a multi- and trans-disciplinary debate principally oriented to investigating the ways in which it is possible to acquire, code and use large amounts of data to improve the efficiency, effectiveness and sustainability of organizations’ strategies (Dumbill, 2013; Swan, 2013). According to this perspective, several contributions have analysed the ways in which big data can be managed with the support offered by information and communication technologies (Chen and Zhang, 2014; Di Fatta et al., 2016) and increasing attention has been paid to the opportunities for organizations to use “more information” in the planning and implementation of their strategies (Sagiroglu and Sinanc, 2013).
Despite the relevance of this approach, it seems to be strictly related to a quantitative view in which the focus is only on the amount of information that organizations can use to achieve their aims (Caputo et al., 2016c). With the aim of enriching this perspective by highlighting the “qualitative” contribution of Big Data to organizations’ strategies, this paper adopts the interpretative lens provided by service logic and systems thinking to show the lights and shadows of Big Data.

In line with the interpretative contributions provided by service logic and systems thinking, Big Data can be considered the source of a radical change in ways of managing the interactions between organizations and environment, reducing the effort of acquiring and coding information. Reflecting on this opportunity, it is necessary to specify that the acquisition and codification of information represent only two steps in the interaction processes between organizations and environment. In this line, Big Data can offer organizations useful support in the management of interactions with the environment, but they cannot be considered the only driver.
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**Figure 4.** A representation of the role of Big Data in supporting organization’s selection of possible partners for suitable value co-creation strategies (Source: Authors’ elaboration)
By reducing the time and resources required for the acquisition and codification of information, Big Data offer organizations the opportunity to pay greater attention to the “qualitative dimensions” of strategies. Exploiting Big Data, organizations can focus more intently on the identification of actors aligned with their own strong beliefs and involve them in building effective strategies based on collaboration and value co-creation, as shown in Figure 4.

However, Big Data can be considered a value driver for organizations only in the case that the advantages offered in terms of more available information are used effectively to filter the environment with the aim of identifying possible partners inspired and affected by similar or complementary strong beliefs and thus enabling them to develop joint strategies for value co-creation (Caputo, 2016; Caputo et al., 2016b).

THEORETICAL AND PRACTICAL IMPLICATIONS

Over time, the attention paid to information flows and processes has been progressively influenced by the increasing relevance of quantitative approaches (Bhatt, 2001). In this vein, Big Data can be considered the last representation of organizations’ willingness to obtain more information to better define their strategies (Wu et al., 2014).

Despite the relevance of this approach, as underlined in the previous pages it cannot be considered exhaustive in terms of understanding and managing social dynamics. A more extensive approach is required to capture all the opportunities offered by the knowledge economy also in the light of a qualitative approach.

By following this pathway, this paper highlights the opportunities offered by Big Data for improving organizations’ ability to identify compatible actors and develop joint strategies. Focusing on the reflections provided in the previous pages, several implications can be derived both from theoretical and practical perspectives.

More specifically, from the theoretical point of view, it is necessary to undertake the following:

- expand studies on Big Data by introducing specific references to the ways in which information is filtered on the basis of organizations’ strong beliefs;
- enrich the existing managerial and organizational literature in light of the opportunities offered by Big Data to gain an understanding of the market and build stronger relationships with the actors involved in the same ecosystem;
- develop a multi- and trans-disciplinary conceptual framework able to link the advancements in knowledge offered by information and communication technologies with the organizations’ need to enrich the quantitative perspective with a more qualitative view.

At same time, from a practical point of view, it is necessary to:
- investigate the ways in which organizations use Big Data to define their strategies and behaviours;
- analyse organizations’ perceptions of the role and contributions of Big Data in building value co-creation strategies in the knowledge economy;
- develop cross-cultural studies with the aim of enriching studies on Big Data using culturally based variables and dimensions.

CONCLUSIONS AND FUTURE DIRECTIONS FOR RESEARCH

In the post-modern era, information can be considered the most relevant resource for every kind of organization interested in survival over time (Castells, 2011). The progress and advancements in knowledge derived from information and communication technologies and computer sciences offer organizations the opportunity to overcome the limitations imposed by a scarcity of information. In coming years all actors will be able to access and use amounts of information that today we cannot even imagine. Thus, in the future the real competitive advantages for organizations will not be related to the amount of information available, but to the ways in which this information is subjectively filtered and used to build shared pathways for value co-creation strategies.

Big Data can be considered the last evidence of an evolving knowledge society in which the boundaries imposed by time and space are progressively disappearing and new rules are emerging. In this emerging scenario, the real challenge for organizations concerns the identification of non-imitable pathways rather than the acquisition of more information with respect to competitors. Big Data offer organizations a relevant opportunity by reducing the time and resources required for the acquisition and coding of information. Nowadays, organizations should use this “saving” and the greater availability of information to select possible partners inspired by similar or complementary strong beliefs, leading to the potential to develop shared strategies for value co-creation.

To support this process, further research is required to investigate the psychological and cognitive domains able to affect organizations’ strategies by defining their strong beliefs. Such research could develop instruments, tools and models to support the identification and selection of possible partners for suitable value co-creation strategies.
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ABSTRACT

The paper is framed in the academic debate regarding evolution and paradigmatic changes of the branding strategies adopted in the new postmodern marketing era. Its purpose is exploring whether or not a branded content, beyond being an engaging touch-point for the customers, can be an Integrated Marketing Communication tool effective in strengthening a brand. The findings, synthesized in a holistic conceptual framework, reveal that a branded content strategy can boost in the audience a positive attitude toward the brand, by operating on Brand Image and Brand Awareness (components of Brand Knowledge that, in turn, influences Brand Equity). This conceptual model, verified through a quali-quantitative research carried on across two countries, represents an attempt to fill a gap in the existing literature about brand entertainment: by assuming that branded content is the natural evolution of the advertising in the new postmodern era, the paper represents the first attempt to frame it in a branding model. Hence, the originality and value of the study, since - unlike what happened with regard to advertising – branded content has never been linked with brand equity. From the managerial point of view, the study helps businessmen in moving forward from the traditional perspective of advertising, while suggesting a new approach in getting useful insights about the branding policy: from a “push” to a “pull” communication.
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1. INTRODUCTION

In recent years, several studies (Boyland, E. J., & Halford, J. C., 2013; Hansen, F., & Christensen, L.B. 2003; Percy, L., 2003) have focused on advertising and its link with branding and brand equity, while proposing even a theoretical frame for embedding advertising in the branding model (De Mooij, M., & Hofstede, G, 2010, Erdem, T., & Sun, B., 2002). Differently, there is a lack of documents aimed at proposing a theoretical framework, in this sense, in the literature regarding branded content - even though the latter represents the natural evolution of advertising in the modern era. In fact, brand(ed) entertainment, quite literally, means ‘entertainment by or in con-junction with a brand’, and since the
origins of TV brands have always been integrated with media products, giving birth to the so-called product placement. However, in the branded entertainment, also called advertainment— as a convergence of advertising and entertainment - the products are no longer just 'placed', but woven into the entertainment content, building a stronger emotional connection with the consumer (Hudson, S., & Hudson, D., 2006): branded entertainment is a sign of the new fast-changing, growing socio-economical environment where the classic advertising is not efficient anymore, because of the obstacle of the so-called ‘marketing clutter’, which prevents people from accepting in their life any other promotional messages, since their threshold of attention is now full and - in a sense - trained to push away the thousands of messages that bombard our lives everyday, everywhere. In this totally branded media world, moreover, people react in discordant ways: for some, seeing brands everywhere is a source of irritation, while other derive amusement from spotting them (Lehu, J.M., 2007). Hereafter, entertainment and irritation are factors that directly contribute to the attitude of the audience towards a brand (Aldas-Manzano J. et al., 2013). This is the reason why marketing communication has changed its features, today: within the so-called “long-tail economy” (Anderson, C., 2007) and the structure of the new media environment (abundance of media, audience fragmentation and polarization, product-portfolio of the firms, overall power shift on communication) the customers’ audience is spawn between many and diversified media, especially the new digital ones, and the traditional communication is no more effective in creating brand loyalty and fight that “continuous partial attention” (Stone, L., 1998) that the consumers have developed towards the pounding media pressure present in their lives. No wonder if the advertising of the the last twenty years make of interactivity, emotional touch-points and user-generated contents the “must” of the new marketing communication, which, over time, has come to value the importance of engaging the consumers - more and more pro-sumers (Toffler, A., 1980), as in producers of contents themselves. Connecting with the pro-sumers through a communitarian/participative approach is, at the same time, the aim of the marketing communication and a useful tool to position the brand in the competitive scenario and in the consumers’ “mindscape” (mind landscape). Not by chance, in the last years, some scholars (Lundqvist, A. et al. 2013; Woodside, A. G., 2010; Herskovitz, S. and Crystal. M., 2010) have found a creative approach to position the brand in the consumers’ minds: the brand storytelling, which aims at creating a brand positioning based on a fictional story that has a setting, characters, a narrative plot and a well-defined language ascribable to the brand values. The narrative, here, links the brand to the consumers, going deep into their memory, leveraging on the mental associations and connecting to the stories and experiences of the individual, and very often this fiction is based on the storytelling of the brand heritage: this forms interesting solutions in the new digital environment, where the storytelling has become cross medial (trans-media storytelling), since all the elements of the fiction get dispersed systematically across different medium, each giving its own
contribution to the story that at the end results coordinated, in a real optic of Integrated Marketing Communication. What has been just outlined is the context where branded entertainment finds its “raison d’être”: blending Branding, Storytelling and Viral, it can be defined as the production of contents realized by the company/brand itself, which is able to attract the audience on themes pertinent to the brand values and objectives but, nevertheless, not immediately amenable to the brand products and services (Bonsignore, P. and Sassoon J., 2014). It can be proposed also on the traditional media (TV, cinema) but it is important to underline that what is intrinsic to its interactive and participative nature is the connection with the new digital media, not by chance expression of the new active consumer. It can be argued that Branded Entertainment is son of the new market and new economy abovementioned and at the same time a symptom of the shift from the old “push” communication strategy (e.g. marketing/advertising clutter) to the new “pull” one (e.g. audience engagement).

2. LITERATURE REVIEW AND HYPOTHESES DEVELOPMENT

The research questions of this study therefore are: the branded content can also be an effective tool of a company’s branding process? Moreover can it influence brand equity? From an initial literature review, has emerged that, nowadays, brand entertainment – alongside with branded content – is an effective touch-point to engage the audience and retain the customers, and a marketing strategy increasingly adopted by brand-holders, even in disparate fields (Hudson, S., & Tung, V., 2016; Lei, S. S. L., Pratt, S., & Wang, D., 2016; Holt, D.; 2016). However, we already mentioned the lack of documents in the literature reviewed – that propose a theoretical framework to explain brand entertainments’ influence on brand equity in a systematic way. So, in order to fill this gap, this study has tried to understand what is the incidence of Branded Content on the brand system through acting on the aspects influencing Brand Equity and to individuate the main factors influencing the branded content marketing strategy, both from the contextual perspective and from the brand holders’ perspective.

2.1 Branded Content and Branding

The already mentioned shift in the marketing perspective (see Introduction) represents also a redirection of focus in the companies’ corporate communication: no more pivoted the product offering itself but instead on the brand system. In fact, if advertainment has grown mainly in reaction to the increasing advertising clutter, escalating advertising costs, and the reduced effectiveness of traditional advertising messages, in the modern fragmented market and related “fragmented marketing” (relational/event/B2B/B2C - marketing etc.), the need for promoting the brand instead than the products themselves becomes fundamental to approach an audience that does not care anymore about the tangible attributes but rather to the intangible ones. Hence, the need no longer for product integration
(that is the logic of the product placement) but rather for brand integration in the media content is a crucial step towards the branded entertainment: this, in fact, marks a shift from the intrusive advertisement pushed at the audiences who are engaged in other content (interruptive/push strategy= intrusion-based marketing= hard-sell approach) to a kind of advertising of such merit or interest that the audience actively seeks it out (interactive/pull strategy= invitation-based marketing=soft-sell approach) (Lotz, D. A. 2007). Moreover, another difference with the old logic of product placement is the advantage, in the branded content, of new technologies (Grainge, P., 2012): according to Valero, D. (2014) the latter is organic (brand and content are at the same level of importance and totally integrated in the creation of the show) and seamless (defragmenting the brand from the story is impossible). Therefore, if irritation in the product placement is neutralized by the degree of integration, and if this can be applied to the branded entertainment in slightly different terms (no longer “less irritation” but rather “more involvement”), we could state that, the thinner is the aforesaid “line”, the bigger will be the audience engagement. The level of integration in different advertainment typologies is indeed proportional to the degree of integration: less in the product placement, more in the product integration, even more in the branded content (Russell, C.A. 2007). Hence, hypothesis 1: the more is the level of integration between the brand and the media content, the more likely will be a positive attitude towards the brand. For what concerns instead the format used for proposing a branded content - especially on the TV, it is important to mention that there are several mainly common formats - according to some researches appeared the Italian Cultural Observatory on Brand Activity. For instance, the TV-movie and the Collection (that recalls the form if the sit-com), TV Series and Serialized Series and, finally, Reality/Talent Show. The choice of the media then, as well as the one of the formats where to convey the branded content message, is relevant in engaging the target audience in terms of: opportunity to see (which has a direct effect on brand awareness) and customer retention (that influences brand loyalty). It also has an indirect effect on the brand image, since the brand personality must have congruence with the media and format chosen (Repetto, M., 2006): for instance, is rather unlikely that a brand involved in a Reality TV/Talent Show will reach the target aged 50-60, and even if it happened, there is a high probability that it will not be perceived positively, given the idiosyncrasy of the above-mentioned target towards this form of entertainment. Hypothesis 2: the type of media and format chosen for branded content has an indirect effect on brand image. However, the choice of media and format needs to be contextualized in different media cultures, and consequentially it undergoes different audio-visual policies: for instance, Kevill, S. and Connock, A. (2013) underline that in the UK branded content suffers of more restrictions than in other countries, (e.g. US and Italy). This is explained through the analysis of the regulatory frame, looser for what regards the advertising in the US, and much more liberal about product placement and branded content. It can be argued that: (hypothesis 3) the less the regulatory
restrictions, the more is the insinuation of sponsoring third-parties in the media contents. Besides the media culture, however, there is another culture to consider: the brand culture. The literature review in fact indicates that a branded content, essentially, is about that very emotional engagement that a product can give only if associated to a set of values and beliefs, which are enclosed in the so-called brand culture, appropriately narrated through the brand storytelling – as already mentioned (see Introduction). Herskovitz, S. and Crystal. M., 2010 explain how brand storytelling can be a catalyst of the process of brand learning for the customer, which allows landing faster to the step of the “call-to-action” of the AIDA Model (Lewis, St Elmo E. 1898), that means purchase intention. Besides the storytelling, there is also another factor to take into account – when thinking about an effective branded content: the communicational pact embedded in the branded content. In this sense, the managerial literature (Branded Content LAB 2013) suggests that a high level of brand storytelling is an optimal tool for branded content to raise brand awareness and reach a good purchase intention, but only if associated to an explicit valorisation of the communicational pact with the audience. In this research, in fact, are outlined four different valorisations of the latter - according to its different degree of innovation, involvement and storytelling: the first is the explicit valorisation of the communicational pact (even though there is no effective centrality of the product, this form results very strong about the purchase motivation, thanks to high levels of involvement and innovation); the second is the ludic valorization, which is not finalized to the commercial purpose (it takes advantage of the mechanism of empathy generated by the pure fun, but it does not grant any return on investments either on the brand image or on the purchase intention, since the experience is standing alone). Then there is the seductive valorization, in between the involvement and the storytelling: it is weak on innovation, and it does not highlight the concrete aspects of the product/brand. Finally, the instrumental valorization: although being more capable of highlighting the product/brand, this results less functional to the purpose of branded content if compared to the 1st and 3rd valorisations: here, the communicational code is closer to the traditional advertising and therefore less able to boost the specific aspects of the Branded Entertainment. From the studies just mentioned, indeed, it is possible to develop the next two hypotheses: hypothesis 4 (if a brand wants to raise brand awareness in order to reach a good intention-to-buy, this is more likely with an explicit valorisation, combined with a good level of Storytelling) and hypothesis 5 (the more articulated is the “Brand Storytelling”, the more likely the intention-to-buy and purchasing effect will be). The very same research just mentioned (Branded Content Lab 2013) has also defined the three most common marketing approaches of the managers (problematic, critic and editorially-led approach) towards branded content: the first is ruled by the objectives of the reputation and brand building, but less by the ones of customer generation/retention. The second is more focused on commercial objectives, while the latter - used by those managers who normally choose the branded
content marketing as a marketing strategy - pursues the objectives of the *traffic generation* (on the brand website or company blog) and the one of the support to the *commercial action* (customer retention, prospect generation and brand loyalty). Hence, the hypothesis 6: the marketing approach influences the decision to use a branded content and also the choice of its type. The abovementioned ‘critic’ and ‘problematic’ approaches’ clusters of marketing managers struggle - unlike the editorially-led approach cluster- in seeing the branded content as a highly effective marketing strategy, mainly because of difficulties encountered in its assessment and measurement. It can be implied that the type of assessment influences the perception of branded entertainment as a strategy for brand-holders (hypothesis 7).

Finally, in closing the literature review, it is worth to go back to the hypothesis 2, which can be integrated with what found by analysing the regulatory frames analysed in this research (Romani Decree, 2010; Ofcom Broadcasting Code, 2010, Audiovisual & media policy, 2012). The latters, in fact, legislate about other issues – more cultural and ethical than strictly legal - besides the integrity of broadcasters from the presence of advertising and third-parties sponsors in media content: for instance, these laws focus on the protection of the minors, or the banning of product placement relative to tobacco, prescription-only medicines and alcoholic drinks, and also about the independency of the current affairs and news programs, which must be devoid of brand placement in order to maintain its status “super-partes” - as well as the religious programs. According still to Kevill and Connock (2013), this does not necessarily happen in other markets like the US one or the Chinese one, so it is easy to prove that the media culture (not only laws but also shared beliefs and costumes of a society) influences the likelihood of having a branded content marketing strategy, since if there are too many restrictions about the branded content it is likely that marketing managers of some companies (e.g. a tobacco company) will not choose branded content as a tool of their strategy. Hypothesis 8: the type of media ethic and culture is tightly connected to the legal frame and this influences the likelihood of having branded entertainment as a marketing strategy for the brand holders

2.2 The theoretical frame

By accepting the hypotheses just developed, a conceptual framework (Figure 1) has been created in order to demonstrate the relationships between branded content and the brand system. In particular, through *brand storytelling*, the *branded content* (whose creation is influenced both by the contextual frame and the brand-holders’ perspective) influences the *attitude of the audience towards the brand*, acting as a catalyst on *brand building* (or *brand shift*) and *brand knowledge* (composed of *brand awareness* and *brand image*). These three last mentioned factors directly operate on *brand equity*. To achieve this original conceptual model, the study has analysed and tested with positive results several factors, attaining thus some main outcomes: a) the incidence of branded content on three factors influencing brand equity:
brand awareness, brand building and brand image; b) an analysis of the characteristics that branded content needs to have in order to engage the audience (level of integration, brand storytelling, consistency with the format and type of media chosen, type of valorization); c) the main factors influencing the branded content marketing strategy, both from the contextual perspective and from the brand holders’ perspective; d) cross-sectional main differences among the Italian audience and the British one in perceiving branded content. The overall assumption hereby is that, beyond being a mere tool for entertaining the audience and the brands’ customers, branded content boosts in the audience a positive attitude toward the brand, building the brand in the consumers’ minds and therefore affecting positively the brand equity. Here, the definition of ‘brand equity’ and the related theoretical frame taken in consideration, among the various branding models, is the Customer Based Brand Equity model, outlined by Keller, K.L. (1993), according to whom: ‘Customer-based brand equity is defined as the differential effect of brand knowledge on consumer response to the marketing of the brand. (...) Brand knowledge is defined in terms of brand awareness and brand image and is conceptualized according to the characteristics and relationships of brand associations described previously. Consumer response to marketing is defined in terms of consumer perceptions, preferences, and behaviour arising from marketing mix activity (e.g., brand choice, comprehension of copy points from an ad, reactions to a coupon promotion, or evaluations of a proposed brand extension).’

Figure 1. Branded Content: a perspective in the Branding frame
3. THE EXPLORATIVE STUDY

3.1 Methodology

In order to validate the hypotheses and the related conceptual frame just outlined, the authors have carried out an empirical research across two countries (UK, Italy), consisting of: an on-line quantitative questionnaire among a sample audience of 347 individuals (175 Italian 169 British), 11 qualitative semi-structured interviews among international media companies with internal creative divisions for brand entertainment. As far as it concerns the qualitative research, altogether, 11 vis-a-vis interviews were conducted to subjects in high-level corporate roles (e.g., VP, Marketing Director, Director of Ad Sales, Creative Director) of media companies, branded content companies, broadcasters and media agencies. The data for the quantitative research, instead, has been collected through an Internet-mediated questionnaire submitted via Facebook, email and LinkedIn, with a redemption of 99% (344 valid responses). The sampling has been stratified and non probabilistic, with a random selection. Besides the place of residence, the sample has been identified on the basis of other 3 parameters: gender (M/F), profession (professional/self-employed, employee, student/unoccupied) and age/generations - as identified by de Pelsmacker et alii, 2013: baby boomers (age: 46-65) generation X (36-45) and generation Y (20-35). The task was to watch and assess two branded content videos, chosen because of their features dichotomized: a 10' documentary B2C “made in Italy” (“Illy Artists of the Taste”) and a B2B “made in UK” branded content (“Bacardi True Original”, a 2’ video streamed on YouTube and meant for bartenders). Through the questionnaire (4 questions about the individuals socio-demographic profile and 5 questions about the videos’ perception) the sample has expressed its attitude towards branded content, allowing the researchers to evaluate: a) the effects of a branded content on the brand knowledge (brand awareness and brand image) in a sample audience; b) cross-sectional main differences in perception of the branded content among different generational targets and individuals living in different countries’ media contexts.

3.2 Hypotheses testing and main findings

The data obtained from the explorative study have been used to validate the hypotheses developed after the literature review. Following, the results of every hypothesis’ testing:

- H1 (accepted). To test this hypothesis, the first step was to understand which one of the two branded videos taken in consideration in the quantitative questionnaire has shown more integration between the brand and the media content - according to the questionnaire interviewees’ perception who responded to the Q2: “In your opinion, which is the role of the brand(s) in this kind of content? From graph 1 it is possible to notice that the sum of the percentages of people who considered the brand Illy as “part
of the story” and/or “protagonist of the story” is 51, 5 %, while 47,4% with respect to Bacardi where – moreover - many people (29,4%) recognize the branded video as “simple advertising”.

Graph 1. The role of the brand in the content. Source: Own production from primary research data

The next step to test the hypothesis was to see if the brand that has resulted to be the most integrated with the content (Illy) generates the best brand attitude toward the brand: question n°3 (Q3). Every possible response to the question corresponded to a certain brand objective: “It makes me wanting to try the product” → Intention to buy/Prospect Generation; “It suggested new advantageous uses of the product” → Lead Generation and/or Customer Retention; “It makes me wanting to know the brand” → Prospect Generation; “It brought me closer to the brand” → Customer Retention; “It increased my trust in the brand” → Customer loyalty (as defined by Delgado-Ballester, E. and Munuera-Aleman, J.L, 2001); “It changed my attitude toward the brand” → Brand Shift or Brand Building.

Graph 2. Branded content’s effect on attitude towards product and brand (Q3 responses) - Total averages (of both branded contents). Source: Own production from primary research data
As it is possible to see from the graph 2, Illy has more percentages of agreement than Bacardi with the statements/responses regarding the brand: it can be affirmed that it generates the best brand attitude toward the brand, therefore the hypothesis seems to be supported both by secondary and primary research, and then accepted.

- **H2 (accepted).** According to the quantitative data, Illy’s branded content - more than Bacardi’s one - inspires a positive attitude in the people interviewed, because it is a documentary streamed on a big broadcaster, and this format is more adapt to increase trust because it has more time to set a connection with the audience, which is more difficult to reach at the same extent with a branded video of 2’.

- **H3 (accepted).** The qualitative data are consistent with this hypothesis, since the Ofcom Broadcasting Code 2010 and the BBC Editorial Guidelines (documents handled by the director of one of the companies interviewed) suggests that there cannot be logos well visible on the screen, while the EU branded content law (Audio-visual and media policy) allows this.

- **H4 (accepted).** The hypothesis’ statement is consistent with the quantitative data, since both the branded videos s explicit valorisation and a high level of brand storytelling, and as it can be seen from the responses to the Q1 (“Have you recognized the presence of one or more brand(s) in these videos” Yes/No), 98,8% of the interviewed has answered ‘Yes’, while only 1,2% has not recognized brands in these videos. That is the level of brand recognition that, together with the brand recall, constitute the brand awareness, which in turn is a component of the brand knowledge - a parameter affecting directly the brand equity: the level of brand recognition here means that the brand awareness of the audience is significantly high.

- **H5 (rejected).** To test this hypotheses, we took in consideration the Q4 of the qualitative questionnaire: “How much do you agree, on a scale from 1 to 5, with the statement ‘the video made me wanting to try the product’?”. The majority of the interviewees agreed that Illy’s video makes them wanting to try the product (66% against 60% of Bacardi). However, the results to Q5 showed that it was Bacardi to result the branded video with a higher level of Brand Storytelling, denying the hypothesis’ correlation.

- **H6 (accepted).** The hypothesis is consistent with the qualitative because both the branded videos analysed show several characteristics of the second cluster of managers, the ones which pursues the objectives of the traffic generation (on the brand website or company blog) and support to the commercial action (customer retention, prospect generation and brand loyalty) within the dimensions of entertainment and engagement. This is confirmed also by the qualitative data: both Illy and Bacardi fall within the category of editorially-led marketing approach, even though belonging to different sectors, since Illy is addressed to the customers (B2C field), while Bacardi wants to engage the bartenders, both as mavens and fellow businessmen (B2B field).
- H7 (accepted). The hypothesis is consistent with the quantitative data collected from the branded content agency Precious Media and the media agency Repucom: the Valuation Model of the latter and the Master Assessment Method of the first are, in fact, their strengths in presenting the results to their customers, since they use KPIs bounded to the media world, but also are connected to the Return of Marketing Investments, which is the kind of data that brand-holders and managers currently understand and use to evaluate any marketing tool that could be useful for their own brands - branded content included.

- H8 (accepted). The hypothesis is consistent with the qualitative data, since BBC’s representative Philip Almond - Director of Marketing & Audiences at BBC- has confirmed the impossibility of the BBC to make branded content, while instead BBC Worldwide can do that, since operates outside UK.

4. MANAGERIAL IMPLICATIONS AND CONCLUSIONS

From the data analysis of the quantitative research it has emerged that branded content is an effective marketing communication tool, since the sample has responded positively to Q3, and regardless Place of Residence, Age/Generation, Gender and Profession. In fact, the Place of Residence has not resulted to be a significant variable because both people living in UK and in Italy have appreciated the branded content as a tool for getting them closer to the brand and the product (see graph 3), entailing that in Italy and UK the audiences are positioned on a similar level in accepting the branded content.

Graph 3 - Branded content’s effect on attitude towards product and brand (Q3 responses) – Total averages (of both branded contents) per category: Place of Residence. Source: Own production from primary research data

From the managerial point of view, this is important for brand-holders when planning their communication strategy, because they can rely on branded content effectiveness in both the countries.
The same results appear about different generations: the variable age/generation, in fact, has resulted to be not very significant either in the variance of the responses.

Graph 4 – Branded content’s effect on attitude towards product and brand (Q3 responses) – Total averages (of both branded contents) per category: Age/Generation. Source: Own production from primary research data

In definitive, this means that branded content is an effective marketing communication tool well received both by different age ranges (though very dissimilar) and by the British and Italian audiences (despite of the considerable socio-cultural differences that cross the two countries). In addition, the results confute also the assertion (Branded Content LAB 2013) that a B2B content cannot use a same marketing approach both for stakeholders and consumers, since here Bacardi has proven to be effective on a consumers’ sample.

5. LIMITATIONS AND FURTHER RESEARCH

The overall conclusion, hereby, is that our hypotheses are worth to be further investigated in a research or conceptual study, in order to understand how and how much branded content can influence brand equity. However, there are some limits to be considered in reading this overall conclusion: the branded entertainment panorama here analysed only refers to Occidental productions (mainly European, Canadian and American), as all together they constitute the magnitude of worldwide distribution. In addition, there is a possibility that the brands appearing in the TV shows are currently running a marketing campaign, which may influence the effectiveness of the branded content. Moreover, on the ground that the Keller’s brand equity model is a static framework, only short-term memory effects (brand recall) has been investigated for the case studies analysed - thus excluding effectiveness on long-
term memory, which would have required a longitudinal study. For what regards the primary research, further research needs to be considered in order to close some gaps: firstly, from the research does not appear a direct correlation between the branded content strategy and the effect on the brand holders’ sales, due to the fact that the brand holders and the company interviewed preferred not to disclosure the revenues in terms of ROMI (because of privacy issues). Secondly, when analysing the legislative frame in Italy, which allows state-owned broadcasters like RAI to have product placement, an unexpected variable emerged from the words of Eleonora Costa (Head of Marketing at Endemol Italia): the economical one. That is why, in analysing the contextual frame, future research should investigate a broader set of variables – besides the legislative one – that influence the branded content’s creation. Finally, for what regards specifically the quantitative research, further investigation should be made in order to analyse the effect of all the variables on branded content’s perception (also Gender, Profession) that in this study have not been analysed with the same attention paid to the other variables (Place of Residence, Age/Generation).
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ABSTRACT

In recent years, increased attention is being given to the concept of knowledge and its management implications for the future of business. Today, these works are also influenced by the recent developments in technology transfer, seen as a ‘pathway’ for accelerating economic system growth and advancement.

Starting from these preliminary reflections, this research consists in a proposed system for classifying international literature on the topic of Knowledge and Technology Transfer (K&T2). The links connecting the various works is re-interpreted - including through several case studies - in the context of the Quadruple / Quintuple Innovation Helix Framework (Carayannis et al., 2015a; 2016b), outlining the possible implications of a change in perspective for traditional models.

The proposed reflections are the first step whereby management studies can be used to define new models and instruments for managing the complex relationship between Knowledge and Technology Transfer in the multi-actor knowledge era. For professional communities, these reflections offer useful indications on how to define management models that can help them to gain a greater understanding of the dynamics of context and, therefore, introduce better means of governance.

A new and different approach to technology transfer is proposed in this paper. Technology transfer is analyzed not only in terms of the practical implications of knowledge management, but also by highlighting the two-way relationship between knowledge and technology, together with the need to develop a common model for the actors involved in the processes of generation and transfer. This model can be used to increase the positive effects of the processes on company dynamics and to address the issues of increased scarcity of resources and greater competitive rivalry.

Keywords: Knowledge; Technology Transfer; Knowledge and Technology Transfer; Service Systems; Quadruple Innovation Helix Framework; Quintuple Innovation Helix Framework; Information asymmetry
INTRODUCTION AND SOME PRELIMINARY REFLECTIONS ON EVOLUTION AND CHANGES IN THE KNOWLEDGE ERA

Many changes have occurred to influence the market and its evolution over the past few years. Globalization, changes to consumer behaviour, greater competitiveness and the pressure from scarce resources are only some of the issues that organizations, institutions and, more in general, social actors have had to face over recent times.

In evolving, society has upset the traditional balance among the actors involved in social and economic processes, meaning that it is now necessary to re-think models and instruments which are no longer capable of handling the emerging challenges of context (Carayannis and Stewart 2013; Cecere 2015).

Accordingly, several research streams are being developed to propose more efficient solutions that focus on different aspects, such as customer behaviour (Hallowell 1996; Jensen 2015), effects of rules and protocols (Bettman and Park 1980; Sadiq and Governatori 2015), systems of accountability (Roberts and Scapens 1985; Gray et al. 1996; Bebington et al. 2014), development of core competences (Teece and Pisano 1994; Prahalad and Hamel 2006; Holahan et al. 2014), management and governance of complexity (Espejo 1992; McElroy 2000) and so on.

All these studies have offered interesting contributions to the advancement and understanding of knowledge systems and social phenomena, but their focus is limited and, in some cases, cannot provide a general overview of the processes taking place (Carayannis and Alexander, 1999, Di Nauta et al. 2015, Caputo, 2017).

To overcome these limitations, it is necessary to extrapolate common elements from the recent developments and analyse their properties more thoroughly, with the view of defining a general scheme that can help in the understanding and management of new socio-economic configurations.

By observing the recent pathways from both economic and social point of view, it is possible to note that “perspectives from and about different parts of the world and diverse human, socio-economic, technological, and cultural contexts are interwoven to produce an emerging new worldview on how specialized knowledge, that is embedded in a particular socio-technical context, can serve as the unit of reference for stocks and flows of a hybrid, public/private, tacit/codified, tangible/virtual good that represents the building block of the knowledge economy, society, and polity” (Carayannis and Campbell 2012: 3).

It is clear, at this point, that the key element in the recent developments is knowledge, seen as a “critical factor affecting an organization’s ability to remain competitive in the new global marketplace” (Bollinger and Smith 2001: 8).
Nevertheless, the traditional approach to knowledge is not useful for understanding the new world that is emerging before our eyes and, apparently, it cannot cope with explaining the processes on which the new reality is based. To overcome these limitations, it is necessary to combine studies on knowledge with the ‘strong’ contribution of works on the technology-based approach to management (Del Giudice et al., 2012; Battistella et al. 2015; Di Fatta et al., 2016; Caputo and Walletzky, 2017).

Several solutions have been proposed in these contributions, stressing the potential influence of technology to management processes, in order “to understand knowledge and its uses in various aspects of the business, the motivational and attitudinal factors necessary to get people to create, share, and use knowledge effectively, and the ways to use technology to enhance knowledge activities” (Davenport and Völpel 2001: 2015).

The real advancements of studies on the contribution of technology to the processes of management are, in any case, concerned with clarifying the ways by which knowledge can be encapsulated into a tangible resource (software, processes, databases, etc.) and transferred to other actors (Blackler 1995; Del Giudice et al., 2016).

By offering explanations through technology-based studies, it is possible to understand how a conceptual idea becomes concrete and how it impacts on the general socio-economic environment. However, it is still not possible to understand why some ideas become tangible and can easily be transferred in the form of new technology, while other equally good ideas come across many more hurdles in the process of turning into actual real new technology.

In the following sections, the paper contains a short analysis and classification of the studies covering the relationship between Knowledge and Technology Transfer (section two) with a summary of the methodological approach and the research pathway. A possible conceptual framework built upon the Quadruple Helix model is then proposed, to help the understanding of the elements that impact on a potential Knowledge and Technology Transfer (K&TT) process (section three). The key elements for a new common model of management are then presented (section four) with several final remarks and practical implications (section five).

THE CONTRIBUTION OF LITERATURE IN THE MANAGEMENT AND UNDERSTANDING OF TECHNOLOGY TRANSFER

The growing complexity of the relationships on which civil society and economic activity are found is such that new models of management are needed to propagate behavioural patterns based on the tacit and shared knowledge that is connected by means of organizational routines (Bogenrieder and Nooteboom 2004; Barile et al. 2013; Del Giudice et al. 2013a).
In recent years, the growing attention on this topic has had a positive influence in seeding and creating knowledge and has also underlined the relevance of knowledge-sharing as a critical element in the success of organizations and for the process of co-creating knowledge (Del Giudice and Maggioni 2014; Caputo and Evangelista, 2017).

By recognizing that the new market is configured as a cognitive entity, it is possible to understand how the transfer of critical knowledge from one actor to another can help in managing the barriers to knowledge transfer (Ardichvili et al. 2003; Del Giudice et al. 2017) and of contextualization (Nonaka and Takeuchi 1995).

Starting from these assumptions, it is possible to note how the relationship between knowledge, technology and the process of turning an idea into a physical reality - “tangibilization” - (Hyötyläinen and Möller 2007) has been emphasized in various contributions to literature. The worth of these studies is to have proposed solutions for encapsulating knowledge into a physical medium and, therefore, helping the process of transferring it from one actor to other, as an ongoing operation over time (Newell et al. 2009). In this perspective, it can be underlined that knowledge is made up of several components and that it can be embedded in different devices (Sharif and Ramanathan 1987). Knowledge concerns both the technological and physical characteristics of what is being transferred (the technoware component) and typically resides in the easily transferable physical support.

These different contributions are strongly influenced by the transactional approach, where knowledge is considered a resource that should be “sold” to the market and technology is the instrument that ensures its transfer (Chapman and Buckley 1997).

It is necessary to specify that knowledge transfer can concern different elements, such as technology (Flannery et al. 1994), knowledge (Liyanage et al. 2009) and know-how (Ferdows 2006). For each of them, it is possible to identify several forms of transfer each with their own properties and processes (Davenport and Prusak 2000).

In this articulated scenario, technology transfer is seen as an active process in which technology is transferred between distinct entities (Amesse and Cohendet 2001; Cummings and Teng 2003; Bozeman et al. 2015).

Autio and Laamanen (1995: 652) have defined the transfer of technology as an “intentional, goal-oriented interaction between two or more social entities, during which the pool of technological knowledge remains stable or increases through the transfer of one or more components of technology”.

Technology transfer is, therefore, a process-oriented interaction between two or more entities, with the purpose of improving the transferred technology (Argote and Ingram 2000).
Several authors (Flannery et al. 1994; Gilbert and Cordey-Hayes 1996) have identified the temporal stages involved in a “transfer process” and Szulanski, in 2000, identified the following phases:

- The start-up phase arises from the need for technology and knowledge to be expressed in their relative context. The discovery of a gap between existing technology and knowledge and the contextual need drives the search for external solutions.

- The second phase is implementation. After the decision to transfer knowledge has been made, attention shifts to the exchange of information and resources between companies. The companies form relationships to interact together and simplify the flow of information and resources. In this step, there can be issues relating to an inability of bridging the communication gap between the source and the recipient of the technology.

- Once the recipient has started to use the transferred technology, the ramp-up phase begins. The main interest, in this phase, is to identify and solve unexpected problems connected to the new context in which the technology has been inserted.

- In the final phase, integration, new technology gradually becomes routine and generates know-how. Technology is integrated into the organization, losing its novelty but, if the receiver is unable to change and integrate it, the technology could be abandoned, with the receiver turning back to the previous state. The problems in this case could depend on organizational balance and on the ability of overcoming internal resistance to change.

The transfer process illustrated above underlines the fact that it is not simple to implement technology transfer in practice. The process is possible only if the recipient learns the new techniques and acquires new knowledge, otherwise, the recipient will not be able to take full advantage of the all benefits (Carayannis et al., 2006). Gaining greater understanding of the developments in the approach to Knowledge and Technology Transfer can be useful, especially in connection with the role of the user, who is not simply a recipient but an actor who can collaborate to the creation, design and transfer of knowledge and technology (Stewart 1987; Terrett 1998).

It is clear that, when technology is transferred, the knowledge and the skills needed to use it should also be integrated within the company that will use the technology. The transfer of know-how is the link between knowledge and technology (De Toni et al. 2012).

In this framework, collaboration and integration are essential elements for the aim of producing and transferring knowledge and technology that can support management activity. Although the topic of technology transfer is a highly debated subject, with many studies focusing on particular aspects of technology transfer, there are few comprehensive studies that deal with the parameters and levers that are to be considered when designing and implementing a process of technology transfer.
In the knowledge era, technology transfer between the involved companies can be represented by a two-way arrow. This metaphor implies that the transfer concerns reciprocity and feedback. The process requires interaction among the parties and the relational context is a significant aspect (Carayannis et al. 2016b; in press b).

Organizational culture is increasingly being recognized as a major barrier to technology transfer because it influences, at different levels, the creation, sharing and use of knowledge.

De Long and Fahey (2000: 116) identified four ways in which culture influences behaviour and, specifically, by:
- moulding the assumptions about what knowledge is and which knowledge is worth managing;
- defining the relationship between individual and organizational knowledge, determining who is expected to control any specific knowledge, as well as who must share it and who can hoard it;
- creating the context for social interaction that determines how knowledge will be used in particular situations;
- shaping the processes by which new knowledge -with its accompanying uncertainties- is created, made legitimate and distributed within organizations.

These four points can be used to suggest what actions in particular can be taken by managers to assess the different aspects of culture most likely to influence knowledge-related behaviour. By underlining the central role of users as key actors who can influence all the phases of the processes on which Knowledge and Technology Transfer are based (Seufert et al. 1999), the four points also provide a summary of the more recent approaches to K&T.

Starting from this contribution, the growing feeling is that there is a need to change the approach to Knowledge and Technology Transfer from a transactional approach to a relational approach, where the aim is to involve and exploit the knowledge of the interested actors (Grönroos 1997; Paun 2011; Campanella et al. 2013a, 2013b; Carayannis et al. 2014).

The contributions offered in the literature on the topic of knowledge and technology transfer can by synthesized into three different phases:
- **First phase**, based on ‘selling’ knowledge and technology to users outside the process of generating the knowledge and technology and who even, sometimes, are not able to understand the value of the resources purchased, or manage them appropriately.
- **Second phase**, in which the processes of generation and transfer of knowledge and technology open up to potential users, in order to gain a greater understanding of their needs.
- **Third phase**, where producers and users are part of the same process and their collaboration and integration is essential in achieving the joint aim of producing and transferring knowledge and technology in support of management activity.
Methodology approach and pathway of research

In the current socio-economic environment - in which models and behaviour are driven by globalization, competitiveness and scarcity of resources - knowledge can play a significant role, but it can no longer be held within individual productive units or be managed in a hierarchical manner. Knowledge must, necessarily, be shared at all levels of business systems and outside these systems.

The transfer of knowledge between two specific entities can take place through several ways. These include selling knowledge, opening and integrating knowledge between companies and sharing knowledge.

The paper consists in a qualitative analysis (Maylor and Blackmon 2005; Myers 2013) of the relationship between Knowledge and Technology Transfer, in which it is emphasized that the development of approaches based on collaboration and integration can enable companies to share knowledge and start a seeding process in a virtuous circle of knowledge co-creation.

The specific aim in the paper is to analyse the shift from a transactional to a relational approach, offering a possible conceptual framework that can help researchers and professionals in the understanding and governance of a changing scenario (Barile et al. 2015a).

As result, in our research, we have paid particular attention to the following aspects:

- the importance of knowledge in the emerging socio-economic environment;
- the contribution of technology transfer as a means to combine the competence and capabilities of different actors within the same processes, with the purpose of increasing the opportunities for sharing knowledge/technology;
- the Quadruple Helix model as a framework for stimulating changes to the rules of knowledge co-creation;
- the need for management models that can help in the process of moving from a transactional to a relational approach.

Data acquisition was conducted through a single-method approach using secondary research sources. These sources include, but are not limited to:
- three databases, specifically EBSCO, Google Scholar and Scopus;
- existing literature on Knowledge and Technology Transfer;
- articles and evidence from the companies that have applied the Quadruple Helix model.

The findings of the study are presented and discussed in the following sections.

BUILD UPON THE QUADRUPLE / QUINTUPLE INNOVATION HELIX FRAMEWORKS TO DEFINE A NEW PERSPECTIVE IN THE STUDY OF TECHNOLOGY TRANSFER

The approach to the management, creation and dissemination of knowledge was -for a long time- influenced by a transactional approach in which ‘resource knowledge’ was produced by a specific group of actors or company area and “sold” to the market as way of solving an existing problem (Massingham 2014).

This approach was based on an ability to ‘read’ market progress and -applying a problem-solving logic- propose customized solutions in situations where traditional instruments could not help.

Over time, this logic identified, in the support offered by technology, a tool that could improve the traditional instruments used to study the market, in terms of their rapidity of application and affordability. This was a great opportunity to optimize traditional management instruments and define new business models.

Unfortunately, the expanding market competitiveness, the effects of globalization and the pressure of resource scarcity have together compromised the balance between approach to knowledge management, the contribution of technology and its application to business. More and more often, market dynamics follow a non-linear logic whereby there is the need to improve models and instruments -with the involvement of the various actors- so that they all play an active role in the production of new knowledge and its contextual use in addressing the challenges imposed by market change (Barile 2013; Carayanniset al., 2014; 2016a).

“Knowledge then is not transferred but must be continuously created and recreated through networking as individuals come to share a common understanding or a common frame of reference” (Swan et al. 1999: 263).
There is, to all effects, a shift from a *linear approach* - in which knowledge is generated, layered (“the stratification of knowledge”), transformed into tangible objects (such as technology innovation) and then transferred to the user- to a *cyclic approach*, in which generation of knowledge requires the involvement of the user and, consequently, the contextual elaboration and transfer of technology to back the understanding and management of market dynamics (Carayannis and Grigoroudis, 2014, 2016a; Carayannis et al., 2015b).

This shift is the beginning of a new era in management studies.

![Diagram](image.png)

*Figure 2. From linear approach to cyclic approach in the knowledge and technology transfer process (Source: Our elaboration)*

The new challenge for researchers and professionals is to understand how Knowledge and Technology Transfer is linked and what implications are concerning the new emerging balance.
This challenge must be met with a new approach combining competences, knowledge and capabilities. In addition, researchers are faced with two significant questions: *Who are the actors involved in the K&Tt process?* and *How can the relationships among these actors be understood and managed?* Carayannis and Campbell (2012) offer a contribution along these lines. Building upon the “Triple Helix” model developed by Etzkowitz and Leydesdorff (2000), they include a “fourth helix” alongside the helices of University, Industry and Government. The fourth helix is the “media-based and culture-based public” as well as the “civil society” (Carayannis and Campbell 2012: 13).

The potential contribution of this model lies in the fact that it highlights the opportunities generated by the synergic collaboration among the interested actors. In this perspective, Etzkowitz and Zhou have analyzed the implications of introducing a fourth helix to the original model, emphasizing that “introduction of a fourth helix might cause a triadic model to lose its creative dynamic. Nevertheless, an expanded model is required to incorporate a critical dimension” (2006: 78).

![Figure 3. A representation of the Quadruple Helix model (Source: Adaptation from Carayannis and Campbell, 2012: 14)](image)

In our perspective, the model proposed in Figure 3 shows the actors involved in the knowledge and technology transfer process, underlining, at the same time, the importance of culture as an element with significant influence over the relationships between the involved actors (Carayannis and Campbell, 2009; Barile and Saviano 2014).

According to our view, the concept at the basis of this model is that value co-creation, perceived as “joint problem solving, which involves supplier and customer resources integrated in a collaborative interaction process. Suppliers apply their specialized professional skills, methods and judgment, while
customers contribute resources such as knowledge, in order to create optimal value-in-use” (Aarikka-Stenroos and Jaakkola 2012: 17).

This is a paradigmatic change from the traditional approach to managing business activities since it combines the traditional competitive oriented approach with a collaborative perspective, involving all the interested actors and exploiting their potential, with the function of achieving aims that are not possible through an individual approach (Saviano and Caputo 2013; Iandolo et al. 2013).

However, looking at the model presented in Figure 3 to illustrate technology transfer, it may seem that, to make the transfer easy, it is simply request to link the various actors together and involving them in the same structure. In this perspective, it is hard to explain why some processes fail even though they consist in linking different actors within the same structure. In our view, the reason for this can be explained by including other elements in the Quadruple Helix model (Tab. 1).

Table 1. Examples of failures in K&T the process and the relative explanation under the proposed perspective

From this point of view, the real challenge in terms of managing the co-creation process in the context of knowledge and technology transfer is to find a means of improving the alignment in culture and values between the actors. Only in this way is it possible to imagine an easy approach to co-creating knowledge and, consequently, a greater probability for improving and optimizing technology transfer among the actors (Carayannis and Alexander, 1999; Alvesson 2000; Barile et al. 2014; Polese et al. 2016; Dominici et al. 2017).

The focus should then shift from the technical instruments that support technology transfer to the social aspects that impact on the process of alignment. The reason for this is to back a change in perspective, so that technology and knowledge are not simply resources to sell according to a transactional approach - in a win-lose logic where one actor can evolve only by hurting the others - but it is need to shift toward a relational approach where knowledge and technology are co-created in an open socio-technical system where production and transfer are simultaneous (Golinelli et al. 2012; Calabrese et al. 2017; Tronvoll et al. 2017).
Due to the developments taking place, there is the need for a greater investigation into the role played by the ‘fourth helix’ in the process of co-creation. This process can help us to understand the importance of alignment among the actors in terms of “degree to which an organization’s design, strategy, and culture are cooperating to achieve the same desired goals. It is a measurement of the agreement or relative distance between several ideal and real elements of organizational life” (Sender 1997: 23).

In this perspective, K&Tt processes should be analysed not so much in terms of “managed process of conveying a technology from one party to its adoption by another party” (Souder et al. 1990: 5), but as “intentional, goal-oriented interaction between two or more social entities, during which the pool of technological knowledge remains stable or increases through the transfer of one or more components of technology” (Autio and Laamanen 1995: 647).

The implications of the proposed change are important if analysed with reference to the conceptual framework proposed in the Quadruple Helix model because “Media-based and culture-based public” and “civil society” cannot simply be considered as another dimension in the same process, but as the key indicators for identifying possible pathways of alignment among the three other helices (Carayannis et al., 2017b; in press a).

Figure 4. A re-reading of Quadruple Helix model (Source: Our elaboration from Carayannis and Campbell, 2012: 14)
In other words, media-based and culture-based public, and civil society - taken together, as one- can be seen as the ‘element’ required to connect the actors in the Triple Helix Model, directing their actions and strategies toward common aims. The real advancement in the management of technology transfer in the knowledge era is to recognize the importance of this element in terms of identifying how and if it is possible to replicate the cases of success involving unplanned cultural and social alignment (Table 2).

<table>
<thead>
<tr>
<th>Examples</th>
<th>Causes of success</th>
</tr>
</thead>
<tbody>
<tr>
<td>“The Global Cleantech Innovation Programme (GCIP) for small- and medium-sized enterprises (SMEs) is a far-reaching programme that leverages the power of entrepreneurship to address the energy, environmental and economic problems. [...] It selects start-ups in each country to participate in a competitive national programme that trains, mentors, promotes them as well as connects them with potential investors, customers and partners”. (<a href="http://www.unido.org/en/what-we-do/environment/energy-access-for-productive-uses/partnerships-and-networks/global-cleantech-innovation-programme.html">http://www.unido.org/en/what-we-do/environment/energy-access-for-productive-uses/partnerships-and-networks/global-cleantech-innovation-programme.html</a>)</td>
<td>Programmes involve actors that are influenced by a similar perspective concerning the management of natural, economic and human resources. They are based on the continuous interaction among all the actors involved in the network with the purpose of improving informational and cultural alignment.</td>
</tr>
<tr>
<td>The Global Network of Regional Sustainable Energy Centres “respond to the urgent need for increased regional cooperation and capacities to mitigate existing barriers to renewable energy and energy efficiency investment, markets and industries. They complement and strengthen ongoing national activities in the areas of policy and capacity development, knowledge management and awareness raising, as well as investment and business promotion. There is a common understanding that some “soft” barriers for RE&amp;EE can be addressed more effectively and at a lower cost through regional approaches and methodologies”. (<a href="http://www.unido.org/en/what-we-do/environment/energy-access-for-productive-uses/partnerships-and-networks/global-network-of-regional-sustainable-energy-centres.html">http://www.unido.org/en/what-we-do/environment/energy-access-for-productive-uses/partnerships-and-networks/global-network-of-regional-sustainable-energy-centres.html</a>)</td>
<td></td>
</tr>
</tbody>
</table>
| The Low Carbon Low Emission Clean Energy Technology Transfer (LCET) is promoted by the United Nations Industrial Development Organization (UNIDO) and the Ministry of Economy, Trade and Industry of Japan (METI). It is articulated “in three phases to promote the transfer of low carbon technologies:  
- Develop selection criteria to initially identify and screen technologies that could be replicated and repeatedly demonstrated.
- Conduct a feasibility study of identified LCETs vis-à-vis the current techno-socioeconomic needs; and
- Implement pilot projects, including capacity building, for local counterparts”. (http://www.unido.org/en/what-we-do/environment/energy-access-for-productive-uses/partnerships-and-networks/low-carbon-technology-transfer.html) |                                                                                             |

Table 2. Examples of success in the K&TI process and the relative explanation under the proposed perspective

Therefore, alignment towards the same entity of media-based and culture-based public and civil society is a preliminary condition for every process of Knowledge and Technology Transfer, because transfer of knowledge is only possible between actors who share the same system of meaning (Trompenaars 1995). Consequently, only when all the actors are ‘culturally aligned’ is it possible to consider improving the transfer and, therefore, overcome the traditional logic of competitiveness.

From this perspective, there is the need to shift from models in which technology transfers are seen as cases of linear information transmission to models in which they are seen as processes of interrelating and sense-making (Weick 1990).

THE NEED FOR A COMMON AND SHARED MANAGEMENT MODEL
The need for a management model common to all the different actors involved in the Knowledge and Technology Transfer process is a challenge insomuch as it requires a blend of sometimes very different models, information, aims and perspectives (Edvardsson et al. 2012).

It is possible, in this respect, to follow a pathway set out in a study on Information Asymmetry, which involves the analysis of the relationship whereby the “inability to assess quality represents exposure to two different forms of supplier opportunism, namely, (1) misrepresentation of an outlet’s true characteristics and (2) actual quality cheating” (Mishra et al. 1998: 278).

The general part of this study proposes a system of rules, indications, awards and penalties to discourage opportunistic behaviour and to direct individual behaviour towards a common pathway defined through a top down approach (Healy and Palepu 2001; Bhargava and Chen 2012).

While recognizing the contribution of these studies towards solving other problems connected to the transactional approach, we think that they could be used more effectively to understand problems relating to technology transfer if they are combined with the recent advancements in research on Service Systems and, specifically, with studies on the value co-creation (Edvardsson et al. 2011; Grönroos 2011; Wetter-Edman et al. 2014).

In our perspective, a combination of the two approaches can offer interesting stimuli to the debate on Knowledge and Technology Transfer because, by starting from the differences among the actors involved, it is possible to show that it is impossible to shape the way they behave exclusively through a systems of rules.

By overcoming this information asymmetry, it is first necessary to create an improved and more complex system based on the cognitive alignment between the actors (Del Giudice et al. 2013b; Caputo 2016; Caputo et al. 2016a). A new approach for defining strategies, partnership and alliance is also required to overcome the traditional transactional approach which is no longer suitable for addressing the challenges imposed by the current context (Webster 1992; Gummesson 2002; Soto-Acosta et al. 2010).

The success of a programme for Knowledge and Technology Transfer should be evaluated in terms of a possible alignment between the actors. The reason for this is that only by developing models that can handle the problem of cognitive distance - “defined broadly as the degree of diversity in research methodologies and in the use and interpretation of knowledge, can influence the process of technology transfer” (Muscio and Pozzalli 2013: 489) - is possible to conceive a socio-technical environment in which knowledge and technology are generated in function of the specific contextual evolution and can be easily transferred and, therefore, be understood more readily and managed more effectively (Meroño-Cerdan et al. 2005, Soto-Acosta et al. 2015).
By moving from a top-down alignment imposed from above to a bottom-up cognitive alignment, it becomes possible to avoid any type of opportunistic behaviour and, at the same time, direct all energy, resources and technology along the same pathway, with positive effect on the value of the achieved result (Palacios-Marqués et al. 2015; Caputo et al. 2016b).

Obviously, the proposed change is not simple to implement because it involves altering the traditional and well-consolidated approach to business and to processes of knowledge and technology. It requires investment in developing the social dimension of the transfer process, because the problem of cognitive distance can be overcome only through continuous interaction. In addition, the approach to human resources must be re-thought together with moving from a logic of ‘resource to use’ to a vision of ‘value to improve’.

To enact the proposed change, there is the need to, for example:
- conceive an educational system which does not only teach the principles of competitiveness,
- develop a social system capable of promoting common values and styles of life,
- promote interaction and relationships not only within the boundaries of specific projects and/or directed at specific aims,
- improve the expertise of policy makers, managers and organizations in terms of finding and promoting pathways for cognitive alignment within organizations and with external actors.

The investment is considerable and it requires substantial effort on the part of policy makers, managers and organizations but, in our view, the opportunities are greater than the costs.

**FINAL REMARKS, PRACTICAL IMPLICATIONS AND POSSIBLE FUTURE LINES OF RESEARCH**

The possible implications of shifting from the traditional approach to Knowledge and Technology Transfer to a new vision based on relational logic are significant for both researchers and professionals.

A change in perspective in the models of management and governance represents, in the proposed perspective, a challenge that cannot be ignored. University, Industry, Government and civil society are called to work together to face the challenges of this new era (Carayannis and Rakhmatullin 2014), where knowledge is the key resource for competitive advantage in every type of organization (Porter and Miller 1985). Its effects can emerge and it can become tangible only if the actors are able to find a common point of contact (Coleman 1988).
From this point of view, media-based and culture-based public, and civil society are the elements to be investigated in order to understand the conditions under which Knowledge and Technology Transfer can be easily promoted.

Many aspects should be considered from this point of view, such as the impact of ethical and cultural variables, the desire on the part of the players to act towards a common goal, institutional and governmental influence and so on.

The work proposed in this research is a first conceptual step, which can be used as the basis on which to build instruments and models for measuring the opportunities linked to the cultural and cognitive alignment of actors during the processes of technology transfer. In this light, a new fascinating challenge emerges for both researchers and professionals. This is the need to develop a stronger cross-disciplinary approach based on contamination among the different research streams that have recently been examining the role of culture, information and cognitive aspects within the processes of knowledge and technology transfer. A possible aim to pursue is to define the indicators, tools and benchmarks that can help managers to identify the areas in which interaction and transfer are more easily achieved because they are underpinned by the implicit alignment of the actors.

The paper represents a first possible step in a pathway requiring cross-disciplinary contributions. It is a call to the many different actors, urging them to work together towards defining a more efficient, effective and sustainable model in which government, industry, academia and civil participants can work together with the aim to build a sustainable future (Barile et al. 2017; Carayannis et al., 2017a; Saviano et al. 2017a, 2017b).

Perhaps a new path is opening before our eyes and maybe it is time to follow it together.

REFERENCES


Global and national business theories and practice: bridging the past with the future

ISSN: 2547-8516


Newell, S., Robertson, M., Scarbrough, H., Swan, J. (2009), Managing knowledge work and innovation, Basingstoke, UK, Palgrave Macmillan.


RECENT ISSUES ON CORPORATE GOVERNANCE: THE EFFECTS OF THE “PRECAUTIONARY Recapitalisation”

Cardi, Mavie
Economia Aziendale Internazionale, Link Campus University, Rome, Italy

ABSTRACT
The paper concerns recent issues on corporate governance, in terms of impact on the stability and safety of financial system as a whole and, in particular, in the context of “precautionary” recapitalisation.

The research moves from some recent trends of the international discipline, Basel III above all, and Directive No. 2013/36/EU (so called CRD IV), as well as the Draft Guidelines on internal governance, recently published by the European Banking Authority (EBA), that gave new input to banking corporate governance regulation.

The analysis summarizes the objectives of the current regulation and the reasons of the special nature of corporate governance of banks due to the public interest and institutional function performed by financial intermediaries in the economic process, compared to non financial either industrial companies.

A particular case study concerns - in this context - the measures recently introduced by Italian legislation, with regard to the so called precautionary banking recapitalisation and the effects of these measures on corporate governnace.

Keywords: Corporate Governance, Risk Management, Regulatory Framework, Basel III, CRD IV, Italian Precautionary Recapitalisation, Restructuring Plans.

INTRODUCTION
In the recent trends of international discipline, corporate governance has increasingly taken on a role of safeguarding the stability of financial systems.

The inadequacy of the previous regulatory framework in guaranteeing correct mechanisms of prevention of an excessive risk taking has demonstrated the critical importance of corporate governance for the proper functioning of the banking sector and the economy as a whole.

In the light of evidence revealed by the financial crisis, international regulation is going to be implemented orienting corporate governance mainly towards criteria of safeguarding banks’ stability.

This road to reform is still on-going.
In this context, the Italian financial sector has been recently involved in a renewed government intervention, due to the public precautionary recapitalisation introduced by the 2016-2017 Italian laws. These measures will produce implications on corporate governance too, affecting banks’ risk-taking decisions and management.

Indeed, the process of “banking recapitalisation” is assigned to State intervention tools, subject to the EU standards and in compliance with specific conditions related to capital and governance of the bank involved. In particular, this measure is allowed through capital injections only with regard to a capital shortfall under the adverse scenario of a stress test. This means that the bank must be solvent, being necessary that it fulfils the minimum capital requirements (i.e. Pillar 1 requirements).

Precautionary interventions are based on the European regulatory framework represented by the 2014/59/EU Directive (Bank Recovery and Resolution Directive - BRRD) being compliant with EU’s State aid regime.

Nevertheless, in this context all the overall post-crisis process of regulatory revision must be considered.

First of all, we refer to the Capital Requirements Regulation - CRR (575/2013) and Capital Requirements Directive - CRD IV (2013/36/EU), that transposed into European law the international framework (Basel III) developed by the Basel Committee on Banking Supervision (BCBS): an entire framework that is still in progress.

The objective of the CRD IV Directive in the field of corporate governance is to impose principles aimed at guaranteeing the effective supervision by the “management body” - namely by non-executive directors - and together the control by Competent Authorities on the adequacy of the internal governance arrangements.

Furthermore, the strengthening of the regulatory capital framework, both in terms of quality and quantity, indirectly contributes to contain the excessive risk appetite of the management.

In addition, the Guidelines on internal governance issued by EBA, recently subject to consultation process, further enrich the framework in this field. In fact, “the Draft Guidelines have been developed on the basis of Article 74 of Directive CRD IV, which mandates the EBA to further harmonise institutions’ governance arrangements, processes and mechanisms across the EU and Competent Authorities will be expected to implement the Guidelines by mid-2017” (EBA 2016).

Thus, a holistic framework is being developed, at a national and international level, centered on better managing risks and medium term performances.

In fact, the crucial role of general economic interest assigned to banks in the economy, by intermediating funds from savers and depositors to activities that help drive economic growth, underlies the reasons
of the specificity of corporate governance regulation (compared to the regulatory principles of governance of non financial firms).

There are, indeed, at least two key factors distinguishing the governance of banks from that of non financial firms: "the first is that banks have many more stakeholders than non financial firms. The second is that the business of banks is opaque and complex and can shift rather quickly" (Mehran et al., 2011).

Banks’ safety and soundness are key factors for financial stability. A weak corporate governance - if related to Global Systemically Important Banks (G-SIBs) - plays a negative role in the financial system as a whole, having impact on the banking sector and the general economy.

Capital on the one hand and governance on the other hand represent the fundamental safeguards in face of risks and their potential impact on economic balance.

Capital requirements and risk governance are in some way connected to each other by an institutional link for the achievement of the same objectives: safeguard of banks’ stability and of general economic interests.

The aim of this survey is to provide an overview of the main changes that have occurred in international regulation of corporate governance, with particular attention to functions and competences of the management body and, on the other hand, to the tasks of Competent Authorities. The complex regulatory framework imply that banks must pursue the best strategies to comply with it and to deal with the impacts on their business.

THE REGULATORY FRAMEWORK OF CORPORATE GOVERNANCE IN THE BANKING SECTOR

The need to strengthen the corporate governance of banks emerged more vigorously after the financial crisis, which highlighted the presence of weaknesses, especially regarding the specific issue of risk governance. Although, corporate governance in financial institutions was not the main cause of the financial crisis, however, in many instances, boards and senior management of financial firms failed to understand the characteristics of the new, highly complex financial products they were dealing with and were often unaware of the aggregate exposure of their companies, and consequently largely underestimated the risk they were running (de Larosiere Group, 2009).

Indeed, the strengthening of the governance approach was already previously a topic of interest of the international institutions, even though limited to setting out non-binding principles through the issuing of best practices, updated at various times (OECD, 1999; OECD, 2004; BCBS, 1999; BCBS, 2006).

As outlined before, in the years following the crisis, one of the primary objectives of the revision of European rules had been to enhance the way how banks govern themselves and how supervisors oversee this critical area. This was due to the acquired awareness (BCBS, 2015) of negative and
potentially systemic externalities of ineffective schemes of governance. In fact, “controlling excessive risk taking also requires regulation of corporate governance” (Schwarcz, 2017).

This resulted in the centrality of governance profiles not only in the framework of regulation but also of supervision.

At the regulation level, CRD IV Directive provides a first explicit and systematic placement of governance in the context of primary regulation.

The rules that the Directive dedicates to the themes of corporate governance and remunerations, grouped in a specific section (articles 88-95), are aimed at defining the governance arrangements ensuring an effective and prudent management, through reduction in excessive risk taking.

Two of the main key points of the CRD IV regulation are:

- the reinforcing of the collective oversight and risk governance responsibilities of the board;
- the objective to emphasise key components of risk governance such as risk culture, risk appetite and their relationship to a bank’s risk capacity.

Both the aspects, deeply connected to each other, are aimed at safeguarding conditions of stability and solidity in the financial system, through sound and prudent management of financial institutions, considering the role of general economic interest that they play and the resulting systemic risks.

Hence, banks’ activity should be oriented to the correct identification and assessment of risks which characterise it.

A sound corporate governance approach seems to be the prerequisite of an effective achievement of prudential requirements (particularly, stricter capital adequacy) and it has similar importance in terms of stability. In fact, according to Whereas no. 44 of CRD IV “Competent Authorities should be entrusted with ensuring that institutions have a good organisation and adequate own funds, having regard to the risks to which the institutions are or might be exposed”.

Moreover, banks need to look for new management strategies to increase their capitalization in a context of decreasing banking profits (Tutino et al., 2015).

As outlined above, to the “management body” is awarded a central role, with strong emphasis on the competences regarding risk management.

Financial institutions which are significant in terms of their size, internal organisation and the nature and complexity of their activities must set up internal committees (nomination committee, risk committee and remuneration committee), composed of members of the management body who do not have executive function.

This is properly due to the operational focus represented by risk management and thus by the necessity of committees supporting this specific activity. In particular, to the risks committee is assigned the
function of supporting the activities falling in the risk appetite area, while the control committee deals with risk accountability.

The development of the activity is therefore supported by procedures, processes and programmes in which the board plays the leading role.

In fact, the board (also according to its internal structure) deals with the risk appetite formulation (through the RAS – Risk Appetite Statement), related to the aggregate level and types of risk that a bank is willing to assume, decided in advance and within its risk capacity, to achieve its strategic objectives and business plan.

Furthermore, the board takes on a specific responsibility for the sphere of risk accountability, by constantly monitoring the management, with a specific focus on the adequacy of the risk management system. Also the adjustment interventions, in case of deviation from the prearranged objectives, fall into this context.

This close connection between the board and the management is confirmed by the arrangement of the RAF - Risk Appetite Framework. In this document its outlined the overall approach, including policies, processes, controls and systems, through which risk appetite is established, communicated and monitored; types and the levels of risks considered as compatible with the firm’s situation, are also explained. Therefore, RAF must be aligned with the bank’s strategy; the business units will tend to operate within the limits and along the direction outlined.

The implementation of the rules regarding corporate governance has developed parallel to the definition of the objectives to be achieved in terms of interests needing protection.

In this sense, the set of rules introduced by Basel III regarding the capital levels has a further indirect effect on risk management mainly orienting the activity towards medium-long term performance. This is because - other things being equal - the current regulation “by increasing the quantity and improving the quality of regulatory capital, contributes to align the goals of managers with those of shareholders, so reducing the excessive risk appetite of the management and, more generally, the typical agency problems that usually arise between banks’ managers and shareholders” (Vento and La Ganga, 2014).

THE EUROPEAN SUPERVISION OF CORPORATE GOVERNANCE IN THE BANKING SECTOR

The above mentioned regulatory innovations not only outline a new paradigm of corporate governance but also strengthen the forms of public control based on it.

Corporate governance profiles are object of a specific activity of supervision by the competent authorities, within the SREP process (Supervisory Review and Evaluation Process), in line with the crucial role they play within the regulatory framework.
The Guidelines published by EBA “for common procedures and methodologies for the supervisory review and evaluation process (SREP)” (EBA, 2015) confirm the importance attributed to the mechanisms of governance in the processes of supervision. In addition, the ECB has adopted three high-level priorities to guide its supervision throughout 2017. The aim of Single Supervisory Mechanism (SSM) is to ensure that directly supervised banks address key risks effectively: “to enable banks to address these key risks effectively, European banking supervision has streamlined its supervisory priorities. For 2017 three priority areas will guide banking supervision:

1. business models and profitability drivers;
2. credit risk, with a focus on NPLs and concentrations;
3. risk management” (ECB, 2017).

The institutional control is periodical and pervasive and envisage instruments of reaction if any possible weaknesses arise. As regards governance, SREP assessment is qualitative, and embraces different aspects. First, the assessment concerns the functioning and effectiveness of the board and the decision-making process, particularly on key issues such as strategy, risk awareness and management, transparency towards shareholders, availability of adequate information, and so on. Secondly, it concerns the banks’ risk appetite frameworks and the extent to which an appropriate risk culture is effectively ensured throughout the organisation, starting from the board and working down the hierarchical ladder. Third, it concerns the remuneration policies, also in the light of the EBA guidelines, looking specifically at the different components of remuneration and dividend distributions. Finally, it concerns the internal control functions, internal audit, as well as the risk management and compliance function (Angeloni, 2017).

Within the assessment process Supervisory authorities, in fact, formulate a judgment – expressed by a score (from 1 to 4) – on the adequacy of the mechanisms of the corporate governance and internal controls. The assessment influences the overall outcome of SREP and is aimed at assessing the effectiveness of governance arrangements, corporate culture and values, and the ability of members of the management body to perform their duties.

The CRD IV Directive also disciplines the corrective actions that Authorities shall take against possible weaknesses; among the main consequences, they could take decisions directly affecting the governance arrangements, in terms of strengthening the implemented arrangements, processes, mechanisms and strategies.

“By its nature, governance supervision is less subject to precise quantification and measurement, and relies more on subjective supervisory judgement. In relation to this, and more generally, we need to keep in mind that supervision is not an exact science, which can be conducted following a fully codified methodology. Whether it will become so in the future is a question for academics. Since for now it is not, it is essential that legislation and
standards do not try to limit, beyond a certain point, the room for supervisory discretion, lest making the whole supervisory process unworkable and ineffective. This point is particularly important in Europe now, while the legislators are engaged in the first major revision of our banking law since the launch of the banking union” (Angeloni, 2017).

The same Directive assumes (Whereas 54) the need of monitoring by the Competent Authorities of the adequacy of internal arrangements of governance. This is in order to avoid potential harmful effects linked to the presence of ineffective corporate governance arrangements which can lead to moral hazards by the management.

In the same circumstance the opportunity that “Those principles and standards should apply taking into account the nature, scale and complexity of institutions’ activities” is emphasized. In fact, the principle of proportionality has a crucial role in order to obtain an effective regulation as well as for financial supervision, which tend to significantly influence strategies and activities, with the aim of addressing the latter towards “traditional” less risky and more efficient business models.

Furthermore, the complexity, the increasing number and the frequent revisions of the rules imply high costs of compliance, thus creating competitive disadvantages for smaller banks. Regulatory requirements contained in CRR/CRD IV “should be proportional to the size and systemic risk footprint of banks of differing dimension, complexity and business model” (Masera, 2016).

**RECENT REGULATION ON PRECAUTIONARY RECAPITALISATION: THE ITALIAN CASE**

The recent development of Italian banking regulation has enlightened the interest and renewed the debate about the role of public intervention and its desirability in management of banking crisis.

The Decree n. 237/2016 (hereinafter the Decree) was adopted by the Italian Government on 23 December 2016, on the legal assumption of the need of urgent measures for the protection of savings in the banking sector. The Parliament approved it with law n. 15, 17 February 2017.

The new regulation introduces temporary measures (but with implications in the medium-long term) and involves the “State” in the credit process: something already seen in the past and now reproposed (although in a very different context).

The regulation, in fact, provides state intervention instruments, in order to safeguard stability in banking and financial sector.

The most significant measures aim to establish a legal framework for extraordinary public financial support to Italian banks under the conditions and within the limits set by Regulation (EU) No 806/2014 of the European Parliament and of the Council (SRM Regulation) and according to the Italian transposition of the Directive 2014/59/EU (Bank Recovery and Resolution Directive - BRRD). On the basis of
this Directive, in order to remedy a serious disturbance in the economy of a Member State and preserve financial stability, the provision of such public financial support must not be conferred to a bank that is failing or likely to fail.

To this end, a set of specific institutional tools has been developed. The Decree provides for three categories of extraordinary public intervention: a) a State guarantee of banks’ newly issued liabilities; b) a State guarantee of Emergency Liquidity Assistance (hereinafter ELA) operations conducted by Bank of Italy; c) a precautionary recapitalisation.

The arrangement of precautionary interventions opens the way to a new perspective for the Italian banking system not limited to the use of private capital but relying on the process of recapitalisation through public intervention.

The regulation appears to be compliant with the European regulatory framework concerning the conditions necessary for the grant of public financial aid. The reference is to the BRRD Directive and to the regulation establishing the Single Resolution Mechanism (SRM), which provides uniform rules and a uniform procedure for the resolution of credit institutions and investment firms in the framework of the SRM and the Single Resolution Fund.

The European frame defines, in fact, the necessary conditions enabling the grant of extraordinary public aid without involving resolution measures.

In accordance with the European Union’s state aid regime, the liquidity support measures should be precautionary and temporary and granted to banks with positive equity. Under the aforementioned Decree, the Ministry of Economy and Finance (MEF) is authorised until 31 December 2017 to intervene by subscribing to or purchasing shares issued by Italian banks. Such intervention may only be requested by a bank which, based on an adverse scenario under a national, EU or SSM-wide stress test exercise, needs to strengthen its capital.

THE IMPLICATIONS OF PRECAUTIONARY RECAPITALISATION ON CORPORATE GOVERNANCE

The procedure of request for State support implies a particular impact on corporate governance as well as on the setting out of corporate strategies. The bank is required to submit a capital raising plan to the Competent Authority, namely the ECB for significant credit institutions and the Bank of Italy for less significant institutions. The adequacy of the plan is assessed by the Competent Authority.

The banks benefiting from the government aid are thus required to present a restructuring plan submitted to the European Commission in order to be evaluated with regard to compliance with state aid rules. The plan must give reasonable evidence of the perspective profit earning capacity and bank’s
long term sustainability, without requiring additional public intervention. The precautionary recapitalisation is conditional on the Commission’s approval of the restructuring plan.

In the case of provision of collateralisation of the Bank of Italy’s liquidity operations, in order to face severe crises of liquidity, the respect of the restructuring plan is also due to the necessity to limit the overdraft on liquidity provided by the central Bank.

Bank risk mitigation through the massive use of government guarantees, using the instrumentation of guarantees for the liabilities and for ELA, may be measured and compared with patterns evaluating its impact on banks’ risk-taking incentives. In the current academic and political debate, “government guarantees are considered to be an effective tool to prevent the occurrence of panic crises and mitigate their negative effects. However, their provision can distort banks’ risk-taking incentives and induce them to take excessive risk. Because of this moral hazard problem, the provision of guarantees can lead to the perverse outcome of increasing the overall instability in the banking sector and magnify the costs for the government providing them” (Allen et al., 2017).

The request of precautionary recapitalisation clearly results in management and governance implications for the bank.

In particular, the bank is required to undertake some commitments on the basis of EU’s state aids rules and principles, specifically enacted for the banking sector, and aimed at avoiding the waste of resources.

Furthermore, the capital subscription can be subject to the MEF for the revocation or substitution of executive directors or director general of the involved banks or to the limitation of remunerations of the upper bodies.

As to the restructuring plan, to be submitted to the Ministry and to the Competent Authority, the request must be supported by information and documents related to: the amount of the subscribed shares for which the Ministry’s intervention is requested; a list of the bank’s instruments and loans which would be subject to burden-sharing measures, indicating their economic value, arranged by an independent expert; an estimate of the actual value of the bank’s assets and liabilities, for the purposes of assessing compliance with the “no-creditor-worse-off-than-in-insolvency” principle.

The restructuring plan – implying specific management objectives the claiming bank will have to achieve – is notified to the EU Commission. State precautionary intervention will be arranged only if the Commission delivers a positive outcome of the assessment with regard to the compatibility with the internal market.

As it is known, the first beneficiary under the above mentioned framework is intended to be Banca Monte dei Paschi di Siena (MPS), the third-largest Italian banking group, and the Decree contains specific provisions for the application of the measures to MPS.
The 2016 European stress tests conducted by the EBA showed a very severe impact for MPS in the “adverse” scenario, related to CET1 shortfall. The bank was still solvent, respecting the minimum capital requirements and had thus prepared a recapitalisation, by a private capital increase, with the original intention of avoiding the resort to public resources.

Having failed this initiative, the necessity of extraordinary and temporary state financial support became concrete. According to ECB, the mentioned shortfall translates into a capital requirement of EUR 8.8 billion. The ECB’s communication related to the capital shortfall opened the articulated process regulated by the Decree.

As effect, shareholders will be subject post money to the decrease of their stock proportionally to the capital increase.

The contents of the restructuring plan has a significant role in this context. It is aimed at guaranteeing the effectiveness of the business model in the long term, minimising competitive distortion and, consequently, strengthening its resilience against the hypothetical adverse scenario.

Therefore, the bank management will be required to take on non-negotiable commitments, also in terms of business strategies, subject to constant institutional monitoring.

In this context, the theme of corporate governance - specially with regard to the internal governance - is crucial with regard to the measures that the bank - requesting a precautionary recapitalisation - will have to adopt in order to achieve the envisaged enhancement, that is to say central elements of the planning process itself and of the bank’s perspectives.
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ABSTRACT

This study aims to reveal the factors that cause the businessmen in Turkey to conduct political corporate social responsibility activities. The factors affecting corporations’ political corporate social responsibility practices depend both on the context of the corporations and their institutional environments. Therefore, understanding and assessing the corporations’ political and economic contexts and the national business system, in which they are embedded are of critical importance in order to extract these factors. With this aim, memoirs of businessmen are gathered and scrutinized using thematic analysis. Emerging themes resulting from the analysis include legitimacy, sustainable development, increasing competitiveness, weakness of the state, state repression, protection of commercial interests and religion. In other words, findings of this study show that the public policies of the governments in education, health and political areas, the religious tendencies of the businessmen, weaknesses of the governments, responding to the increasing market competition and protection of the commercial interests are the main drivers for Turkish businessmen to conduct political corporate social responsibility activities.
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INTRODUCTION AND PROBLEMATISATION

Malpractices of corporations and increasing public consciousness about business-society relationships have generated heated debates pertaining to the causes and origins of corporate social responsibility. This is linked to the political move prevailing across the world that states respond to globalisation pressures by pursuing neoliberal reforms and passing welfare and regulatory functions to the private sector (Bartley, 2003, p. 434; Maignan & Ralston, 2002, p. 510; Campbell, 2007, p. 955). We focus, in this paper, on the conceptual genealogy of the CSR in Turkey by highlighting the significance of the socio-economic and political developments in the global context. Conceptual genealogy, as an epistemological tool, implies the exploration of historical sites of meaning and the reconstruction of institutional settings, power structures, and meaning systems in which concepts originate and evolve.
through time (Djelic and Bothello, 2013). Genealogical perspectives are closely associated with the reflexive turn in social science in general and organisation and management studies in particular (Woolgar, 1988). As argued by Somers (1995), reflexivity is historical in the sense that it entails challenging historicity of preconceptions, assumptions, theoretical and conceptual underpinnings governing the conduct of research.

Departing from the premise of historicity as the key to achieve reflexivity, we stress that CSR discourse and practice in Turkey have developed in connection with the Americanisation process that has been influential historically in diffusing business and management approaches, models and organisational structures across the globe (see Djelic and Amdam, 2007 for the Americanisation process; see Yamak, 2007 for its impact on the development of CSR in Turkey). This approach entails explaining the underlying institutions and institutionalising processes shaping the evolution of the CSR understandings and practices. As pointed out by Kipping and Usdiken (2014), a crucial question for organisation and management scholars engaging with history is how it relates to theory. Our reflexive approach and analysis is underpinned by the institutional theory. Contextual embeddedness of economic, social and political structures, actors, organisations and actions is a core idea of the institutional theory. Institutional determinants of CSR are crucial as the corporations are embedded in a wider set of political and socio-economic institutions that affect their actions (Campbell, 2007).

Institutional theory allows for explaining institutional emergence, resistance as well as change through a number of orienting tools such as ‘institutional logics’, ‘institutional work’ and ‘institutional entrepreneurship’. The notion of institutional work implies processes of institutionalisation and deinstitutionalisation as combination and aggregation of situated practices that are closely intertwined with ‘existing social and technological structures in unintended and unexpected ways’ (Lawrence and Suddaby, 2006, p. 219). This is compatible with the reflexive approach we take in this study that focuses on the historically situated formation of the CSR discourse and practices in Turkey.

We have structured the remainder of the paper as follows. First, we discuss the macro-field of socio-economic and political institutions that have influenced business and society relationships globally and highlight the research problem emerging out of this debate. Second, we outline key dimensions of the institutional theory pertaining to our study. Third, we present the methods that we applied in analysing the extant studies on CSR in Turkey. Fourth, we move onto discussion of our key findings structured by the main dimensions of our theoretical framework. We conclude with a summary of our key findings and contributions.
MACRO-INSTITUTIONAL FOUNDATIONS OF CSR: AMERICANISATION

Historical and sociological analysis of CSR calls for understanding the emergence of corporations, origins of, and changes, in corporate governance and related managerial developments. For the movements of corporate governance and corporate social responsibility, one of the major forces has been the process of Americanisation linked to managerial revolution in the United States. National institutional systems are highly structuring and powerful systems (Djelic and Quack, 2007) that generate and perpetuate a variety of institutional logics. Americanisation should be viewed as a process involving different phases and evolving institutional logics.

In delineating this, Djelic and Amdam (2007), have put forward two approaches. The first is an evolutionary or ‘modernisation’ argument. According to this argument, due to common technological, public and market pressures, transformations go in the same direction and generate partial convergence in time. This argument is associated with the belief in existence of ‘best practices’ in the domains of economics and business studies. The second perspective to explain partial convergence is diffusionist argument. This argument highlights the notion that ideas, practices, discourses and structures come to resemble each other because of the emergence and growing density of channels enabling and facilitating processes of transfer, diffusion, imitation and normative alignment (Powell and DiMaggio, 1983; Scott, 2008; Suddaby, 2010). From this perspective, economic, political and social logics tend to be closely intertwined. This entails an understanding of the context, processes and shortcomings of the unique form of American capitalism and this has manifested itself in a trend in a number of disciplines such as economic sociology, history, management and organisation studies (Djelic, 1998).

CSR needs to be understood within a historical context where the objectives and the process leading to these objectives are openly debated. In a parallel vein, Djelic and Amdam (2007) have argued that Americanisation should not be conceived as with reference to closed historical periods; instead it is an open-ended process. Among the key institutional actors and agentic forces was the technical assistance programme that came together with the Marshall Plan as a part of an overall aid programme, which aimed to restructure European economies and different countries that are subject to communist threat from 1950s to 1970s (Usdiken, 2010). In that sense, the influence of American capitalism was not reduced to economy; it also shaped business education in many countries (Djelic and Amdam, 2007). United States acted as a supplier of models in business education (Locke, 1989; Usdiken, 2010). Business education itself was revised in a way to support free market capitalism in its competition with Soviet Communism. With a specific focus on business education or management consulting, young expert teams from countries all over the world were trained in American institutions and on their return they became professors in the newly founded business schools or
business studies departments in universities in their home countries. With the increasing importance of private actors in the late 1950s and 1960s, private American foundations such as the Ford Foundation sponsored the business training in Europe. In collaboration with the European Productivity Agency (EPA), they played an instrumental role in setting up the INSEAD, which offered the first MBA programme in Europe.

The idea of Americanisation as a process enables us to assert that the United States has been a key spreader of institutional, normative and organisational models in particular since 1945 (Djelic and Amdam, 2007; Kipping and Usdiken, 2009). In parallel with the developments in Europe, within the framework of the aid programmes, American professors served different positions in Turkish universities. Financial support was provided for the development of libraries; and finally, Turkish faculty members (or those aiming to become such) were offered graduate training or short development opportunities abroad (Usdiken & Cetin, 2001). A proliferation of the institutions to learn American way of management took place during the same period. The establishment of the Turkish and Middle Eastern Institute of Public Administration (affiliated to Ankara University) in 1953 was followed by the foundation of the Inter-ministerial Productivity Centre (later National Productivity Centre) and the Institute of Business Economics (affiliated to Istanbul University) in 1954 (Usdiken & Cetin, 2001). While the latter benefited from the financial support of Ford Foundation and consultancy of Harvard Business School, Turkish and Middle Eastern Institute of Public Administration received technical aid of United Nations (Usdiken & Cetin, 2001). Two more institutions of higher education were established in the second half of 1950s: Middle East Technical University (1957) and School of Business Administration and Economics within Robert College (1958). They were visibly designed according to the American model where the instruction was in English and faculty members were “visiting American professors and American-educated adjunct lecturers” (Usdiken & Cetin, 2001:107).

In the following years the collaboration between American institutions and Turkish higher educations further increased. Similar developments were also observed outside the domain of educational institutions. For example Turkish Management Association which received funding from AID and Ford Foundation was established in 1962 with the aim of providing a whole range of extension programmes and consulting services to small and medium sized enterprises” (Usdiken & Cetin, 2001:107).

In translating these developments to the business-society relationships, Spector (2008) argues that the origins of the current social responsibility movement can be traced down to the early years of the cold war. As with his predecessor, Dean David of Harvard Business School was among the first promoters of extended notions of CSR. He launched a call to businessmen in 1946 to use CSR in order to align business interests with the protection of capitalism against communism. As a member of the post war
new elite, David had significant positions in federal commissions, corporate boards and board of trustees of Ford Foundation, which had an important impact on business school curriculum through its grants.

As noted by Campbell (2007), cognitive frames or worldviews of corporate managers determine how they run their firms; and they often learn these mental constructs and develop their cognitive capacity through the messages that are conveyed to them at business schools and through the professional publications that they are exposed to. Hence, it is salient to uncover the institutional determinants and logics of business school curriculum development historically and geographically in order to shed light on formation of CSR cognitions and understandings.

THEORETICAL UNDERPINNINGS: INSTITUTIONAL THEORY

A core dimension of the institutional theory has been to transcend disciplinary boundaries in addressing key questions such as how embeddedness matters, how institutions constrain and structure action, create regularities, stability as well as change and destability, and how they limit and at the same time open up the range of options and opportunities (see Djelic, 2010). The old institutionalism focused specifically on the key mechanisms generating change and adaptation in the interplay between economic actors and broader environments (DiMaggio and Powell, 1991).

The central focus of the neo-institutional thought was on the institutional forces such as rule-like frameworks, rational myths and legitimised and internalised knowledge, which shaped formal organisational structures (Scott, 2008). Meyer and Rowan (1977) defined institutions as broad abstractions, wider cultural and symbolic patterns, rationalised prescriptions that diffuse in the organisational world. Institutionalisation process, in Selznick’s (1957) approach, has become associated with ‘infusing with values’ (ibid, p. 16). This strand of work was fundamentally concerned with social stability, drawing attention to ‘a particular set of social reproductive processes (Jepperson, 1991, p. 144).

The essence of these processes was captured by DiMaggio and Powell (1983) in their foundational work offering a distinction between coercive, normative and mimetic processes of social reproduction. Elaborating on their framework, Scott (1995, 2005, 2008) put forward a theory of institutional order by differentiating three ingredients: regulative, normative and cultural-cognitive elements. Despite this early scholarly attention to micro-level socio-cognitive aspects of institutions, by institutional theorists, organisation studies research of the last two decades has focused primarily on organisation and field-level unit of analysis (Bitektine & Haack, 2015; Powell & Colyvas, 2008; Schneiberg &
Clemens, 2006). These macro-level approaches are beneficial in understanding particular significance of wider socio-economic and political settings i.e. states and national boundaries for the structuration, stabilisation and reproduction of those institutional frames (see Whitley 1999; Djelic, 2010). In this historical neo-institutional perspective, national institutional settings are historical constructs generating deep-rooted systemic patterns of action (Djelic, 2010). This is in line with the trends observed in the institutional theory in the late 1990s whereby the emphasis was diverted to demonstrate how political and institutional forces set the framework for economic action (Powell, 1991, p. 183). This implies a more dynamic approach paying attention to institutional change processes.

A critique of neo-institutionalism was made by DiMaggio (1988) himself, who argued that early understandings and application lacked importance of agency. Agentic and creative ways in which organisations respond to their institutional environments were highlighted in ‘institutional entrepreneurship’ strand of institutional theory, which attempted to uncover organisational efforts to transform institutional fields and alter institutional logics (see Oliver, 1991; Dacin et al. 2002; Suddaby, 2010). The core concept of institutional theory, then, becomes the ‘tendency for social structures and processes to acquire meaning and stability in their own right rather than as instrumental tools for the achievement of specialised ends’ (Lincoln, 1995, p. 1147). As noted by Suddaby (2010, p. 15), organisations often act in ways that defy economic logic or norms of rational behaviour and institutional theory offers a paradigm to account for such organisational responses and logics.

Institutional logics (see Thornton et al., 2012) has become the key meso-level construct in bridging macro-field and micro-individual levels of analysis in institutional theory. Institutional logics are ‘axial systems of meaning’ or ‘ways of ordering time and space’ (Suddaby, 2010, p. 16), building on the cognitive view of institutions taken by neo-institutional theory. As cultural structures that bring order to domains of practice in explaining structure and action (Rao, Monin, & Durand, 2003; Thornton & Ocasio, 2008; Ocasio, Loewenstein, & Nigam, 2015), institutional logics concept allows for illuminating how such logics are formed and influenced at the individual level of analysis. Taking a step further towards illuminating the interface of meso and micro dimensions in organisational research, Ocasio et al. (2015) offer a framework whereby they explain the communication processes shaping structures and processes reproducing and changing institutional logics. According to this framework, defining properties of institutional logics are category conventions, practices and vocabulary dimensions. The core insight of the framework is that collections of category conventions about practices can converge to yield meaningful and durable higher-order principles of institutional logics (ibid, p. 31). This convergence is achieved through four kinds of interrelated communicative functions, namely co-ordinating, sensegiving, translating and theorising. In combination, these
functions form the practices that embody institutional logics as social facts. Cognition is integrated in this approach in a way that aspects of social process that are taken for granted have meanings and this entails a concurrent cognitive process through which these communicative events come to be meaningful to actors in a social collective (ibid).

We extend this framework of institutional logics departing from the premise that a multi-level analytical approach is imperative in developing a conceptual genealogy of CSR. A fuller understanding of the interpretive capacity of organizations as meso-level constructs, and, therefore, that of varying institutional responses to field-level changes at the macro is crucial for the CSR domain. This generates a better appreciation of how contradictions in societal logics influence the diffusion of particular practices with a broader view of stakeholder needs and expectations on organisations. Socially responsible corporate behaviour tends to be more likely to occur if firms engage with institutionalised dialogue with stakeholders including unions, employees, and investors (Campbell, 2007). One implication is the political nature of the organisations as institutions that are the outcome of such engagements and contestation (Meyer and Hollerer, 2014).

**Figure 1. Reproduction of institutional logics framework**
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Source: Developed from Ocasio et al. (2015) and Djelic and Bothello (2013; components numbered 1, 2, 3, 4)

In the context of CSR in Turkey, we have observed the co-existence of multiple institutional logics, even competing ones. Transnational influences have been instrumental in conjunction with traditionalism, which has permeated across institutional settings without formalisation. This parallels with the framework offered by Djelic and Bothello (2013), who have differentiated between the paths
of construction, diffusion, moral contestation and eventual institutionalisation. We combine their framework with that of Ocasio et al’s (2015) model on production and reproduction of institutional logics in order to arrive at an analytical framework for deconstructing CSR conceptions and logics on a temporal and spatial basis. The following Figure 1 demonstrates this framework:

Diffusion is an important concept for the purpose of this research. Stratified character of knowledge diffusion regarding CSR can be understood by paying enough attention to the complex and dialectical relationship between social (Macro-meso levels) and individual stocks of knowledge and by not losing the sight of related symbolic and structural power dimensions (see Meyer, 2008). These power dimensions are taken up by Levy and Egan (2003), who argue that agents are often positioned at the cross-currents of plural and resistant ideologies that are nurtured by the contradictions of social and economic systems embedded in the political and cultural contexts. How this context influences the interactions and opens up a space for a heterogeneous understanding of CSR is our concern in the current study. By questioning accepted knowledge about diffusion of CSR knowledge and its institutional development, this research is of value as it generates new knowledge that locates the historical evolution of the concept in the context of transnational, national, political, cultural and ideological changes.

**METHOD**

Two sources of database were used for this study. First, the database of the National Library in Turkey was searched for any publication on CSR. Second, assuming that there may be some deficiencies in the former, 11 major management journals have been screened for CSR articles since their establishment up to 2015. These academic journals are:

- Amme İdaresi Dergisi (Public Administration Review),
- Ankara Üniversitesi Siyasal Bilgiler Fakültesi Dergisi (Ankara University Political Science Faculty Journal),
- Boğaziçi Journal,
- Eskişehir Anadolu Üniversitesi İktisadi ve İdari Bilimler Fakültesi Dergisi (Eskişehir Anadolu University Economics and Administrative Sciences Faculty Journal),
- Eskişehir İktisadi ve Ticari İlimler Akademisi Dergisi (Eskişehir Economics and Commercial Sciences Academy Journal),
- İstanbul Üniversitesi İktisat Fakültesi Mecmuası (Istanbul University Economics Faculty Review),

---

İstanbul Üniversitesi İşletme Fakültesi Dergisi (Istanbul University Business Administration Faculty Journal),
İstanbul Üniversitesi İşletme Fakültesi İktisadi Enstitüsü Yönetim Dergisi (Istanbul University Business Administration Faculty, Institute of Business Economics. Management Journal),
Orta Doğu Teknik Üniversitesi Gelişme Dergisi (Middle East Technical University Studies in Development Journal),
Sevk ve İdare Dergisi (Management Journal),
Yönetim Araştırmaları Dergisi (Journal of Management Research)

Two journals (Eskişehir İktisadi ve Ticari İlimler Akademisi Dergisi, Sevk ve İdare Dergisi) ceased by 2015. These journals are covered during the whole period of their existence. Two criteria were taken into consideration in the selection of the journals: In order to be able to detect early work on CSR in Turkey we selected the oldest journals on business and economics. Furthermore, we also paid attention to have a representative sample of the major publication outlets on management.

FINDINGS

In Turkey, first publications on administration and operation of business firms appeared in 1935 with strong German influence (Usdiken & Cetin, 2001). In late 30’s, there are some initial thoughts in some Turkish management books on how the ideal relationship should be between the workers and the managers (Usdiken, Türkiye’de İş Yapmanın ve İşletmenin Akademikleştirilmesi 1930-1950, 2003). However, they tend to bear significant paternalist tone and do not integrate any responsibility discourse. The first study on CSR was published in 1967 by Atilla Gönenli in the Management Journal. The title of the article was “Is the manager’s sole duty profit making? (Gönenli, 1967). Management Journal was a publication of Turkish Management Association (Sevk ve İdare Derneği) which was established in 1962 by Mobil Oil top executive Robert Kerwin and Turkish businessmen and managers. Robert Kerwin became also American Cultural Attaché and assumed consultant position at Ford Foundation (Sevk ve İdare Dergisi, 1971). Turkish Management Association was also offered funds of Agency for International Development (AID) and Ford Foundation (Usdiken, Transferring American Models for Education in Business and Public Administration to Turkey 1950-1970, 2011). The author of the article, Atilla Gönenli, had his MBA in 1961 from Indiana University in United States.

This article was followed by several others (Tosun, 1971a; 1971b: 1971c; 1971d; 1971e) in 1971 in practitioner journals. Interestingly, except for one, which was anonymous, all of them were written by
Tosun. These studies focused primarily on the responsibilities of the businessmen. Therefore, all of the initial writings on this subject were published in practitioner journals by academics. Tosun wrote on CSR also in academic journals in the early 1970s. He published the first academic article (Tosun, 1972) entitled “Modern tendencies and responsibilities of business life” in the first issue of the Istanbul University Business Administration Faculty Journal. Tosun was the director of the Institute of Business Economics and professor at the Business Administration Faculty of Istanbul University. He had a major role in the diffusion of American type CSR in Turkey. Therefore, he pioneered in importing this concept and published 6 articles in the Management Journal of Business Economics Institute which was established in 1957 in collaboration with Ford Foundation and Harvard Business School. Both Turkish Management Association and Business Economic Institute acted as a bridge in the diffusion of American business ideas and practices in Turkey. Both institutions acted as intermediaries to transform business education and business life and to make them similar to American model. The institutions with whom they collaborated like Harvard Business School had initiatives about protecting the regime from the influence of Soviet communism and this acted as another force behind their presence.

Turkish Management Association also organized a seminar in 1971 and published a special issue on social responsibility in 1973. The special issue on the same subject appeared in 1979 in the Institute of Business Economics’ Management Journal.

During 1960s and 1970s more than 70% of the articles on CSR were published in the journals of these two institutions. This also shows that the diffusion of the ideas was not fast since only 30 % of the studies appeared in different outlets in more than a decade after the introduction of the American CSR concept. In fact the publications covered environmental pollution and business interaction, social costs and social responsibilities which were not in the agenda of the business and which lacked legal infrastructure.

In the eighties the number and the diversity of studies on social responsibility significantly decreased. It may be misleading to explain this fall by the political transformation due to military coup and the adoption of neo liberal economic policies in Turkey. A similar trend is also observed in the US where changes in tax policies and poor economic conditions led to the loosening of the regulations about CSR (Acquier & Aggeri, 2008; Frederick, 1983). Therefore, the decrease may be an outcome of both internal conditions and external trends. Only about 17.8 % of the CSR publications in our sample dates back to 1980s. This percentage remained the same in 1990’s and increased to 22.2 % in the first half of the 2000’s. It worth noting that the academic articles dating back to 1960s and 1970s constitute 4.4% and 37.8% respectively. Therefore the great majority of the publications on CSR appeared in 1960 and 1970s where the efforts of institutions that were funded by the American grants and aid were
significant. The diffusion appears to have been rather slow since many of the articles originated from the same group of organizations during the initial years. Only after 2000s, where the discourse of CSR was embraced by different organisations at the global level and a myriad of reporting methods and regulating bodies surged, the CSR studies gained momentum in Turkey as well.

Another interesting finding is that CSR studies did not take into account traditional CSR type activities stemming from the old traditions like foundations or zekat institution until 2000s. The initial studies provided typical examples from American business context, which were not embedded into the Turkish business context. Except for some studies mentioning only in one or two sentences traditional CSR type of activities in their introduction, no study investigated CSR as situated in Turkey until 2000s.

CSR is not a new idea or practice in emerging economies where similar concepts and practices bearing different names than CSR have been observed (Blowfield & Frynas, 2005). However, companies in emerging countries have been subject to isomorphic pressures which may be portrayed as diffusion of CSR from North that force them to be involved with existing CSR agenda even though they have different CSR priorities and understandings (Preuss & Barkemeyer, 2011). Therefore, after 2000, two streams emerged in the CSR publications. First was composed of studies, which used American constructs without critique and searched for similarities in the Turkish context. Second group included studies that demonstrated an awareness of traditional roots of CSR.

DISCUSSION AND CONCLUSIONS

We aimed to present a conceptual genealogy of the CSR in Turkey through a reflexive approach that accounts for the importance of the spatial and temporal contexts in examining the topic. Our analysis is grounded in institutional theory, which allows for illuminating institutional reproduction processes of construction of the notion of CSR, which is imported from the States, diffusion of the discourse, through Americanisation process, followed by contestation and finally lack of institutionalisation in Turkey.

Our results show that the emergence of the CSR as a management topic in the Turkish academic circles is a product of post WWII era organisations, which enjoyed financial and consultancy support from the American institutions like Harvard Business School and Ford Foundation. The CSR notion that was imported from United States was detached from the Turkish business context. The construction was based on American patterns. The proposed practices and topics failed to find a ground in the institutional context of Turkey. This, in turn, slowed down the diffusion process significantly and in some cases created contestation. The long existing traditions of CSR were neglected during the attempts of constructing Americanised CSR. This gave rise to a situation
whereby companies pursued traditional philanthropy activities without labelling it as CSR. Therefore, CSR presented a duality in both practices and academic writings. After 2000s, institutionalization of American type of CSR gained pace with increasing publications in the international outlets. However, this period is also characterized by the rediscovery and institutionalization of traditional CSR in Turkey.

We make two important contributions to knowledge. First, we offer a reflexive account of the historical and sociological analysis of the CSR discourse in Turkish academic writing by taking into account the significance of the Americanisation process that shaped business and management approaches, models and organisational structures (Djelic and Amdam, 2007). Second, we respond to calls for application of organisational theory in addressing such a research problem by applying institutional theory. Future research should pay specific attention to key parameters of CSR discourse appeared in each historical period and map them onto the main processes of institutional reproduction as unpacked by the institutional theory.
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ABSTRACT

The present article summarizes the main aspects of marketing evolution, which is characterized by the development of both “inward” – throughout the whole system of company’s business-process, and “outwards” – into the social and political society sphere. These processes are described on the example of the research of marketing and PR-activities of the leading world universities. The research was conducted by the Marketing department of RUDN University in the spring of 2016 in the frame of Russian Academic Excellence Project 5-100.

As part of the study the methods and tools of the universities’ promotion were examined and summarized through the corporate websites, social media and traditional media. The conclusions about the running information traffic which is generated by the universities and which is focused on both external and internal target audience were done.

Keywords: Total marketing, PR in higher education, research of PR-activities, marketing in higher education, new media, social media, websites of universities

INTRODUCTION

The Russian system of higher professional education, which boasts Universities with traditions that trail back down through the centuries – as well as reflecting the pride of their own formidable academic reputations – now faces an arduous task: how to keep in step with the current pace of international development while not undermining its own excellent academic antecedents. The launch of the Project 5-100 sent a new satellite into orbit to assist in the process of revamping Russian higher education and make and giving it a contemporary. The goal of Project 5-100 is to maximize the competitive position of a group of leading Russian universities in the global research and education market. "Excellence Initiatives" similar to the Russian Academic Excellence Project 5-100 are now among the in-vogue imperatives of many governments. Their aim is to better the system of higher education and anchor their national Universities to loftier positions in the global ratings. In 2015, the Russian University of Friendship of
Peoples (PFUR – RUDN University) was among the winners in the competition to receive state support in the framework of the 5-100 Project. In the frame of this project the scale researches of marketing and PR-activities of the leading world universities were starting in order to study their experience in the fields of promotion of their brands.

Marketing tools and technologies have become full, mandatory elements for not only proper functioning of commercial enterprises but also for politics, education, medicine, sport, nonprofit organization. They are also extremely important for the Universities. Well-formed marketing policy can help universities boost rankings, manage crises, increase donations, attract promising students, recruit academic stuff, create their brands and etc.

Assessing the development of marketing both the concept and the complex of practice activities it’s necessary mark its total character. Marketing is growing of both “inward” – throughout the whole system of company’s business-process, and “outwards” – into the social and political society sphere. Marketing tools the effectiveness of which has been proven in business are adapting to the features of non-commercial organizations and specific spheres of society. To be fair, it should be mentioned that Philip Kotler, in 1989 (Kotler, 1989) noted the growth of the use of the marketing concept by non-profit organizations to improve their basic indicators. Russian universities have just faced challenges in international competition. Taking into consideration this circumstances the study of the leading world universities’ modern marketing tools directed to the promotion of their brands and eventually to the increasing of their competiveness has a huge practical value for Russian universities. The Benchmarking can be very useful for understanding the modern marketing tools in higher education in order to survive in this competition.

Back in 1963, J. Marston proposed a formula for successful Public Relations Formula – RACE (Research – Action – Communication – Evaluation) (Marston, 1963). We will not go into the depth of this formula, although each of these aspects deserves a separate consideration. But we have just determinate that before anything can be done, it is necessary to conduct detailed studies.

As mentioned above the analysis of the word university’ marketing activity was conducted in the frame of the project 5-100. The first wave of this research was dedicated to the PR activity of the universities through the Internet. And in this Paper we would like to focus on this issue.

S. Catlip, A. Center, G. Broom suggested the following definition: "The PR is a management function that facilitates the establishment or maintenance of mutually beneficial relations between the organization and its public on which its success or failure depends" (Catlip et.al., 1994). So we can assume that the proper use of PR tools will be very helpful for universities for the achieving their goals. Regardless of the university structure, public relations and promotion (also called integrated marketing communication) were being used at colleges and universities long before the terms
"marketing" or "integrated marketing" came into play (Morris and Cejda, 2001).

**RESEARCH AND METHODOLOGY**

The research was conducted by the leading experts of Marketing Department with the participation of the senior students in the frame of TOP-5-100 project.

The study was carried out during the period from April to September 2016.

19 universities with classical method of education were selected. The main criterion for the choice was the high performance rating in QS World University Rankings, because the main objective of RUDN University is to improve its indicators in this Ranking.
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**Figure 1. The main objectives of RUDN university in the 5-100 project.**

*Source: About the project 5-100. [http://www.rudn.ru/5-100r/about](http://www.rudn.ru/5-100r/about)*

But a sample based only on this criterion would imply research of universities that are not competitors of the RUDN University, targeting another core audience. So additional criterions were added:

1. There are universities from all continents must be presented in the sample
2. The universities with the similar with RUDN indicators must be included to the sample.

So the following universities were selected:

<table>
<thead>
<tr>
<th>NN</th>
<th>University</th>
<th>Country</th>
<th>QS World University Rankings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>University of Illinois at Urbana-Champaign</td>
<td>USA</td>
<td>59</td>
</tr>
<tr>
<td>2</td>
<td>Cornell University</td>
<td>USA</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>Yale University</td>
<td>USA</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>University of Toronto</td>
<td>Canada</td>
<td>34</td>
</tr>
<tr>
<td>5</td>
<td>Universidade Estadual de Campinas</td>
<td>Brazil</td>
<td>195</td>
</tr>
</tbody>
</table>
Table 1. Target sample of the study

Depending on the nature of the tasks and sources of information, various methods of analyzing are used. According to the degree of formalization, all methods are divided into formalized and expert. The formalized methods include economic-statistical (extrapolation and correlation-regression), as well as structural. In this case, time-series data obtained on the basis of representative statistics are studied.

When it is impossible to obtain sufficient statistical information, expert methods of analysis are used. The expert method is based on the ability of specialists conducting research to find solutions to a specific problem.

Execution of examination consists of the following stages:
1. Preliminary stage
2. Group development
3. Preparation of research and Research
4. Processing and analysis of results

The indicator of the generalized opinion of the experts conducting the study is a simple and weighted average ($\bar{C}_j$ and $C_j$) values of compliance with the eligible selection criteria.

$$\bar{C}_j = \frac{\sum_{i=1}^{m} C_{ij}}{m}$$

(1)
The degree of consensus between the opinions of various experts is also of interest. The coefficient of variation of the estimates $V_j$, the correspondence of the $j$-th criterion to the exposed selection conditions, is calculated in the following sequence. The variance $\sigma^2_j$ and the standard deviation $\sigma_j$ of the estimations, the correspondence of the $j$-th criterion to the exposed selection conditions

$$\sigma^2_j = \frac{\sum_{i=1}^{m} (c_{ij} - C_j)^2}{m}$$  \hspace{1cm} (3)$$

$$\sigma_j = \sqrt{\sigma^2_j}$$  \hspace{1cm} (4)$$

Then, the coefficient of variation $V_j$ of the estimates, of the compliance of the $j$-th criterion with the exposed selection conditions is determined:

$$V_j = \frac{\sigma_j}{C_j} \times 100\%$$  \hspace{1cm} (5)$$

The smaller the coefficient of variation, the higher the degree of consistency of expert opinions. If $V_j < 33\%$, the opinions of experts are considered to be consistent, and the received value is taken as the final group estimate.

When analyzing the obtained average group estimate, it is necessary to determine the size of the area in which the future value of the estimated value will fall with a given probability $P$. This area is determined by the magnitude of the possible limiting error of the mean $\Delta$:

$$C_j - \Delta_j \leq C_j \leq C_j + \Delta_j$$  \hspace{1cm} (6)$$

$$\Delta_j = t \times \mu_j,$$  \hspace{1cm} (7)$$

Where $t$- confidence ration (Student’s T-Test)

$\mu$ - The mean square error of the arithmetic mean
In the process of the study, the criteria selection was recognized as reliable, and the experts' opinions agreed, while the maximum error limit was not more than 5%.

A research hypothesis reflected rather obvious tendency that takes place in modern marketing in general and in marketing in higher education in particular. We mean that all major marketing communications are increasingly shifting to the Internet. Actually from the mid-1990s onwards, the purpose and value of the Internet and then social media gradually engaged the interest of public relations practitioners and evaluators (Watson, 2012) but for the universities this direction has become very important not so long ago, but is becoming more and more important. According to the results of Hanover Research, “perhaps the largest area of innovation and growth in higher education marketing and branding, as well as in recruitment, is in the online and digital space. Although there is still some doubt that institutions are using technology to its full potential, particularly with social media and other emerging platforms, a recent survey by the University of Massachusetts Dartmouth indicated that nearly 100 percent of institutions polled use some form of social media as part of their marketing and overall operations” (Hanover Research, 2014).

That’s why it was decided to analyze the specific practice of the selected universities in so called new media namely websites and social networks and in traditional mass media. In the process of research, it was decided not to specifically distinguish between marketing activities and PR activities. In our opinion, in real practice these types of university activities are realized in a single process, first of all, when the tools of communication influence are investigated. One of the first scholars who argue for the integration of marketing and PR in higher education was B.A. Miklich (Miklich, 1988).

Each university was analyzed in the following area.

Sites: languages; Structure; Interesting facts or sections, which attract the attention; mentioning of the website in Internet; PR activity highlighted on the site; conferences and other scientific events, which took place in the university; papers and other scientific publications; scientific achievements; international cooperation; sections that are not on the sites of RUDN.

Social networks: social networks where the university is presented; number of subscribers; the main information presented in the network; Interesting facts or sections, which attract the attention; PR activity highlighted in the network; conferences and other scientific events, which took place in the university; papers and other scientific publications; scientific achievements; international cooperation.

Traditional mass media (press, radio, TV): scientific articles of the academy staff; Interview of the representatives of academy staff to mass media; mentioning about the university in news, expert
reviews, articles; participation of university staff in public speeches as experts; other forms of
information about the university.

It should be said that the main goal of our research was to study how to use modern means of
communication for PR

Taking into account the collected and analyzed significant factual material, we’ve concentrated on the
main results of the research without their detailed elaboration. This research is planned to be carried
out annually, expanding the number of research universities to 50 including a number of Russian
universities and universities from the CIS countries.

ANALYSIS AND RESULTS

Websites of the universities

The university’s website is the first source to be contacted in order to obtain information about the
university. Therefore it is very important that it reflects all the opportunities and dignities of the
university.

In the opinion of Wendy G. Ford, very little literature exists on the functional purpose of a college’s
Web site (Ford, 2011). The main elements of the analyzed universities websites are given above. Due
to certain limitations, we present only some of the results of our study on the issue.

First of all it was revealed that the most part of the selected universities has sites with several
language versions. Sites in English are dominated. 95% of universities have version in English, 37% of
them – in English only, 53% - in two languages: on the local language and in English and just 5% of
the sites has version in additional language besides English and local language.

In the course of the study the following interesting sections and features of site navigation were
identified:

1. News about the achievements of the universities
2. Job opportunity in social network
3. Rector’s blog
4. Information about graduates
5. Donations
6. Tips
7. Job opportunities
8. Cooperation
9. Comfortable navigation
10. Objects of the university for the year
11. Join programmes
12. Research portal on-line
The most prevalent positions which were indicated by the students as the potential users were “Interesting design”, “Comfortable navigation” (42% of the universities). Next by popularity are “Comfortable interface” and “Events in the University on the first page (37%). News about the achievements” attracted the attention in 26% of the universities, but Job opportunity in social networks”, comfortable search at courses and “Information about graduates” in 11% of the universities.

Information about the studied universities (and about their sites) could be found in the Internet-sources, dedicated to the education abroad (58%). Also more than a half addresses of the sites can be found on the most popular web-site Vikipedia (53%).

**Social networks**

As part of the study it was indicated that all the analyzed universities make active use for their promotion the following popular social networks; YouTube, Facebook, Twitter, Instagram. It’s absolutely true that people usually become motivated to share important information with their friends on the network, because they expect their experience to be helpful or of any use to someone (Gajic, 2012).

While the higher the university in the QS Ranking the greater its presence in global social networks. Absolute leader in the number of subscribers in all social networks is Yale University (USA) – more than 80 000 subscribers.

The most popular social networks among the universities are: Twitter (83% has it), Facebook (78%), YouTube and Instagram. Exceptions are Chinese universities; in particular Tsinghua University in social networks is not represented at all.

On YouTube usually scientific events are loaded as well as Awards ceremony of competitions and Olympiads, video for the different festivities, exhibitions and festivals. Sometimes you can find interesting information about the university, interview with representative of science, video clip about students’ life.

On Facebook the universities usually place information about scientific events, PR events, articles’ review, and scientific achievements of the universities. More than a half of the information is occupied by non-scientific announcements, such as: international internships, student events, concerns, exhibitions, festivals, alumni meetings, competitions, prizes, interesting facts about the university, the city where the university is located, the country in general, also tips for students.

Twitter links to the publication of the official site of the University, as well as on the photos and videos published by the university.
In Instagram, the information about university life in all its manifestations: scientific achievements, awards, prizes, studies, articles, exhibitions, competitions and other. Also student photos and video materials about current events are presented.
In general universities quite broadly cover interesting facts about themselves in social networks, which causes interest both for entrants and their parents, and for the students themselves to their university and its life.
In the course of the study the following interesting sections were identified:
1. Photo and video from the scientific and non-scientific events
2. Actual problems of the universities
3. The results of R&D
4. Traditions, customs and symbols of the country
5. Internship, joined programs
6. Students life
7. International cooperation
8. Sports achievements
9. Charity events
10. Information about honorable graduates
11. Congratulations students

The most popular are news of the university (25%), then photos and videos of the university and its students (17%), another interesting fact in social networks is student life (12%) and interesting scientific development of universities (10%).

Very interesting examples specific to individual universities were identified. For example, University of Hong Kong has its own Smartphone application where you can find the following information: the main news, current events, students’ life, map, library’s news, foods, timetable, bus schedule.
University of Copenhagen has launched application for Smartphones through which UCPH students can see on-line the timetable of lessons and exams; receive notifications of upcoming events, contact with lecturers and access lectures.

**Mass Media**

As part of study it was made an attempt to estimate the scale and features of the using by the universities of traditional mass media for their promotion. It was discovered that it’s quite difficult to find published articles and speeches of the university representatives. Such informational actions leave few "traces" in the information space. Therefore, we had to evaluate this channel by indirect indicators, using the links to them from the university websites, social networks and specialized portals on the Internet.
Many universities have published articles in popular science journals; however, not all the universities have a single server, database, archive for the references to specific sites and sources of all articles. Most articles are scattered on the Internet, which makes it very difficult to find them.

In the course of research it was revealed that a number of universities use very actively the speeches in the genre of "conversations with an expert" and interview with the representatives of the universities. These tools are placed not only in traditional mass media but also on the web-sites and in social networks. Moreover according to the rough estimates obtained in the course of the study it turned out that 30-35% of total number of all interviews and expert speeches is related to the traditional mass media.

It should be noted the main part of the interviews is mainly focused on the acute issues of economics, sociology and medicine. Interviews about university life are just in fourth place and mainly placed in the social networks.

SUMMARY AND CONCLUSIONS

The results of this study allow us to formulate the following conclusions.

1. All leading universities generate a significant, and apparently increasing, information flow directed at a wide variety of external and internal target groups. External ones are employers, the scientific and educational community, applicants and their parents, state and non-profit organizations. Internal - students, teaching staff, university faculty.

2. Such huge information flow implies the existence of an administrative and proactive system for the content creation, its editing and transmission. In fact we can state a full-fledged marketing information system in the analyzed universities, focused primarily on the maximum PR-activity.

3. Marketing and PR-activities of the universities are increasingly shifting to the Internet. The importance of direct advertising in traditional mass media is declining. More and more this activity goes to the Internet. The main communication channels are the university's website and the world's major social networks. Even the promotion in traditional media is provided by a complex of electronic communications.

4. All these tendencies form extremely urgent challenges for Russian universities. A serious reorganization of marketing approaches is needed, for the increasing their recognition and attractiveness in the world market of higher education.

5. This research can be useful for the following study of the marketing activity of universities. Further researches should explore such topics as the influence of certain factors on the choice of the university, adaptation of marketing programs to the local markets, promotion of the university's...
brand in foreign markets, the possibility of applying the marketing tools of foreign universities to promote their own university etc.
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ABSTRACT

The aim of this paper is to demonstrate the economic and health burden of Cardiovascular diseases (CVDs) in the context of Bangalore during the period 2010-2013. A data set containing in excess of 1 million historic records corresponding to all-cause mortality was obtained from the central repository data register. After a data quality assessment, a dataset of n=183,893 was obtained. Spatial analysis was carried out to highlight the hotspots of CVD. Potential Years of Life Lost due to CVD and Present Value of Lifetime Earnings were computed. CVDs were responsible for 25% of the total of potential years of life lost. The potential value of lifetime earnings highlighted a loss in excess of 8 billion INR over the four years. CVD poses a tremendous challenge for socio-economic development, and there is an urgent need for a strategic action to promote CVD prevention and enable a sustainable development for the economy.

Keywords: Cardiovascular diseases, economic health burden, GIS spatial analysis, Bangalore, potential years of life lost, present value of lifetime earnings.

INTRODUCTION

Cardiovascular diseases are the world’s leading cause of mortality. According to the World Health Organisation (WHO, 2013), an estimated 17.3 million people per year die of CVDs worldwide. Thus, CVD-related deaths accounts for 3 times more than those related to infectious diseases, including HIV/AIDS, Tuberculosis and Malaria combined (Beaglehole and Bonita, 2008). The World Health Organisation estimate that by 2030 the number of deaths due to CVD will increase to 23.6 million, remaining as the single leading cause of death globally (WHO, 2013). Bloom et al. (2011) state that over half of those who die from chronic non-communicable diseases such as CVD are generally in the prime of their productive years. This loss of lives may therefore have a significant impact not only on
society but also on the economies of the nations. This is particularly true for low- and middle-income countries as they bear the burden of over 80% of CVD-related deaths per year worldwide. 

Despite the abundance of studies stressing the fact that CVDs have a direct impact on socio-economic development, limited research has been conducted to quantify such a burden to the context of a region, a nation or even a city. This highlights the need for research which informs decision making in addressing the challenges posed by CVDs to society.

*Cardiovascular diseases in the context of India*

India is set to become the world’s youngest nation by 2020, when the country is expected to have 64% of its population in the working age group. While the western economies, Japan and even China are aging, this demographic potential presents India with an unprecedented edge due to a significant growth rate (The Hindu, 2013).

There is however a threat to India’s economic growth. India has witnessed a significant increase in CVDs over the recent decades (Gupta et al., 2011) and CVD has become the top cause of mortality in the country (Ramaraj and Chellappa, 2008). In 1990, CVDs accounted for 63% of all deaths in India, which contributed to 17% of worldwide mortality. Research conducted in the early 2000s by the World Health Organisation (WHO) estimated that by 2010, 60% of the world’s cardiac patients would be Indians (Ghaffar et al., 2004). Furthermore, Gaziano (2006) predicted that in this decade 50% of the Indian population who die from CVD will be below the age of 70.

The human, social and economic consequences of CVDs are felt by the society in large. The effects of CVD are not only a health concern but also affects the social aspects of life. As the disease correlates to a decreased life expectancy, there is a huge impact on the individual as well as their family (HealthTalk, 2014). Individuals are known to be concerned about not being able to see their children or grandchildren grow up, they also go through a range of emotions that include anxiety, loss of confidence, anger, frustration, irritability and short temperedness, and depression.

Healthcare in India is highly privatised, with most of the outpatient or inpatient care sourced through the private sector (NSSO, 2006). The large population lacks any form of health cover with nearly 90% of the population paying for healthcare as out-of-pocket (OOP) expenditures (MOHFW, 2005). This form of OOP expenditures has catastrophic effects on households where an individual is affected by CVD. India is witnessing more and more younger people affected by CVD in the country, with an increasing number of them being the sole bread winners for the family has a devastating social and economic impact on individuals and their households.

In abstract economic terms, India was estimated to have lost US$8.7 billion due to affliction from CVD and diabetes up until the end of the last decade (Ajay and Prabhakaran, 2010), and the WHO
estimated that this figure reached US$237 billion in over the 10-year period between 2005 and 2015 (Goenka et al., 2009). Furthermore, the GDP of the country was estimated to have fallen by 1% due to the combined economic impacts of CVD and diabetes (Prabhakaran et al., 2016; Abegunde and Stanciole, 2006). There is scientific evidence that indicates that Indians tend to acquire the disease at least 10 years earlier than their western counterparts (Vamadevan et al., 2011). This will have a significant impact on the economically active population due to disability and premature death as a result of the disease. However, despite the relevance of the subject there has been a limited number of studies that highlight the statistics of CVD and its actual economic impact in India. Without an understanding of the economic burden of CVDs, it is difficult for decision makers to determine the approach and allocation of resources for management of CVD prevention and control strategies.

This research has been set to demonstrate the potential impact that CVDs may have on socio-economic development. The study is based on the city of Bangalore due to its economic significance for the country’s development. By analysing CVD mortality in Bangalore and its impact on economic growth, this research has highlighted the imperatives of a strategy to raise awareness at all levels, from policy makers to the public, on the relevance and potential approaches to CVD prevention and control. To achieve this aim, a data set containing in excess of 1 million historic records corresponding to all-cause mortality in Bangalore was analysed using a Geographic Information System. Hotspots of CVDs in Bangalore were identified, Potential Years of Life Lost due to CVDs and Present Value of Lifetime Earnings were computed, relating these to geographic locations across the city.

METHODS

Case study rationale

Although there is a devastating social and economic burden of CVD in India, there have been limited studies to highlight the economic losses that result from these diseases. Access to quality, reliable data about the disease and its impact on society and economy is one of the key barriers to research in this area. Access to a novel data set from Bangalore paved the way to initiate this research, which carried out an intensive examination of mortality and its relation to CVD, taking the Indian city as a case study. Other factors including the explanatory nature of the research, the fact that the phenomenon was to be studied in its real-life context and the multitude of variables related to CVD and its impact on economy and society, made case study an ideal approach to the conduct of this research (Yin, 2009).

Case study area
Bangalore is the capital of the Indian state of Karnataka and is home to several major industries, as well as commercial and educational centres. It is also a leading hub for Information Technology (IT) and biotechnology centres. Bangalore is popularly known as the ‘Silicon Valley’ of South-East Asia. In addition to the wealth of employment and educational opportunities Bangalore offers, it also enjoys a pleasant climate. Bangalore has hence witnessed a population boom with an increased migration subsequently influencing the infrastructure of the city (Aranya 2003). Bangalore has a population of 8.4 million people making it the third largest city in India. The economic growth and the urban evolution have contributed to cultural shifts in lifestyles and behaviours in the city. Although Bangalore is inundated with issues derived from the incidence of CVDs in its population, not enough research has been done to understand the incidence of the diseases and no known study highlights the CVD mortality statistics and their economic impact. This makes of the context of Bangalore an ideal case scenario for the study of the subject.

Data collection

Data was obtained from the administrative body responsible for the civic and infrastructural assets of the Greater Bangalore metropolitan area, (the Bruhat Bengaluru Mahanagara Palike – BBMP hereafter). For the purposes of this research, the central repository centre was visited and authorisation was obtained to collect the inputted records from the system. Given the perceived importance of this research and the potential benefits associated to its findings, the researchers were provided with access to the entire database, including a total of \( n = 1,090,899 \) historic records for the years 1930–2013. Each of these records included date of death, address, age, gender and cause of death.

Pre-analysis of the data collected

A statistical software package, IBM SPSS20, was used for the analysis of the data collected. The variables to be analysed were geographical zone, age groups, year of death, place of death, gender and the cause of death. The data was coded according to cause of death by using the International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM). ICD-10-CM is a system used by physicians and other healthcare providers to classify and code all diagnoses, symptoms and procedures recorded in conjunction with hospital care in the United States. ICD-10-CM codes start from A00-Z99, with CVD mortality codes ranging between I00–I99.

Data cleansing and reduction

The data set was subjected to descriptive statistical analysis to determine its quality in terms of the parameters described in Table 1. The initial analysis showed that not all of the original \( n = 1,090,899 \) records had the cause of death recorded. The absence of cause of death does not assist in the analysis.
of death rates attributed to specific conditions such as CVD. Hence those records were deemed invalid for the purpose of this research.

A second stage in the process of data reduction consisted of the contextual analysis of the data. Given the potential variations in CVD-related statistics as well as in the socio-economic background of Bangalore over the period covered by the data set (1930–2013), the researchers concluded that not all data was valid for the study. It was decided to focus on the data for the last four years (2010-2013), which consisted of a dataset with n=183,893. For the purpose of data quality assessment, the resulting dataset was finally subjected to data quality assessment using the parameters defined by Turner (2002), summarised in Table 1.

Table 1: Dimensions of Data Quality (Turner, 2002)

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amount of data</td>
<td>Sufficiency/Insufficiency of information</td>
</tr>
<tr>
<td>Timeliness</td>
<td>Freshness and up-to-date state of information</td>
</tr>
<tr>
<td>Objectivity</td>
<td>Whether the information was objectively collected</td>
</tr>
<tr>
<td>Relevancy</td>
<td>Whether the information is useful/relevant/appropriate/applicable to intended purpose</td>
</tr>
<tr>
<td>Completeness</td>
<td>The expectation that certain attributes are expected to have assigned values in a dataset</td>
</tr>
<tr>
<td>Accuracy</td>
<td>The level to which stored data agrees with accepted sources of correct information</td>
</tr>
<tr>
<td>Access security</td>
<td>Whether the information is protected against unauthorised access</td>
</tr>
</tbody>
</table>

The accuracy of the dataset resulted in 19.4% of the initial number of records being discarded as the cause-of-death recording was either absent or inaccurate. As the geographic distribution of deaths is vital to determine the trends and patterns of deaths, it is necessary that all records have the address of the deceased accurately recorded. The current Medically Certified Cause of Death (MCCD) recording practice in Bangalore does not prioritise the recording of the address of the diseased. This resulted in a further reduction of the valid dataset.

As a conclusion of this stage of the data reduction process the assessment of the current data quality issues in recording mortality events conducted by Chinnaswamy (2015), determined that the system for Bangalore had a completeness level of 73%.
RESULTS OF THE DATA ANALYSIS

This section presents a comprehensive analysis of the CVD deaths in Bangalore. Descriptive statistics highlight overall CVD deaths in the city and CVD deaths by zone. Spatial statistics using a GIS map the CVD deaths highlighting the hotspots of the disease in the city. The rate of death, potential years of life lost due to CVD and the present value of lifetime earnings for CVD are computed in this section.

Descriptive analysis of CVD mortality

The statistical analysis of the data revealed that the total Non-Institutional deaths over the years 2010-2013 were 86,818 of which 33,075 deaths were due to CVD and 53,743 deaths were due to all other causes. CVDs over the four years on an average contributed to 38.10% of all deaths. Zones West and East had the highest mortality followed by zones South and Mahadevapura. However, when the percentage of total deaths is considered, CVD deaths in zone East was the highest contributing to 50% of the total deaths.

Mapping of CVD deaths using Geographic Information Systems

The place where a person lives can influence and often determine their health and health-related quality of life and well-being. Numerous studies have highlighted the relationship between proximity to polluting sources such as highways and the risk of CVD. To aid in determining levels the rates of CVDs in the city, a Geographical Information System (GIS) was employed. GISs have the capability to identify the geographical and geospatial pattern of disease occurrences. Due to their strong capability to perform spatial analysis and decision making capabilities, GIS is gaining popularity in environmental and demographic research areas. An Environmental Health Information System (ENVHIS) based on GIS was developed which allowed the integration of data available and perform spatial analysis. Choropleth maps of the population highlighting the zones with the highest population were produced. CVD deaths were then geocoded for every zone was also integrated as a layer in the GIS-based system. Overlay techniques were used to superimpose the layers and visualise any patterns. The zones with the highest CVD levels were mapped. Hotspots were also determined at the zonal level (Figure 1).
This analysis highlighted that the zones West, East and South have the highest CVD mortality rates across the region (Figure 1). Table 2 represents the analysis of deaths by age groups and gender. Although in absolute numbers the quantity of CVDs are highest for the age group 75+, when CVDs affecting early death i.e. below 70 years of age the total number of deaths is 41,388 contributing to 66% of total CVD deaths. This is an important factor to consider as the younger a person dies, the more socio-economic impact there is on the individual’s family and the community at large.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>1976</td>
<td>367</td>
<td>412</td>
<td>348</td>
<td>601</td>
<td>775</td>
<td>1203</td>
<td>1356</td>
<td>1876</td>
<td>2292</td>
<td>2842</td>
<td>3020</td>
<td>7461</td>
<td>24129</td>
</tr>
<tr>
<td>M</td>
<td>2573</td>
<td>491</td>
<td>720</td>
<td>946</td>
<td>1572</td>
<td>2093</td>
<td>2914</td>
<td>3295</td>
<td>4005</td>
<td>4352</td>
<td>4379</td>
<td>4060</td>
<td>7388</td>
<td>38788</td>
</tr>
<tr>
<td>Grand Total</td>
<td>4549</td>
<td>858</td>
<td>1132</td>
<td>1294</td>
<td>2173</td>
<td>2868</td>
<td>4117</td>
<td>4651</td>
<td>5881</td>
<td>6644</td>
<td>7221</td>
<td>6680</td>
<td>14849</td>
<td>62917</td>
</tr>
</tbody>
</table>

However, rather than counting every death as equal, a measure potential years of life lost (PYLL) measurement can provide an appropriate measure of socio-economic impact by recognising that death at younger ages has higher impact than deaths at older ages which is discussed in the following section.

Disability Adjusted Life Years (DALY) measures the losses from disability or death with diseases accounting for more DALY having a higher public health impact (Murray and Lopez 2006). Health measures are then taken to reduce the number of DALY. The DALY has become a key measure employed by the WHO and countries generally perform DALY calculations to assess and monitor their population’s health and to set priorities within their health sector.

DALY formula
DALY are the sum of years of life lived with disability (YLD) and Years of potential life lost (YPLL), per disease category or outcome, and per age and gender:
\[ \text{DALY} = \text{YLD} + \text{YPLL} \]

The YLDs are the morbidity component of the DALYs, and are proportional to the number of incident cases and the severity of the disease:
\[ \text{YLD} = \text{Number of Cases} \times \text{Disease Duration} \times \text{Disability Weight} \]

The YPLLs are the mortality component of the DALYs, and are proportional to the number of deaths and the average age of death. As the comprehensive morbidity data was not available for Bangalore, only the YPLL was calculated.

Years of potential life lost (YPLL), also sometimes referred to as potential years of life lost (PYLL) is defined as an estimate of the average years a person would have lived if he or she had not died prematurely (Gardner and Sanborn, 1990). Hence it can be described as a measure of premature mortality. PYLL gives more weight only to deaths that occur among younger people.

**Calculation**

The years of potential life lost is calculated by setting an upper reference age, this reference age normally corresponds to the life expectancy of the study population. The reference age in developed countries is usually set at 75, but this is lower in developing countries. PYLL is expressed with respect to the reference age [75]. For the purposes of this analysis, an upper reference age was first set to calculate the potential years of life lost. The upper reference age refers to the life expectancy of the Indian population, which has been determined to be 66.21 years (Chauhan and Aeri, 2013). In order to calculate an individual PYLL, the difference between the person’s age at death and the reference age is calculated. If the person’s age at death is higher than the reference age, it is set at 0. There is no negative PYLL, for example:

1. Reference age = 66; Age at death = 60; PYLL[66] = 66 - 60 = 6
2. Reference age = 66; Age at death = 6 months; PYLL[66] = 66 - 0.5 = 65.5
3. Reference age = 66; Age at death = 70; PYLL[66] = 0

\[ PYLL \ (66)\ (t) = \sum_{i=0}^{66} [D_{A}(66 - A)] \]

- PYLL (66) is the total PYLL as a result of CVD, at time period t
- \( D_{A} \) - the number of CVD per age group
- \( A \) - the age at death by CVD per age group
- \( i \) - the number of age groups for \( A \) from 0 to 66
To calculate the PYLL for the population over a certain period, the individual PYLLs are summed for all individuals in that population who died in that year. Potential Years of Life Lost (PYLL) provides a way of weighting deaths occurring at younger ages that is preventable. This was undertaken as a cause-specific mortality for Bangalore and it was determined that CVD accounts for 25% of all PYLL in Bangalore during 2010-2013.

Because PYLL gives more weight to deaths among younger individuals, it is the favoured metric among those who wish to draw attention to those causes of death that are more common in younger people. Table 3 provides the PYLLs due to CVD according to age, gender and zone for Bangalore. It can be seen from the table that the middle age groups 35-39, 40-44, 45-49 have the highest PYLLs. For both the genders, the most affected age group is 45-49 after which the PYLL has a decline. However, CVDs have a prominent effect on males with over twice as many PYLL lives lost in males compared to women of the same age group.

Table 3: PYLLs according to age groups, gender and zone

<table>
<thead>
<tr>
<th>Age Group</th>
<th>&lt;20</th>
<th>20-24</th>
<th>25-29</th>
<th>30-34</th>
<th>35-39</th>
<th>40-44</th>
<th>45-49</th>
<th>50-54</th>
<th>55-59</th>
<th>60-64</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>38,748</td>
<td>21,079</td>
<td>27,422</td>
<td>31,471</td>
<td>44,464</td>
<td>49,124</td>
<td>53,569</td>
<td>43,974</td>
<td>33,290</td>
<td>14,762</td>
</tr>
<tr>
<td>Female</td>
<td>29,365</td>
<td>15,764</td>
<td>15,738</td>
<td>11,623</td>
<td>7,006</td>
<td>18,187</td>
<td>22,242</td>
<td>18,191</td>
<td>15,855</td>
<td>8,109</td>
</tr>
</tbody>
</table>

India is the second most populous country in the world and is projected to be the world’s most populous country by 2022. More than 50% of its population is below the age of 25, and more than 65% is below the age of 35. By 2020, the average age of an Indian will be 29 years and the country will thus become the world’s youngest country with 64% of its population in the working age group. This demographic potential offers an unprecedented edge and economists believe it could add a significant 2% to the GDP growth rate. While the country’s young demographic base is beneficial for India’s growth, the threat of CVD to the population is a major challenge. With CVD contributing to over 25% of all PYLLs, there is an urgent need to address the prevention of CVD to all age groups, but in particular the younger population as valuable lives are lost to the disease.
Present value of lifetime earnings – Loss

This section describes the estimation of the present value of lifetime earnings (PVLE) for CVD for 2010-2013. PVLE is a simple quantitative measure used to quantify the expected value of lost earnings as contributed to the society by an individual if he or she was able to live out a full lifespan (National Center for Injury Prevention and Control, 2003). The potential economic losses to society are estimated by computing the PVLE for different age and gender groups. The average lifetime earnings for each 5-year age group by gender was obtained from the estimation as provided by Menzin et al. (2012). The estimation is based on the assumption that all working-age individuals (>20 years) would continue to be employed. Table 4 shows the estimation of PVLE earnings by age and gender. The average lifetime earnings are multiplied by the number of premature deaths for each age group and for every gender group to calculate the expected value of lost earnings in each group. All the monetary values are expressed in Indian Rupees (INR).

Table 4: PVLE according to age groups and gender

<table>
<thead>
<tr>
<th>Age Range</th>
<th>Male</th>
<th>Female</th>
<th>Grand Total</th>
<th>PVLE_M</th>
<th>PVLE_F</th>
<th>Loss_M</th>
<th>Loss_F</th>
<th>PVLE_Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-24</td>
<td>491</td>
<td>367</td>
<td>858</td>
<td>462,821</td>
<td>189,944</td>
<td>227245111</td>
<td>69709448</td>
<td></td>
</tr>
<tr>
<td>25-29</td>
<td>720</td>
<td>412</td>
<td>1132</td>
<td>480,238</td>
<td>210,247</td>
<td>345771360</td>
<td>86621764</td>
<td></td>
</tr>
<tr>
<td>30-34</td>
<td>946</td>
<td>348</td>
<td>1294</td>
<td>475,296</td>
<td>218,157</td>
<td>449630016</td>
<td>75918636</td>
<td></td>
</tr>
<tr>
<td>35-39</td>
<td>1572</td>
<td>601</td>
<td>2173</td>
<td>462,776</td>
<td>212,727</td>
<td>727483872</td>
<td>12784927</td>
<td></td>
</tr>
<tr>
<td>40-44</td>
<td>2093</td>
<td>775</td>
<td>2868</td>
<td>441,539</td>
<td>192,864</td>
<td>924141127</td>
<td>149469600</td>
<td></td>
</tr>
<tr>
<td>45-49</td>
<td>2914</td>
<td>1203</td>
<td>4117</td>
<td>408,132</td>
<td>162,927</td>
<td>1189296648</td>
<td>196001181</td>
<td></td>
</tr>
<tr>
<td>50-54</td>
<td>3295</td>
<td>1356</td>
<td>4651</td>
<td>354,499</td>
<td>119,883</td>
<td>1168074205</td>
<td>162561348</td>
<td></td>
</tr>
<tr>
<td>55-59</td>
<td>4005</td>
<td>1876</td>
<td>5881</td>
<td>277,836</td>
<td>65,703</td>
<td>1112733180</td>
<td>123258828</td>
<td></td>
</tr>
<tr>
<td>60-64</td>
<td>4352</td>
<td>2292</td>
<td>6644</td>
<td>181,310</td>
<td>16,512</td>
<td>789061120</td>
<td>37845504</td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>4379</td>
<td>2842</td>
<td>7221</td>
<td>96,659</td>
<td>6,699</td>
<td>423269761</td>
<td>19038558</td>
<td></td>
</tr>
<tr>
<td>70-74</td>
<td>4060</td>
<td>2620</td>
<td>6680</td>
<td>54,819</td>
<td>3,799</td>
<td>222565140</td>
<td>9533380</td>
<td></td>
</tr>
<tr>
<td>75+</td>
<td>7388</td>
<td>7461</td>
<td>14849</td>
<td>16,056</td>
<td>1,113</td>
<td>118621728</td>
<td>8304093</td>
<td></td>
</tr>
</tbody>
</table>

This allows to conclude that the PVLE lost due to CVDs in Bangalore during 2010-2013 was INR 8,764,424,535. As presented in Table 7, it can be noted that the value of lifetime earnings varies for different ages and for genders. For men, the highest peak is at the age groups 25-29 while for women the highest age group is 30-34. It then begins to decrease at a fast rate in the middle age groups. It can be inferred that men have higher lifetime earnings in comparison with women, reflecting their potential for higher market earnings. For males, the highest potential earning groups are 25-29 and their earnings are over 40% higher than for women; by ages 65-69, men’s lifetime earnings are almost 10 times that for women in India.

Lifetime earnings are perceived as a vital component of cost-of-illness studies and is a good approach that values life where productivity is based on an individual’s earnings. Pre-mature mortality can hinder the labour force and impact the nation’s economic resources considerably. The PVLE measure
can highlight the growing economic concern due to early deaths due to a disease and hence promoting interventions.

**Present value of lifetime earnings – Zonal**

As highlighted above, the zones with the highest CVD mortality were East, South and West. The distribution of deaths by gender and age groups was categorised and the PVLE computed for the respective zones by gender and age groups (Table 5). The analysis revealed that the zone West had the highest loss of approximately 2.8 billion INR followed closely by Zone South with 2.7 billion INR.

Only these three zones contribute to 87% of the total PVLE in Bangalore.

| Table 5: PVLE according to age groups, gender and zone |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| East | 30-39 | 40-49 | 50-59 | 60-64 | 65-69 | 70+ | Grand Total | PVLE Total |
| F | 146 | 184 | 264 | 416 | 997 | 938 | 1085 | 1458 | 1681 | 1697 | 36920 |
| M | 83 | 123 | 198 | 297 | 459 | 667 | 776 | 972 | 1096 | 1006 | 5688 |
| **PVLE_F** | 1356472 | 1282507 | 14390861 | 25314513 | 30742512 | 44152217 | 30862940 | 31931666 | 3953472 | 45281295 | 2788074 |
| **PVLE_M** | 33414143 | 90869074 | 94106068 | 13744472 | 19385621 | 27224044 | 27191378 | 27005692 | 198715760 | 72789245 | 52681059 | 59926868 |

Bangalore is one of the fastest growing economic hubs in India and has an estimated economic growth of 10.3%. With the highest IT-related exports in the country, Bangalore's 523 billion (US$7.8 billion) economy makes it an important economy for India as a whole. Forbes (ICFN, 2013) has described Bangalore as one of “The Next Decade’s Fastest-Growing Cities”. The city is also home to over 10K-dollar millionaires and over 60,000 super-rich people. However, with the loss of life due to CVD and its associated economic costs, prevention of CVD should be of high priority for the city. The middle age adults have a prime contribution to Bangalore’s economy and the loss of early CVD deaths will have a significant socio-economic burden.

**DISCUSSION**

A key strength of this study consists of having used data collected by BBMP and the application of an established methodology to estimate the value of productivity losses for the Indian city of Bangalore. The analysis of deaths by zone, gender and age groups has also highlighted the patterns of CVD deaths across the city. However, the analysis was limited by a number of issues related to the nature of the data available for the research. Some of these are highlighted in this section. Although estimates
of PVLE have been provided, there is uncertainty over the correct valuation of the average lifetime earnings. While we have used the best approach to valuation based on the available data, the application of a different method might result in a different estimation. Additionally, age-adjusted rates of death could not be determined due to data non-availability, as the population census data does not include the breakdown of age groups.

Finally, using the data available this study could only provide economic estimates related to lifetime earnings for CVD mortality. We are unable to calculate DALYs or loss to households or caring activities because of the unavailability of comprehensive morbidity data. Bangalore has a disintegrated system for morbidity data collection which does not facilitate the estimation of other factors that would help project the economic consequences of CVD prevalence.

CONCLUSIONS

To the best of our knowledge, this study is the first of its kind to provide estimates of CVD statistics and economic implications for a city, based on a country where CVD has been recognised as a major healthcare burden. These findings are applicable to many other cities and countries, which have a similar socio-economic profile to Bangalore. The impact of CVD can be measured as economical, societal or individual. The economic impact measures how the interventions and the subsequent results had an impact on the economy. Ill health adversely affects the development of human capital, which is crucial for a developing economy. The societal impact focuses on the society as a whole. Many of the risk factors that contribute to CVD are further compounded by underlying socio-economic factors as well as environment factors. The right investments will lead not only to better health, but also to longer and more productive lives. This will impact the individual, the individual’s family, society and community at large.

CVD in Bangalore is established as not only as a health threat but also a major risk to the economy and development of the city. The analysis in this paper has highlighted that CVDs contribute to approximately 38% of the total deaths in the city, with more men being affected by the disease than women. The study also explored the extent of the PYLL and PVLE losses to Bangalore for the years 2010-2013, estimated in excess of 8 billion INR (more than $120M).

It is any government’s priority to provide public health programmes and a CVD management program to face the challenges of CVD health issues. The WHO (2011) states that over 50% of the CVDs can be prevented with early interventions. Quality treatment, early diagnosis, good quality medical and nursing care, specialist services - such as surgery and rehabilitation for those with CVD or who are at risk - will facilitate patient recovery and/or wellbeing. The government as a major priority must focus on prevention, diagnosis and treatment.
Evidence has indicated that with timely effective treatment and adequate intervention and prevention measures, the suffering due to CVD can be reduced and prevented. CVD policies are to be based on the best available evidence-based approaches that result from well-conducted, systematic reviews of the relevant evidence. Policies must evolve to incorporate the conclusions of important new research as it becomes available. The spatial analysis conducted allowed for different zones of the city to be identified as the hotspots of CVD, which is also contributing to the highest PVLE. This enables governments to introduce interventions in the zones at most risk first, and this can be achieved through monitoring policies, comprehensive advice services, identification of populations at risk, increasing awareness among public health officials, doctors, health workers on the possible links of air pollution and CVD, and support the raise of public awareness about the health impacts of air pollution.

This research also supports decision makers in designing population-wide interventions such as those raising awareness of factors related to CVD, such as smoking, healthy eating or a healthy lifestyle. Knowledge of dietary factors, for example, can lead to transformational influence on diet and other lifestyle behaviours that can have a direct impact on these diseases in the society. For interventions to take effect it is important to make the interventions people-centric. Thus, the following measure should be promoted:

Bangalore will benefit from evidence-based programs that address the risk factors for CVD. A multi-stake holder approach must be implemented to advocate effective prevention policies to improve population health and tackle inequalities linked to CVD. Additionally, the city would benefit for a revised approach to data collection which would enable future research to provide more accurate advice by including, for example, a breakdown of age groups in the mortality data. Further research could seek to conduct a similar research in other countries with different socio-economic backgrounds, looking for relevant data sets which could allow for more detailed analyses, e.g. by determining age-adjusted rates of death, or estimating losses to households due to CVD.
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ABSTRACT

Internet technologies have spurred various unethical consumer activities. A very common illegal activity is digital piracy. This article uses qualitative data from 10 semi-structured interviews, to explore attitudes towards digital piracy of young adults, as well as to investigate what characterises the factors that lead them to eventually engage in digital piracy behaviour. This study is based on a convenient sample. It reveals that different moral views and social influences form dissimilar attitudes towards digital piracy. These influences were moderated by factors such as legislation, safety risk, availability of copied material, package offered and convenience of internet users. The study exposes the powerful trend of illegal downloading and gives a clear picture of the way attitudes can be shaped.
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1. INTRODUCTION

In a recent meta-analysis published by Lowry, Zhang and Wu (2017) there were analysed more than 250 empirical digital piracy studies. In another study by Culiberg, Koklic, Vida and Bajde (2016) it was revealed that most recent studies use different theories such as the theory of reasoned action/ the theory of planned behaviour (Cronan and Al-Rafee, 2008; Wang & McClung, 2012; Akbulut, 2014; Arli & Tjiptono, 2016; Kos Koklic, Kukar-Kinney & Vida, 2016), general theory of crime (Donner, Marcum, Jennings, Higgins, & Banfield, 2014; Malin & Fowers, 2009), social cognitive theory (Jacobs, Heuvelman, Tan, & Peters, 2012), focus theory of normative conduct (Cho, Chung, & Filippova, 2015), cognitive dissonance theory (Redondo & Charron, 2013), and ethical decision-making models (e.g., Arli, Tjiptono, & Porto, 2015; Shang, Chen, & Chen, 2008).

“Internet enables the proliferation of various ethically questionable consumer activities” (Chatzidakis and Mitussis, 2007, pp. 306). Digital piracy is on the increase, and the reason is that individuals tend to stay anonymous, and it is difficult to detect them (Chiou, Huang, and Lee,
2005). A review of the literature suggests that most of the consumers consider illegal downloading as ethically acceptable. This perception is explained by the reason that consumers have neutralized their actions so that the ethical matters have been resolved or deny that they exist as well as they evaluate if their concerns for psychological costs of norm violation relating to social or legal punishment are worth taking (Harris and Dumas, 2009).

The development of fast connections has boosted digital piracy which affects many industries such as music, movies, software, video games and books, because anyone can easily obtain a digital copy (Peitz and Waelbroeck, 2006). Technological developments have decreased the costs of copying as well as raised the accessibility of technologies to pirate information goods (Andres, 2006). Haque, Khatibi and Rahman (2009) argue that Internet piracy threatens the economy, the social and cultural well-being of the consumer and they add that this action gives short-term benefits the expense of long-term disadvantages. Besides, sales are concentrated among a small number of companies (Zenter, 2006). The ways that companies respond are either to educate the consumers by creating new norms, to lower the price or to make use of the emotional appeal that their favourite artists have on them. Another option is to authorize the copyrighted goods because in that case consumers may prefer to obtain only the pirated goods (Peitz and Waelbroeck, 2006).

The majority of the latest literature review on previous empirical research about digital piracy showed that companies’ sales are harmed but if they have a strategy to use, they could take advantage of this new trend. The opponents of digital piracy argue that piracy threatens the future of artists, composers, and record producers (Gopal, Bhattcharjee, and Sanders, 2006; Liebowitz, 2006). These latest habits of music listeners could lead the industry to have declined sales on the fast increase of file sharing. As a result, it would lead many individuals to be sued by the companies. The tactics of accepting the online piracy can help mainly the bigger companies or the most famous artists and create economic damage to smaller or less popular companies (Zenter, 2006). On the other hand, there is an opportunity for the new-coming artists to use this technology in order to enter the market at a low cost. Otherwise an increase in copyright protection could decrease profits at the industry level where there is small music-audience (Duchene and Waelbroeck, 2006).

The research question of the study is as follows: What are the antecedent factors of digital piracy behaviour? In addition, the study has the following four sub-objectives to investigate: a) How do peer-to-peer sharing and social norms influence people’s behaviour when illegally downloading documents? b) How does the moral connection influence individuals’ attitude towards Digital Piracy?
c) What is the knowledge of people on the current regulation about digital piracy and their observation on the existing punishment?

d) How do companies’ current response through media change behaviour concerning their decision to download illegally or to buy legally, and test the effectiveness of the existing strategy to use celebrities in anti-piracy campaigns?

The theoretical contribution of this study is the development of a conceptual model of the antecedents of digital piracy behaviour without the use of the different theories that recently many authors have capitalized on. In particular, the unique contribution of this study refers to the knowledge gained through in-depth interviews on the antecedents of digital piracy behaviour under consideration which are: peer influence, personal morals, legal and technology factors, and media and celebrity endorsement. This knowledge gives comprehensive information in relation to the way consumers perceive each of these antecedents. The results of the in-depth interviews have useful implications for marketers of digital companies and for policy makers who could reform their communication strategies in line with the antecedents which are found to be important for consumers. This study builds a model which offers the digital companies awareness in their prediction of piracy behaviour. Another unique contribution of this study is the fact that the adult university students interviewed are of various nationalities. This fact offers a view on how global consumers perceive digital piracy behaviour in relation to the antecedents mentioned above in this paragraph.

This empirical study reveals through in-depth interviews that morality is important. However, downloading is considered by some participants in the interviews that although the action is illegal they care about the results of acquiring specific music, video or film without cost. Some respondents perceive this behaviour as a habit. Social influence is another factor which is engaged in the decision-making of downloading. Particularly, peer downloading and sharing seems to be important. Some participants believe that downloading music, video or films for or with friends or at groups at Facebook pertain the illegal action. Some other participants in the survey take into consideration the relevant legislation but due to the low risk of being punished they keep downloading illegally. They believe that legislation is not strong enough to control internet and that after all it is very convenient way of getting anything from internet at no cost. Some of the participants responded that they pay when they want to support a celebrity. The respondents point out that if there is a case to harm their PCs they will think twice before downloading illegally. Nevertheless, in some cases temptation of downloading is stronger than having a good intention and being legal in all actions.
Throughout the following sections of this paper there is a review of the relevant literature which examines the existing published scientific work on the digital piracy and presents a conceptual model, the method used and an analysis of the findings. Lastly, there is a section with the study’s conclusion, implications, limitations and further research direction.

2. LITERATURE REVIEW

2.1. Significance to Companies

The main affected industries are music and software. In the music industry, we see that artists make profit from activities such as selling tickets for live performances, getting hired to perform on television and on radio advertising, and selling ringtones for mobile phones, rather than only from sales of recorded media. Even when the profit is lower because of the piracy, the profit generated from live performances is higher as compared to the profit without piracy, due to the fact that the reputation of the artist is boosted. The difference here is that illegal copies compete directly with the monopoly publisher, thus it obliges the publisher to reduce prices (Gayer and Shy, 2006). The positive view on file sharing networks is what Peitz and Waelbroeck (2004) call ‘the matching effect’. It is a marketing promotion in the form of sampling because the users who download illegally might find the content that matches most their tastes (Liebowitz, 2006; Peitz and Waelbroeck, 2004). On the other hand, they have ‘the competition effect’ where consumers substitute the original with a copy that is not perfect, however, it satisfies them and may reduce their willingness to buy the original (Gayer and Shy, 2003a).

Regarding to the computer software industry the manufacturer can impose different costs of piracy on different groups of consumers. Many manufacturers insist that larger businesses use licence-counting software in order to ensure that all software in use on a network is licensed, because the fines for piracy get extremely high for businesses. The logic behind this is that businesses consider that supplementary consumption by consumers increases the value of the product for business consumers. The businesses purchase software to be used by their employees that have already obtained knowledge at home (Slive and Bernhardt, 1998).

Shy and Thisse (1999) argue that one type of consumers prefers to purchase originals while the second type is not concerned about the quality. Takeyama (1994) recommends that when the companies authorize copying they can be more effective by charging ‘price discriminate’ to different segments of consumers. Pietz (2004) adds that the low-quality segment has very strong network effects, thus when the low segment is large and the copy is not available, then a good...
strategy is to charge low price to the original. However, it is critical that the originals should have different features from the copy (Duchene and Waelbroeck, 2006).

2.2. Conceptual model

Below a conceptual model is developed showing the antecedent factors of digital piracy behaviour (see Figure 1).

![Conceptual model of the antecedents of digital piracy behaviour](image)

Fig. 1. Conceptual model of the antecedents of digital piracy behaviour

2.2.1. Peer influence

File-sharing systems started to grow since Napster first established online sharing of music files for a short period of time and afterwards Kazaa that became popular among certain online communities and a target for legal prosecution by the people who have copyrights (Peitz and Waelbroeck, 2004). Copyright law acts as a prohibitive factor for the consumers to copy digital material without permission. However, in some cases peer influence and social norms say that it is “ok” to do so. This is the reason why there is an attempt on behalf of the artists to change these norms in favour of the music community by convincing the fans to voluntarily reinforce and respect artists’ copyrights. Furthermore, a person’s behaviour is also based on group morality. Persons act in accordance with what the group thinks it is proper because they do not want to lose their status within the group, or they seek reward from the group. This behaviour is defined by Lowry, Zhang and Wu (2017) as ‘social learning’ which is the process where individuals learn new
behaviours by observing others. They add that imitation of a criminal behaviour is significant when individuals observe people who they like and admire.

An interesting finding from Levin’s, Dato-on’s and Manolis’ (2007) research is that social norms have a major impact on future downloading behaviour, thus, members of the group will think twice whether to download again in the future depending on what others think about them as regards downloading. File sharing might be seen as an opportunity gap in the market which is constituted by entertainment enthusiasts willing to explore many digital goods and even to support the creators (Cenite, Wang, Peiwen and Chan, 2009).

2.2.2. Personal morals

Lowry, Zhang and Wu (2017) in their meta-analysis found that in piracy literature some studies show that morality matters (e.g., Seale, 2002; Siponen et al., 2012), whereas others do not (e.g., Chan et al., 2013; Holt & Morris, 2009).

Arli & Tjiptono (2016) debate that moral obligation is negatively related to consumer’s attitude towards digital piracy and to consumer’s intention to pirate digital products. Moreover, Logsdon et al. (1994) proved that the higher the level of moral development is, the less likely the individual will have a positive attitude towards digital piracy. Kohlberg (1984) found out that a variety of aspects such as age, gender, education, religion, and culture differentiate the morals. Another influential factor on voluntary behaviour is the individuals’ perception about how strict the legal system and the punishment for illegal downloading are. Moore and McMullan (2009) believe that even though consumers know that these actions are illegal, they neutralize the facts in their minds and they tend to do digital piracy because they deny that there is a victim, they deny the fact that they cause injury, and they believe that everyone else is doing so. Moreover, consumers download to satisfy desires that present business markets poorly can, such as time, convenience, access to a large range of content. Kohlberg (1969) developed three levels of morality. To the pre-conventional level belong persons who try to avoid punishment in order to achieve some level of self-gratification. The conventional level individuals are sensitive to peer pressure. Post-conventional level means that individuals are concerned about consequences toward society in general. Lane and Lane (1996) found that many students belonged to the second level of Kohlberg’s (1969) moral system. This means that students’ morals are influenced by their peers, however, they do not worry about the legislation.

2.2.3. Legal factor

Legitimate companies may own the copyright or make deals with copyright owners to distribute their music, for example, iTunes, Napster, etc. (Gayer and Shy, 2003a). These services are
distributed without charge and allow users to download both licensed and unlicensed files. The increased copyright protection raises the quality differentiation between originals and copies. This leads to a higher enthusiasm to pay a higher price (Duchene and Waelbroeck, 2006; Zenter, 2006). An example is the legal actions in the US by the RIAA against piracy technologies and their users, backed up by the support of the copyright law stated in the Digital Millennium Copyright Act, that translate these concerns (Peitz and Waelbroeck, 2006). The new Peer networks systems have proven to be more complicated to fight legally as they do not require a central server to operate and many of these new systems are set up in countries with different legal systems (Varian 2000). For instance, Kazaa is registered in the South Pacific island nation of Vanuatu, the software distributor is in Australia, and the servers are in the Netherlands. In addition, the reduced users of Kazaa can be a result of the legal strategy that encouraged individuals to use other less popular sites and forums where the risk of being sued might be lower. Nevertheless, there is another opinion that claims that the recovery of sales in the music industry may be explained by the success of the new legal strategy (Zenter, 2006).

2.2.4. Technological factor

The continuous development of digital technology makes the information sharing and the sampling of digital goods easy, less costly (Barua et al. 2001; Cunningham, Alexander, and Adilov 2004) and accessible to more people (Conner and Rummelt 1991; Gopal and Sanders 1997; Bhattacharjee, Gopal, and Sanders 2003). Software firms enforce piracy protection technologies, such as encryption, that increase the cost of pirating software for the consumers and lead them to purchase the product. However, Gopal and Sanders (1997) argue that companies should focus on prevention controls that rely on educational and legislative schemes to avoid piracy. With the increase of the technology the distribution channels have changed and the traditional stores have been replaced by the online retail. People can upload CDs to their PCs’ hard drives and listen to music on their computers, compress files to an MP3 format to decrease the storage space memory requirement and to facilitate sharing of the files over internet, convert files back to a CD format and burn CDs that can be played in a regular player. These technological developments represent a noteworthy decline in costs if we concede that 50% of music costs are distribution expenses (Zenter, 2006). Digitally-stored products could be downloaded from fixed Internet sites in a server that all consumers have access to download. The owners of the site make profit by charging the users for downloading the information, or by placing advertisements. Another way for the users to download illegally is by the exercise of file sharing Internet distribution channels. Each channel provides a group of users with the same networking program to connect with each other, and directly retrieve files from one another’s hard drives. After the installation of the software program
(e.g. Gnutella), each user puts the Internet Protocol (IP) address of his computer, which immediately becomes both a client and a server (Gayer and Shy, 2003b).

2.2.5. Media & Celebrity Endorsement

Most of consumer information related to the legislation for digital piracy comes from the media. News media is a significant source of information as they inspire trust to the public, which is a necessary condition for trust in other social actors such as companies (Mayer, Davis, & Schoorman, 1995). This occurs because individuals believe that they will get objective information from the media (Gambetta, 1988). In addition to this, the current strategy used as a response to Digital Piracy is to endorse celebrities in the campaigns. It is believed that celebrity endorsement has a great deal of impact on society worldwide because this person is famous and attracts media interest because of his/her celebrity idolization (Dimanche and Havitz, 1994). When celebrities state publicly that they are against Digital Piracy, the fans will perceive this as interaction between them and the celebrities, which is very meaningful to the fans (Alperstein, 1991). Loyal fans will only purchase copyrighted albums (Raviv et al, 1996).

3. METHODOLOGY

3.1. Data collection and designing the interview

This research comprised a comprehensive series of semi-structured interviews of young university students in the United Kingdom. In total 10 semi-structured interviews were conducted among students and each of them lasted 45 minutes. To ensure the balance of opinions the informants of both genders were carefully selected. The in-depth face-to-face interviews were conducted, thus giving an opportunity to have a dialogue with the informants, to analyse a list of topics for discussion as well as to give a chance to people to speak out about issues that they would not be able to cover in a questionnaire. Besides, it seemed a good opportunity to tape them or even film them in order to analyse in depth their non-verbal reactions and feelings (Arksey and Knight, 1999).

The semi-structured interview was chosen to make the students feel more comfortable in this environment. The list of topics for discussion is based on the analysis of the literature review, and it aims to answer the research questions posed in this inquiry. The prototype of a set of questions used for the interviews is presented in Table 1 The questions are composed as open type questions so that the individuals feel free and more comfortable to express themselves.

Table 1. Interview questions prototype
The use of interviews in the specific kind of research helps researchers not just describe the facts but to interpret them as well. An in-depth, multi-dimensional examination of a small amount of informants could build dependable observations that could be impossible otherwise (Ragin, 1994). This is important because similar incidents are explained by different informants in a different way. Open-ended questions enhance understanding of the background of events by giving them more meaningful explanations (Patton, 1990). Moreover, qualitative methods can identify models and configurations between variables and create divisions. In addition, the structured observations of the interviews were preferred over focus groups as for the particular topic the interactions among group members would not be revealing (Morgan, 1988). On the contrary, they could influence their answers and the group members could be afraid to express their real moral views in public. Cognitive interviews strengthen the view that qualitative methods help researchers understand how people perceive and interpret the language and their own experiences (Sofaer, 1999). Validity is accomplished through cohesion among the questions, the findings and the research model. Moreover, reliability of the findings is confirmed because the interview questions come as a result of a pilot survey that helps to find out the main areas that need further in-depth investigation.

1. Can you describe your position towards Digital Piracy? What feelings do you have when you download illegally? What feelings do you have when you download legally?

2. Can you describe the first time you downloaded illegally? Is there any difference in your feelings as compared to the last time you downloaded illegally?

3. What factors will you consider while taking a decision whether to download legally or illegally? Why are these factors important to you?

4. What would be your reaction if your favourite celebrity stated publicly that he/she is against Digital Piracy and why?

5. Are there any media that influence your opinion on Digital Piracy? Do you find any differences between the social media and the news media as regards their influence on you?
4. FINDINGS

4.1. Moral views

According to Kohlberg (1969), different levels of morality will result in different decisions at the same situations. Through the answers that the informants gave, different categories of morals were identified. It appears that individuals that have high morals will observe their actions and balance them to the goodness of the society that they live in. This is the point of comparison they use to weigh the rights of the companies and the rights of the people in order to conclude that they have high ethical values. It is clearly seen from the answers below that the higher an individual's moral judgment is, the lower their attitude towards digital piracy is. (Al-Rafee and Cronan, 2006; Kohlberg, 1969).

In general I am against ... I believe these are the rights of people... I am feeling that I am stealing somebody's rights... Maybe it will be easier if you download from those giant companies like Microsoft... because they are already 'eating a lot.' (A, age 30)

...Chinese for example can download the songs and you cannot because you are in England. This does not make sense to me. The regulations must be global. For me if I travel in a country that downloading is legal I will do it. Just because it is forbidden in one country I would like to do this if I was in another country. I believe that there is a gap here in the legislation. (B, age 25)

Another theme pertains to the current legislation is being perceived as unfair. From the studies performed it has been confirmed that consumers respond to businesses they deal with in terms of perceptions of fair treatment. (Houston and Gassenheimer, 1987). Respondent B states that not all of the Internet users have the same treatment because the law varies in different countries. In addition, people do not believe illegal downloading is a serious crime. The answer of respondent B shows that he believes that it is unfair to be punished so strictly when at the same time more serious crimes occur on the Internet.

Respondents C's and D's views on morality of downloading are that they have indifferent feelings towards digital piracy and they are not in favour or against it. (Oestreicher-Singer and Sundararajan, 2004). Respondent C is interested in a more convenient way to obtain the digital product and respondent D does not think about it too much. It is like a habit to him. As for respondent E, he raises an interesting issue that perceptions people have for digital piracy are too common because everyone is doing so.

To me there is no difference between the first time I downloaded and the last time because I just want to get the result, I mean I got the song and I don’t really care about the process. But it will...
be more convenient for me if I ask my friends to download it for me rather than buy the digital product by myself. (C, age 26)

I recognize that it is illegal but I am still doing it. In other stuff I act legally, this is the only illegal action that I do. I believe that it is wrong to do other illegal things but I do not have the same feelings about downloading... there are no feelings, you just use it as if you go to the bathroom, you brush your teeth, you make your food and eat it! (D, age 23)

I am not against but I cannot say that I am in favour, because I think that everyone is doing illegal downloading, so it is ok. Besides, I am not a frequent downloader. (E, age 23)

Respondents F and G have an absolute view towards Digital Piracy since they appear to believe that even though they know that Digital Piracy is illegal they sometimes forget it because they have got used to it. However, respondent G will always download illegally because she considers the convenience factor more important to her. They both seem not to think whether it is moral or not while making this decision. This could be explained by Kin-wai Lau (2006) whose research showed that they tend to be more accepting of piracy by deciding what is ‘good’ and ‘bad’ according to the social evaluations.

I am in favour of illegal downloading because it is supposed to be illegal but I am just used to it... it is very common to do this in Hong Kong and China... we are used to it and I just don’t feel that it is illegal although I know that it is. (F, age 24)

To be honest, I prefer to download mostly from websites illegally. It is convenient and easier. In an album, I don’t usually like all the songs. I will see which ones I like and go to the Internet to download them. (G, age 24)

Furthermore, according to Belle, Macdonald and Wilson (2007), affordability influences piracy intentions. The informants with a more economically driven view consider most of the products expensive, thus, they prefer to download illegally since they have an opportunity to do so. In addition, it appears from the findings that people are more likely to practice illegal downloading while they are teenagers because they cannot afford buying originals themselves. (Mandel and Süssmuth, 2009).

The factors that I will consider making this decision are firstly the money... The economic factor is important to me. (C, age 26)

... I prefer to download legally because I have the ability to afford it, but if I cannot afford it maybe I will choose to download illegally. (H, age 23)

...if I pay for that sometimes it’s too expensive. For example, one song costs about $10 or $5 I think, it is too expensive for me and I do not want to pay for that. I think the price is the biggest
issue. If I just have to pay very little money for a song or for a movie, I think I will pay for it. (I, age 29)

Also, Van der Byl and Belle (2008) proved that the cognitive beliefs are significantly correlated to the attitude towards Digital Piracy. It comes to an agreement with the current investigation. Piracy seems to take place when the individuals consider the price of the products too high. Thus, being unable to buy the original, they prefer to save money buying pirated digital media or download illegally themselves rather than to pay for the authentic.

If I download legally that means that I am doing the right thing but at the same time I am paying a lot of money and I am feeling like ‘why do I have to pay money, while I can get it for free?’ (A, age 32)

I don’t pay... because if there are available sources which you can download without charge I will just do this... so I just use these websites each time that I want to download freely. (F, age 24)

If each song is 15 Euros and the customer considers this absurd, then obviously the customer will seek for other solutions... Nowadays the songs have as an expiry date a 6-month period, so it is expensive and I would not bother to buy these songs. I would only do that for quality music. (B, age 25)

...you won’t buy the CD or DVD for only one time, especially for movies I only watch them once, because it is a waste and I do not know why I have to pay... I seek for something free and comfortable and do not think if this is legal or not. (E, age 23)

Another issue raised by respondents B and E is that certain digital products such as movies or music are not worth buying. They seem to consider them to be short-life products or goods that they will only use once. As a result, these products have a low value perception for them.

4.2. Social influence

It has to be noted that many participants answered that they are more influenced by their friends at the very beginning of practising digital piracy. Their friends are the people that transmit the knowledge to them regarding the means they can use to download illegally. It usually happens when individuals are teenagers and they have not yet developed their own opinion and attitude towards digital piracy. Also, respondents G’s, H’s, F’s and E’s view on digital piracy is that they consider this issue as too common and do not discuss with their friends whether it is illegal or not. They tend to talk more about certain digital products that they like downloading.

I started when my friends showed me. Then I got used doing this.... We just say which songs we downloaded, we don’t talk about from which website we downloaded. We don’t care about the fact that this is illegal. It’s a kind of a habit... It’s a common issue. (G, age 24)
I remember that I was told by friends how to download... when I talk to my friends we talk about what resources we use to download things, the speed or the content etc.... We just think that this is one of the things that we usually do. (F, age 24)

I ask what they have downloaded because I may be interested to download this stuff too. I also ask which website I can visit to download things and they give me the web address if I am interested to download something. (H, age 23)

Many people share things in forums and I think sharing things in the forum is not illegal from my point of view... all of the people have to be caught and go to jail or be fined. It does not make sense. (E, age 23)

At the beginning, I didn’t know how to download when I was much younger, so my friends who were downloading told me “this is how you download” and this is how I learned. (D, age 23)

It was also observed that individuals’ piracy behaviour is sometimes motivated by their friends’ behaviour, so that their actions are not disapproved by them. There is a need to feel that they are a part of a group.

Sometimes when you have a lot of people saying that ‘we download, we do this’ you have a feeling that maybe it is something fine because everyone is doing that, but I will not do it. (A, age 30)

The legislation is important for me when I am going to take the decision to download. The reason is that I want to be a good citizen and I do not want to break the law. It could damage your reputation if you were caught downloading things illegally. (H, age 23)

Another theme that seems to influence the informants is that the threat of embarrassment might also influence a consumer’s tendency to pirate (Keltner and Buswell 1997). Thus, when respondent H’s expected level of embarrassment increases that means that she is more controlled by the social norms and as a result gets more eager to pay for a legal download.

The virtual peer friends in online groups also play a very important role in the pirate behaviour. (Skinner & Fream, 1997). The participants seem to be influenced by their friends in the Internet groups such as Internet Blogs, Forums and Facebook because they are more likely to exchange digital material among them. The individuals accept this form of sharing and do not consider it as illegal downloading.

... nowadays we have something that is called file sharing. So it is not always illegal downloading, you also share files with people...when I talk with my friends we say: ‘You’ve seen
these new stuff? There is a new movie coming out, let’s not go out and waste money at the theatre because we just went yesterday, we download it and we watch it. (D, age 23)

My friend told me the website many years ago... we ask each other ‘where can I get it’ and maybe one got it already and just passes to us and then we do not really bother how we got this song. (C, age 26)

What signifies social groups is that it appears to have a positive influence towards the attitudes to practice digital piracy. Social groups such as Facebook or Internet Blogs can influence people’s opinion especially if the Internet users are teenagers or adults with lower levels of education.

persons with a higher level of education are influenced less from the media than the persons with a lower level of education... People who have not shaped an opinion about digital piracy are more likely to be influenced. (B, age 25)

The Internet channel is more convenient. For example, I can watch a video on Facebook or sometimes on YouTube but they divide the movie in many small portions but you can still watch it. (C, age 26)

the influence depends on your friends. If all of your friends are against that, they will influence you and make you feel ashamed if you download illegally and prefer to download legally. If all your friends do so, you don’t have any feeling of guilt. (H, age 23)

In some cases, social groups are used against digital piracy in order to make fans more dedicated to a celebrity or brands. Here, respondents F and E express different opinions about the social groups influence. Respondent F says that he would feel committed if he was a member of a group, however, respondent E believes that people tend to be members in several groups and soon they forget and she has doubts if a campaign with participation of social media would be successful.

If for example, most of my friends on Facebook started a campaign and opposed to this... I could be more influenced as compared with news media. This is probably because I have a stronger association with networking media such as Facebook as compared to news media. (F, age 24)

On Facebook, there are thousands of hundreds of groups, so it is difficult to use Facebook to improve the situation. It is not the best solution from my point of view because you just click “join the group” and then you forget about it. (E, age 23)

News media work as a tool to pass the information concerning the current legislation on digital piracy and to raise awareness on illegal downloading through media coverage. Although media tried periodically to raise public awareness regarding online misbehaviour, there is a lack of positive response from the public (Hoffer and Straub, 1989). Besides, absence of sufficient
information occurs in some countries. As a result, people do not to realize immediately if the
digital product they are downloading is pirated or not.

…we do not have enough awareness in China. Now that I have more awareness in the UK I
realize that nothing changed in my behaviour. (G, age 24)

…it is very hard to compare directly if it is legal or illegal... I don’t think there has been enough
coverage in the press to influence me. (F, age 24)

I just download things and the website doesn’t ask us to pay, so I don’t know whether it is
illegal or not. I don’t intent to download illegally... Media influence my opinion because they
are broadcasting things. The news media influence more effectively because it is run by the
government or a famous publisher like BBC, SKY etc. (H, age 23)

The news is not like a campaign, they bring the news and that’s it; but the social networks is
like campaigning. Individuals start something and sometimes they could be influenced by some
big companies. (A, age 32)

Participants stated that they trust news media because the information forwarded to them is
more reliable and not as subjective as from the social groups. Respondents A and H believe that the
messages delivered by the news media are more objective than from other source of media.

Moreover, Chiou, Huang, and Lee (2005) in their research show that consumers’ singer
idolization will affect negatively their general attitudes toward music piracy. It was observed that
individuals are willing to support their favourite celebrity. In this case they turn against digital
piracy and they are willing to pay for the genuine product. Fans have a negative behaviour
towards digital piracy because they have an emotional bond with their idols and do not want to
hurt them. If they are not fans this statement will not produce the same effect on them.

Of course, if this is my favourite celebrity who is stating that, I won’t download illegally. I love
my favourite celebrity and I want to support him. I must have his CDs. (E, age 23)

Generally, I prefer to buy a CD if I like the artist to support the celebrity... I would take his
statement more seriously, if I knew that he needs the money to survive and he is my favourite
celebrity. (B, age 25)

If I like a singer or some movie star, I will prefer to buy a real CD or DVD just for them. And I
don’t care about the rest of them. (C, age 26)

If my favourite celebrity is against DP, I might have a chance to think more about Digital
Piracy. Because we feel happy when we share same point of view with someone we love. (J, age
30)
If I hear a celebrity state that, I will not really feel differently. I know that all of these celebrities are against digital piracy because it affects their income and I just don’t have any strong feelings, even if they say so. (F, age 24)

Of course, I support him but I think that I am just one person and I cannot cause too many negative effects to him. (I, age 29)

Although celebrity idolization influences the attitudes to practice Digital Piracy, various answers show that some of the individuals do not have a favourite celebrity. Respondents F and I have no strong feelings towards them, so that they would not be convinced by celebrity statements.

4.3. Legislation

Digital piracy is a risky behaviour thus it depends on the perceived risk related to this behaviour. It is interesting to observe that the perceived risk depends on the possibility of getting caught and on how strict the punishment is. Lysonski and Durvasula (2008) point out that the “stick” approach of an increased possibility to get caught or a strict punishment such as jail or an excessive fine would influence negatively the attitudes to practice Digital Piracy. However, most of the informants choose to violate the copyright law because they do not consider it strict enough.

When I am downloading, I think about the law because I don’t want to get fined. If they found that I downloaded only one song and punished me and I had to pay £1000, then it would be better not to download it. (C, age 26)

I think about the legislation, but I’m more concerned about whether it is well executed or not... I download illegally because it is free and it is highly unlikely I will be caught, so why not do this? (F, age 24)

Legislation influences my decision because there is punishment if you do something wrong...If there was no law, I would feel better doing it. I would still feel guilty but sometimes I say that I will just do it once or twice and after that I will not do this again. If there is law, it means that this is something serious (A, age 32)

Participants seem to believe that even if the laws are strict it is impossible to get caught because on the Internet it is difficult to put laws and they consider Internet as a source of freedom that no one can intervene. Even though the laws do exist, the problem is that they are not always enforced. (Al-Rafee and Rouibah, 2008).

When I first started to download, I used to have thoughts like ‘What if I get caught?’ Now I don’t have this fear because if you scramble an IP address you will never get caught ...
Legislation is not important to me at all. There is no strong legislation to control piracy. (D, age 23)

On the Internet, it is difficult to put laws. It is a source of freedom. It is like imposing a military regime. (B, age 25)

The legislation is important for me but I think nowadays the law is not strict enough. I think it is not possible to put a law because I believe that 99% of the people worldwide will download anyway. This is too common. So, I think the government cannot do moves to find all the people who download. (E, age 23)

If they had strong legislation about Digital Piracy, I would be worried about the punishment and I wouldn’t download illegally anymore...The reason why I am doing illegal downloading is that there is almost no chance to cause a problem at the moment. (J, age 30)

If the law was very strict it would affect my decision, but I think it is very difficult to find me because Internet is so big and there are too many people who do that. (I, age 29)

The law is not quite strict in order to prevent Internet users to download illegally. The reason is that they have the perception that there is no actual appliance of the law in practice, so everyone can download from the Internet without any impacts.

4.4. Moderators

It is noticeable that the digitalization of many products made the pirating much easier. The data obtained from the interview prove an interest of the informants in the website features. People seek to find convenience when they download and it was observed that they prefer easy means of downloading, If the downloading is complicated, they will drop it and not download.

I consider easiness and comfort in downloading of primary importance. For example, I may feel bored to get dressed and go to the cinema, so I will just download it, wait for 5 minutes and watch it in my pyjamas. (D, age 23)

If I download from a reliable source that is legal, usually the speed is higher and it is easier to download. (F, age 24)

It is convenient and easier. In an album I don’t usually like all the songs. I will see which ones I like and go to the Internet to download them. (G, age 24)

According to the study of Johnson, Bellman, and Lohse (2003), an easy-to-learn navigation design leads to more frequent visits and higher levels of purchasing. The answers show clearly that individuals prefer to visit websites with superior functionality and sometimes this is the factor that they will consider most while taking their decision whether to download a legal or a pirate digital product.
I don’t pay when I download because it is more convenient rather than to provide another website with my credit card details, etc. (E, age 23)

You just have to type the song or movie you want to search, then you click and wait for about 3 hours and you can have a movie to watch... I think that because it is easy and free, I do it very often... For example, YouTube is also very convenient... if the payment system is easy and convenient I think I will just pay for it... waste too much time to do that, I think I will just pass it and go for illegal downloading. (I, age 29)

I will think if it is convenient to download because sometimes the process consists of too many steps. If it is complicated, then I will just give up... I feel that their process is complicated to apply for an account and I don’t know how to pay for the song, how much money to pay, how many songs etc. It is very complicated to calculate payment efficiently and make it cheaper. (C, age 26)

Teece (1986) confirms that persons prefer to obtain digital products in a package that includes a mixture of ‘complementary assets’, such as marketing, competitive manufacturing, or after-sales support. The participants state that they would prefer a unique package mix which they could not find anywhere else. Besides, people tend to buy the package because the package is superior from the pirate download.

...sometimes they give some kind of packaging with gift or some promotion, then I will buy the real one. Otherwise I won’t. (C, age 26)

It is understandable from the data collected that safety hazards are vital for the individuals. These risks are a serious concern for participants because any gains from getting the digital product for free can be undermined.

No matter if it is illegal or legal I will as well consider the safety of the website because I do not want my software to get a virus. (C, age 26)

Honestly the first thing that I think about when I want to download illegally is the quality of the software, whether it is going to harm my computer and my software. So I will pay money rather than download something which I have to pay more because of the damage happening. (A, age 30)

Participants showed particular emphasis on the importance of the available access that they have to download illegal material.

It is available and it is for free. Why not go for it?... if a person makes a movie, it is available only in the Internet even before it is released in the cinema. Why? Because someone in the manufacture links it out. If they don’t do this, we can’t download. Catch those people who are
releasing material into the Internet. If there is nothing to download, then how can we download? (D, age 23)

I look what I want to download and if I can find it from other sources... The first time I downloaded was when I was trying to find a video from a TV show from two very famous Greek artists and I could not find this on a CD, so because I wanted it so much I downloaded it... If you cannot find something elsewhere then why not downloading it from the Internet? (B, age 25)

I’ll just go directly to the website to download. If they charge me and I really like the song and there is no other way I can download it for free, then I am willing to pay for the album. (G, age 24)

It appears that availability has as a consequence an even larger piracy behaviour due to the fact that it makes people download illegally more frequently. The findings coincide with the research of Belle Mcdonald and Wilson (2007) that proves that piracy attitude influences piracy behaviour, moderated be available enabling technology.

5. DISCUSSION, CONCLUSIONS, IMPLICATIONS, LIMITATIONS AND FUTURE RESEARCH DIRECTION

5.1. Discussion, conclusions, and implications

This investigation suggests that there is a need for a proper background to generate a new business strategy to respond to the issue of Digital Piracy. These strategic changes may include a change in the business model as well. This research aims to give empirical evidence to the previous studies most of which were carried out by quantitative research and simultaneously to fill in the gaps relating to Digital Piracy literature. The in-depth interviews provide evidence of the relationship indicated of moral views and social influence to lead to an attitude towards Digital Piracy and thereby, to the adaptation of a Piracy Behaviour. The current qualitative research sheds more light on the variables influencing people’s attitude towards Digital Piracy and constitutes an answer of the proposal of Huang (2005) for the investigation of the effect of social networks on piracy behaviour, the suggestion of Belle, Macdonald and Wilson (2007) for a qualitative research to investigate their model as well as a result of the examination of numerous articles.

Apparently, most of the participants showed familiarity with and acceptability towards illegal downloading. Each informant is driven by dissimilar moral views. Specifically, informants who weigh the rights, have high moral standards, however, they will consider who they are ‘stealing’ from and who gets the copied material. (Al-Rafee and Cronan, 2006). Conversely the absolute
viewers of morality will answer to Digital Piracy with a “Yes” or “No” (Kin-wai Lau, 2006). Indifferent feelings towards digital piracy occur to individuals when they do not put much thought to see downloading as a moral decision. Downloading for them is a habitual action (Oestreicher-Singer and Sundararajan, 2004).

The economically driven view of morality makes individuals consider the affordability of the product and the value perceptions about it. Different ethical positions require a different strategic approach. The companies should understand that individuals believe that digital products are overpriced. By lowering the prices, the digital pirates will make second thoughts in their piracy attitudes and prefer to give money for the authentic, because for customers the opportunity cost is low and the difference in quality is significantly different. Moreover, when companies provide the digital product for free that might have revenues too but not necessarily directly from internet users. An example is the free online newspapers, where the publisher ‘sells views’ by being paid by the companies who are being advertised in the website. Arli and Tjiptono (2016) suggest that the digital industry should promote the benefits gained by buying legally such as the lack of repair and customer service from both marketers and Information Technology support.

It appears that social influence factors which include peer file sharing, social groups and the general media formulate attitudes towards Digital Piracy. Peer file sharing is most feasible to influence individuals positively for illegal downloading (Warr, 2002). As mentioned in findings, social groups have strong influence to attitudes, especially in younger ages (Skinner & Fream, 1997). The strategy of maintaining fans’ commitment seems to be the most suitable. Findings show that media tend to give a prohibited picture to the informants about Digital Piracy. They appear to explain the legal side as well as presenting celebrities’ statements against this matter (Chiou, Huang, and Lee, 2005). Companies should focus their marketing efforts on young individuals by giving them sufficient information to fill the gaps in their knowledge regarding to what digital piracy is, why it is illegal and how they can distinguish a legal digital product from an illegal digital product. In addition, a good strategy to keep the individuals bonded to the brand is to involve the group members in the creation of new products and having regular interaction with them.

It was also revealed in the findings that the influences of these two aspects on attitudes towards digital piracy are moderated by legislation, which include the perceived risk (Lysonski and Durvasula, 2008) as well as the inefficiency of the current legislation (Al-Rafee and Rouibah, 2008). As it turned out from the interviews, other moderators such as availability, safety risk, ease and convenience and packaging offers act as moderators for the people who are willing to make a decision to download. These factors are not less significant since they may possibly have the last
word in their decision to download legally or illegally. For that reason, these moderators have to be exploited to give a benefit to the companies of increasing the authorized decisions for downloading.

5.2. Limitations

Although face-to-face interviews can provide an in-depth analysis, there will always be the limitation that their findings cannot be extended to wider populations. As a consequence, the significance of each factor to the model which can only be viewed by quantitative analysis is not quite clear. Due to the limited time given for the interview it was not feasible. Moreover, time limitations led to an interview executed by convenience sampling. Therefore, there is a danger for the data collected to be biased since most of the informants do not come from the Western countries where they have more absolute terms of morality. In other words, some of the individuals use the social evaluations to decide what the ‘right thing to do’ is (Kin-wai Lau, 2006).

5.3. Future research direction

Some suggested factors to be added in the model are the societal environment, the perceived importance, the Ego strength, the impact of sampling, and the organizational or school ethical climate (Belle, Macdonald and Wilson, 2007). Another empirical research can test if different levels of price can change piracy behaviour. Also, it would be beneficial for the future researchers to investigate personal characteristics such as the gender due to the fact that the ethics literature suggests that males have a lower ethical standard than females (Ford and Richardson, 1994). Age could be another personal characteristic that can be tested since we know from the ethics literature that younger persons have lower moral standards than older individuals. Moreover, wealth differences can be tested as regards their influence on the attitudes and behaviour that lead to Piracy Behaviour (Belle, Macdonald and Wilson, 2007). There is a need for a larger scale quantitative investigation to be implemented and for the model to be tested in a long-term timeline. Besides, a longitudinal study gives the advantage to compare changes in the relationships geographically and over the time (Limayem, Khalifa and Chin, 2004).

Future research should investigate the differences between the intrinsic (fun, thrill, enjoyment, revenge) and extrinsic motivations of piracy behaviour and any other environmental drivers. Also, differences should be investigated separately for software and music digital piracy behaviour (Lowry, Zhang and Wu, 2017).

A quantitative research by obtaining data from broader geographic and demographic categories can increase the generalisability of the findings (Arli & Tjiptono, 2016), and provide comparison
points, especially in comparative continents such as Europe, United states of America and Asia (Kos Koklic, Kukar-Kinney & Vida, 2016).

A longitudinal study could capture the ever-changing digital market and the digital piracy behaviour of the consumers (Culiberg, Koklic, Vida and Bajde, 2016).

Since in the present research it was observed each participant had a dissimilar moral view on the subject it would be interesting for future research to compare views of people who are in favour and people who are against digital piracy, on a larger scale quantitative research.
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ABSTRACT

The goal of this paper to analyze the effects of crowdfunding on the open innovation capabilities of the agri-food business. The research is based on a survey methodology, which is useful to enhance the generalization of results (Dooley, 2001).

The paper builds on the theoretical framework and the consequent conceptual model to conduct the empirical research, which follows two main steps. First, the literature review led us to develop the questionnaire and therefore the variables of our model. Second, we have tested the model and the hypotheses through hierarchical regression model, which was considered a suitable method in innovation management studies.
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INTRODUCTION

Open innovation is becoming increasingly important in the food sector. According to Sarkar and Costa (2008), there is rapid growth in the number of open innovation projects.

Around the world, consumers are increasingly opting for specialized diets that address their desire to eat organic, low-fat, low-carb, or eliminate ingredients based on food sensitivities, allergies or personal convictions. Approximately two-thirds of the respondents (64%) in Nielsen’s new Global Health and Ingredient-Sentiment Survey said they follow a diet that limits or prohibits consumption of at least some foods or ingredients (Nielsen Research, 2016). Moreover, a majority of European consumers are believers in positive nutrition, with 56% using food/drink to improve health (Vitafoods Europe, Datamonitor Consumer Survey, 2016).

In order to address these challenges, the Italian agri-food business have to increase their innovative capacity by creating new products and services, commanding a premium (OECD, 2013).

As Michael Porter states (2007), the actual models of competitiveness rely on radical innovations and home based factor endowments in achieving competitive
advantages. As presented by Carayannis and Wang (2009), there are two types of competitiveness: resource-led and innovation-led competitiveness. The resource-led competitiveness model states that higher productivity results from through lower cost of natural resources or lower costs of an unskilled labor force. On the other hand, the innovation-led competitiveness model emphasizes that a higher productivity is achieved through a higher efficiency and this is based on knowledge and innovation. This means that the fast development of technologies and the rapidly changing markets, combined with increased global competition (also due to relieve of EU’s protection measures) and changing customer demands, imply that a firm’s focus on production capacity and cost reduction can only generate a temporary competitive advantage. In this scenario, Knowledge management (KM) has already been recognized as a key managerial process necessary for achieving competitive advantage (Carayannis, 1999; Argote and Ingram, 2000; Dias and Bresciani, 2006). Specifically, it assumes that tangible resources are sources of competitive advantages only when they are applied with certain knowledge (Grant, 1996), consequent to the difficulty of imitating knowledge (literature (Nonaka, 1994; Spender, 1994; Nonaka and Takeuchi, 1995; Alavi and Leidner, 2001; Soto-Acosta and Merono-Cerdan, 2008; Bresciani, 2010).

Despite of this, innovation is becoming increasingly complex and expensive making difficult for individual businesses to develop and introduce new products and processes independently. Innovation has become an unavoidable interplay of various parties who combine their knowledge and turn problems into design requirements. This is the reason why the concept of open innovation introduced by Chesborough (2003) has thus become a key concept. This term characterises the shift to a system in which chain partners, knowledge institutions, governmental bodies and even competitors work together to develop new products and processes quickly and effectively.

In order to assess these challenges, this study would analyze agri-food business typically described as a relatively mature and slow-growing area of business. Small agri-food business displays a relatively low level of R&D investment and are quite conservative in the type of innovations they introduce to the market (Costa & Jongen, 2006). Moreover they shows much lower innovation-absorption capabilities than their larger counterparts and a lack of effective technology transfer and flexible IP-
management rules (OECD, 2015; FAO, 2015). Due to the lower innovation-absorption capabilities and to the limited resources for in-house R&D, agri-food business must maintain a broad network of partners to provide them with scientific and technological input (Knudsen, 2007). In the current dynamic environment, firms increasingly have to heighten internal Knowledge Management Capacity (KMC) in order to manage inward and outward flows of knowledge exploiting and exploring external opportunities (Santoro, Vrontis, Thrassou, Dezi, 2017).

IT applications could allow firms in conveying relevant information useful to reconfigure innovative mechanisms (Del Giudice and Della Peruta, 2016). In particular, Web 2.0 technologies are empowering firms to outsource their internal business tasks and activities to individuals, or the crowd, on the Internet who are capable of completing these business tasks. The crowd can also invest in business ideas and projects that are initiated by entrepreneurs in the crowd who do not have the traditional monetary resources, such as banks and investment agencies, to implement their ideas. These entrepreneurs can pledge for financial resources from the crowd in various open social communities. This emerging approach of raising money via the Internet is called crowdfunding. Massolution reported that the volume of crowdfunding grew 81% from 2011 and reached $2.7 billion in 2012. In addition, the reward-based type of crowdfunding [3, 4] was expected to reach $1.4 billion in 2013.

As a result, we propose that open innovation is directly associated with innovation capacity, and that crowdfunding positively affects the relationship between open innovation and Innovative capacity.

The paper is structured as follows. First, we review extant literature on the application of the open innovation and Knowledge management concepts in the food industry. Next, we analyze the impact of the crowdfunding on open innovation. Finally, we summarise the conclusions of our analysis, draw implications for the future of open innovation in the food sector and highlight areas where more empirical research is needed.

THEORETICAL BACKGROUND AND HYPOTHESES

Open innovation in the agri-food business

Recent important changes in the nature of both food demand and supply, coupled with an ever-increasing level of competitiveness, have rendered innovation not only an unavoidable corporate activity, but also one that is increasingly vital for overall agribusiness profitability.

Recent general advances in areas like biotechnology, nanotechnology and preservation technology offer an unprecedented number of opportunities for
added-value applications in the food industry, many of which have the potential to adequately meet modern consumer demand (Juriaanse, 2006).

Such perceived wariness, together with the necessary stringency of legal requirements related to safety, transforms food product and process innovation in a highly complex, time-consuming and risky endeavour, and hence one not to be lightly undertaken.

Many of the emerging technologies that can potentially sustain (or complement) a wave of successful new food applications (e.g., nanotechnology) are being developed outside the processing industry. The pressure on these organizations forces them to continuously adapt to the environmental shifts (Greenwood & Hinings, 1996) and to create organizational forms able to provide faster and innovative response to market threats and opportunities (Coleman, 2009).

On another hand, drivers of opening up infood industry are closely related to the growing number of chain actors, the contradictory requirements of chain actors, the heterogeneous needs/new trends in consumers’ demand, the Mass customization market and to the Legislators (Sarkar, Costa, 2008; Bilgliardi, Galati, 2013).

The market issues and the number of actors of different sectors involved in food production, together with their difficulty to single-handedly meet all the heterogeneous requirements of intermediate customers, end-users and legislators, determine that innovation activities must be carefully coordinated. This in turn compels innovation processes to be managed both within and across organizational boundaries along the value chain (Costa & Jongen, 2006; Grunert et al., 2005; Mikkelsen et al., 2005).

Cooperating with others on the development and commercialization of new products and technologies is an important way to innovate. This is one of the several ways to start 'open innovation' (Chesbrough et al., 2006). Open innovation can be defined as the combination of internal and external paths for both the development and commercialization of new technologies and products (Chesbrough et al., 2006). Open innovation (OI) could involve outside-in and inside-out flows of technologies and ideas (defined as ‘technology acquisition’ and ‘technology exploitation’) (Lichtenthaler, 2008).
The establishment and management of inter-organizational relationships with customers, competitors, suppliers, public and private research institutions or even seemingly unrelated businesses, with the aim of acquiring additional knowledge and skills for innovation processes are increasingly growing (Gatignon, Tushman, Sith, & Anderson, 2002; Hauser, Tellis, & Griffin, 2006; OECD & Eurostat, 2005). Amongst the highest profile adopters of OI is Procter & Gamble (P&G), with former CEO, AG Lafley, inspiring a culture change from “not invented here” to “proudly invented elsewhere”. P&G’s Connect & Develop (C&D) programme has been highly successful, producing more than 35% of the company’s innovations, including Pringle Prints, and billions of dollars of revenue.

Another example of the application of OI in the food sector is International Flavors and Fragrances. IFF taps into the creative potential of its customers when conceptualising and designing products. Using an internet toolkit with a large database of flavours, the company involves the customer when creating a new flavour. Co-creation allows it to increase its ability to meet individual customer expectations and to reduce time-to-market.

Despite of this, Open innovation (OI) approach works well for the high-tech industry but it doesn’t well perform for the low-tech industries. Moreover, given the high number of actors of different areas involved in italian food supply as well as their difficulties to single-handedly meet all the heterogeneous requirements of intermediate customers, end-users and legislators (Costa & Jongen, 2006; Grunert et al., 2005; Mikkelsen, Kristensen, & Nielsen, 2005), cross-boundary innovation management should thus be a widespread practice in food value chains and networks. Consequently, the goal of this study is to analyze open innovation capabilities in small and medium agri-food business, focusing on the role of readiness to collaborate, partner intensity (Ahn et al., 2016) and openness variety capabilities (Laursen and Salter, 2006; Aloini et al., 2015).

As Mortara (2007) argued, agri-food sector recognises the potential power of OI: the ‘outperformers’in the food industry use external sources of innovation. From this perspective, OI could improve successful approach to achieving sustained high growth and containing innovation costs. By cooperating in networks, firms have better access to new knowledge enhancing the innovative potential of an organization. Moreover, by cooperating with different partners along the value chain, firms are able to cover a larger part of the value chain. This can lead to increased added value for customers by offering a total solution. At the same time, by combining (financial) resources in which cost and risk reduction play a crucial role, new knowledge can be developed which was impossible for each member to obtain alone. Open innovation will lead to added value for participating firms (De Rochemont et al, 2007).

The next section will explore the role of knowledge management as a key to open innovation.
Knowledge management: key to open innovation

The trend towards open innovation requests an integrative perspective and calls into question traditional perspectives on firm boundaries (Chesbrough, 2006; Santos and Eisenhardt, 2005; West, 2008) considering knowledge exploration, retention, and exploitation inside and outside organizational boundaries. These dynamics describe ‘knowledge capacities’ as a firm’s capabilities of managing different knowledge processes. Quantitative empirical studies on external knowledge sourcing provide evidence that involving a large number of external sources of knowledge in innovation is a promising choice for large firms (Lakhani et al. 2006; Laursen and Salter 2006). Open innovation scholars also agree that external sourcing of knowledge does not replace in-house R&D and highlight the importance of “absorptive capacity,” which allows firms to identify, absorb, and make use of external knowledge (Cohen and Levinthal 1990; Dahlander and Gann 2010).

According to the Community Innovation Surveys (OECD, 2016) conducted on more than 1300 European innovative food firms, since most food firms don’t have the competencies nor the capital needed to innovate on their own, they need to find partners to join forces in open innovation collaborations. However, Small and Medium Sized Enterprises (SMEs) in the food sector often face difficulties in establishing a strategic and efficient network.

Agri-food companies are as innovative as companies in other industrial sectors, but the innovations developed are largely incremental (about 2/3 of innovations). Between 2006 and 2008, 44% of companies implemented a product or process innovation. If we broaden the measure of innovation to take account of intangible innovation (organisation, marketing), 61% of agro-food companies report that they innovated between 2006 and 2008 (Lesieur, 2011). Organisational innovations are, incidentally, the most used category of innovation because 36% of agro-food companies implement them, regardless of size. The proportion of companies who innovate decreases for the other kinds of innovation (32% for marketing or process, 28% for products).

Following these evolutionary analyses, a large number of works have been concerned with the role of the diverse relationships and cooperation developed by firms with other stakeholders to “absorb” (Cohen, Levinthal, 1989; 1990) external knowledge. The idea of these authors is that the capacity of a firm to exploit external knowledge is a critical determinant of its capacity for innovation: a firm will be more or less able to exploit the technological opportunities of its environment depending on its knowledge-base and the learning process that occurs within this.

The survival of a brand in this kind of market depends on its capacity to distinguish itself from its competitors, this capacity being reflected in particular in a strategy of innovation in products and processes (Martin et al., 2006 a). In particular, companies with fewer than 50 employees, and...
particularly those with fewer than 20 employees, favour changes in their organisation and marketing innovations slightly more than technological innovations. With few resources to develop innovations (R&D staff but more generally human and financial resources), these SMEs innovate in an incremental way by continuously improving their organisation, their products and processes.

To capture internal and external knowledge exploration, retention, and exploitation, six knowledge capacities are needed (Argote et al., 2003; Lane et al., 2006): inventive, absorptive, transformative, connective, innovative, and desorptive capacity.

<table>
<thead>
<tr>
<th>Knowledge exploration</th>
<th>Knowledge retention</th>
<th>Knowledge exploitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal (Intrafirm)</td>
<td>Inventive capacity</td>
<td>Transformative capacity</td>
</tr>
<tr>
<td>External (Interfirm)</td>
<td>Absorptive capacity</td>
<td>Connective capacity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Desorptive capacity</td>
</tr>
</tbody>
</table>

Fig. n 1 Capability-based view of open innovation processes (Chesbrough, 2003, Argote et al., 2003; Zollo and Winter, 2002)

When adopting an open innovation approach, firms tend to build up collaborations with actors of their ecosystem, which generate vibrant inward and outward flows of knowledge (Chesbrough, 2006). The role of absorptive capacity in agri-food business is critical to compensate for lower internal research capabilities (Carpenter et al., 2003; Dyer et al., 2004; Huston and Sakkab, 2006).

While inventive capacity refers to internally exploring new knowledge, absorptive capacity relates to exploring external knowledge. Based on Cohen and Levinthal’s (1990) original definition of recognizing, assimilating, and applying external knowledge, Zahra and George (2002) differentiated between potential and realized absorptive capacity. In a similar vein, Lane et al. (2006) distinguished exploratory, transformative, and exploitative learning processes. Following these reconceptualizations, absorptive capacity in the knowledge management capacity framework focuses on knowledge acquisition, i.e. potential absorptive capacity (Zahra and George, 2002) and exploratory learning (Lane et al., 2006). Because of this focus on knowledge exploration processes (Lichtenthaler, 2009), it does not guarantee successful knowledge commercialization, which is part of the knowledge exploitation processes. External knowledge sourcing may span various kinds of external innovation partners, who relate to different knowledge flows and can provide access to widely differing knowledge domains such as science, technology, design, societal trends, customer insights and product-market trends (von Hippel 1988; Sidhu, Volberda, and Commandeur 2004)

On another hand, due to the lower innovation-absorption capabilities and to the limited resources for in-house R&D, agri-food business must also maintain a broad network of partners to provide them...
with scientific and technological input (Knudsen, 2007) Interorganizational relationships, e.g. alliances, may be considered as a firm’s external knowledge retention (Grant and Baden-Fuller, 2004; Gulati, 1999). Similar to internal knowledge retention, external networks have to be maintained and managed over time (Kale and Singh, 2007). From this perspective, connective capacity refers to a firm’s ability to retain knowledge in interfirm relationships, it comprises elements of alliance capability (Kale and Singh, 2007) and relational capability (Lorenzoni and Lipparrini, 1999). Connectivity capacity is closeley related to absorptive capacity. As a matter of fact, the more knowledge a company has in a particular field, the easier it is to manage interfirm relationships and to profit from external knowledge retention. Accordingly, connective capacity comprises the process stages of maintaining knowledge in interorganizational relationships and subsequently reactivating this knowledge (Garud and Nayyar, 1994; Grant and Baden-Fuller, 2004).

To be effective, agri-food business need to improve also Innovative capacity transmuting knowledge and converting this knowledge into new products or services (Khilji et al., 2006). In order to generate innovations from internal or external knowledge and improve commercialization opportunities, a company needs sufficient prior knowledge (Kogut and Zander, 1992; Smith et al., 2005). Despite of this, it should not be overlooked that Italy is mainly composed by SMEs and, under a family control (Maggioni & Del Giudice, 2012). For this reason, we do not have to be satisfied with some best practices, but we must act in a systematic way in Italy. Moreover, it is necessary to trigger a virtuous circle that increases the awareness of the importance, rather of the need, of investing massively on digital innovation at all levels. Because digitalism is a transversal gap, a decisive step in this direction can only begin to argue in the light of the ecosystem for firms, universities and institutions and civil society to join forces and travel united (Carayannis & Campbell, 2012).

Even if SMEs have increased their activity in open innovation, inbound open innovation is far more diffused than outbound open innovation (van de Vrande et al. 2009). Moreover, due to the the resource constraints and the role of informal interorganizational relationships in innovation, SMEs prefer nonmonetary activities such as networking and informal knowledge sourcing over pecuniary and complex transaction-based ones, such as acquisitions and in-licensing.

All these factors could negative affect desorptive capacity as well as the ability to externally exploit knowledge.

Open innovation proposed by knowledge management literature suggested that firms can and should use external as well as internal ideas, and internal and external paths to market, as they look to advance their technology (Chesbrough, 2004; p. 1). Thus, new innovation models entlais new forms of interactions and collaborations for fostering new products and processes development (Wang et al.,
Exploiting internal and external knowledge flows, and developing digital ecosystems through new ICTs, could be essential in bearing the acquisition and management of knowledge (Del Giudice and Straub, 2011).

Crowdfunding could represent a novel mechanism of fundraising to cope the resource constraints as well to improve formal interorganizational relationships. According to some scholars, crowdfunding is based on digital platform embedded in the current financial innovation (Moenninghoff & Wieandt, 2013), which operates in order to produce convergent innovation (Dubé et al., 2014). It means innovation that produces both economic and social (human) outcomes.

As also Loren (2011) suggested, open innovation can be implemented using crowdsourcing, or the issuance of a challenge to a group of experts and non-experts found outside the organization, using an Internet-based platform. More thoroughly, Chesbrough and Appleyard identify four challenges for effectively managing open innovation processes:

- attracting participation from a broad group and sustaining it over time;
- effectively competing for contributors in a world with a limited supply;
- effectively setting the tone and expectations for the meaning of involvement on the part of users through careful leadership and agenda formation; and
- finding ways to profit from activities carried out in an open environment. (Chesbrough and Appleyard, 2007).

In the next section we will analyze the role Crowdfunding in open innovation.

Crowdfunding for open innovation: hypotheses development

The concept of “crowdfunding” is related to the one of “crowdsourcing”, which refers to the outsourcing to the “crowd” of specific tasks, such as the development, evaluation or sale of a product, by way of an open call over the internet (Howe, 2008). The type of contributions by the investor – and related rewards - may vary, depending on the internet platforms, the type of firms and the projects. Indeed, as new platforms are created across countries, in a context of low regulation, new features and business models are continuously emerging. The types of funding may range from donations to equity, thus giving rise to processes with different degrees of complexity and different contractual relationships between the firm and the individual investor (Kleeman et al. 2008).
Crowdfunding has been proved as useful tool to connect entrepreneurs, researcher and potential funders, individuals who can supply financial capital (Wheat et al., 2013; Marlett, 2015). This is possible thanks to intermediation internet based platforms, which act as marketplace where is possible to collect and canalize the scattered unlocked private capitals to sustain business ideas, also decreasing the weight of geographical proximity in the innovation process (Agrawal et al., 2011).

Despite the advantages, adopting open innovation throughout crowdfunding platforms is a challenging process (De Jong, 2007 and Chesbrough et al., 2006). Collaborating with a number of partners is more complex because of increased coordination and control efforts (Doz and Hamel, 1998 and Das and Teng, 2002). Previous research has demonstrated that many firms do not feel comfortable in these ‘open’ scenarios in which the return especially depends on the partnering actors. Networks of innovating partners bring with them significant strategic and organizational challenges, about which there is little prior knowledge (Vanhaverbeke and Cloodt, 2006). Moreover, prior research shows that the failure rate of bilateral alliances is quite high, ranging from 50-75% (De Rochemont et al., 2007). Cooperating in groups with an increased number of participants raises the likelihood of conflicting interests, and consequently, could lead to a breakdown of the cooperation (Park and Russo, 1996).

For the above reasons we can hypothesized what follows:

Hp. 1: The greater Knowledge exploitation through ICT, the Higher level of Open Innovation

Hp. 2: The higher level of Open Innovation, the higher the effects of Knowledge exploitation through ICT on Open Innovation

Fig 2 Conceptual Model
METHODOLOGY

Research sample and design

The research involves data gathered from European agri-food business involved in crowdfunding campaigns on Kickstarter and Indiegogo platforms. An email with invitation to participate in the survey along with a letter containing an explanation of the study’s purpose was sent to all the firms. In total 192 firms have expressed the interest in entering the study. A questionnaire, composed of several questions (open and closed), was sent to these firms, which was answered and returned by 80 firms, which represents the final sample. The answers for all the variables and general information of the firm were gathered from the different key managers to avoid concerns regarding common method bias. Therefore, the research is based on a survey methodology, which is useful to enhance the generalization of results (Dooley, 2001).

The paper builds on the theoretical framework and the consequent conceptual model to conduct the empirical research, which follows two main steps. First, the literature review led us to develop the questionnaire and therefore the variables of our model. Second, we have tested the model and the hypotheses through regression model, which was considered a suitable method in innovation management studies. The questions were stated according to a funnelling technique. Therefore, general questions were followed to the specific one. In this way, we have collected general information about the time successful gain of the Crowdfunding campaign goals, strategies firm such as number of employees, industry, financial data, etc. Consequently, specific questions were outlined and focused mainly open innovation, knowledge exploration and knowledge exploitation. The single questions of the questionnaire have been separated in order to reduce the risk of rationalizing the answers of the respondents. Moreover, we placed dependent and independent
variables in different position within the questionnaire to limit potential common method variance.

Variables employed
Data acquired from the questionnaire were used to develop the variables of the quantitative study. Accordingly, variables were developed using multi-item scales according to relevant literature to ensure their validity. In particular, we asked to respondent to evaluate several statements with a seven-points likert scale.

With regard to knowledge exploration as dependent variable, it measures the ability of a firm of developing new products or services, creating dialogues, learning and communities of practices, and explore knowledge externally (Edvardsson, 2008; Parida et al., 2012). To assess knowledge exploration we asked to the respondent to indicate the importance of: a) exploring external knowledge; b) developing innovative ideas and knowledge regarding products and processes; c) exploring innovative ideas and knowledge externally (Lichetnthaler and Lichtenthaler, 2009).

With regard to Open Innovation we focused on the combination of internal and external dimension (Chesbrough et al., 2006). In this regards, we asked to indicate the level of: a) Partner Intensity (Laursen and Salter, 2006; Aloini et al., 2015); b) Openness variety (Laursen and Salter, 2006; Aloini et al., 2015); c) Interaction with Experts on Intellectual Property Rights (IPR) (Bessant and Rush 1995; Hurmelinna-Laukkanen, Kyläheiko, and Jauhiainen 2007).

Finally, we employed the variable ICT knowledge exploitation according to the literature which emphasises its role for knowledge storage and sharing (Merono-Cerdan et al., 2007). In detail, we asked to evaluate the usage of collaborative technologies for knowledge sharing and the ICT adoption.

Table 1. Variables and items

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Items</th>
<th>Related literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open innovation</td>
<td>Partner Intensity</td>
<td>Laursen and Salter, 2006; Aloini et al., 2015</td>
</tr>
<tr>
<td></td>
<td>Openness variety</td>
<td>Laursen and Salter, 2006; Aloini et al., 2015</td>
</tr>
<tr>
<td></td>
<td>Readiness to collaborate</td>
<td>Ahn et al., 2016</td>
</tr>
</tbody>
</table>
Finally, we assessed internal consistency of each independent variable (Cronbach’s alpha Open innovation=0.841; Cronbach’s alpha knowledge exploitation ICT =0.898; Cronbach’s alpha Knowledge exploration=0.937), which shows good results.

Finally, we controlled for several variables that can influence the other variables and the analyses. We controlled for the size of the firm (calculated as the number of employees of the firm) because it can be considered as a measure of greater capabilities (Dewar and Dutton, 1986). Second, the age of the firm (calculated as the number of years since founding) can detect the experience of the firm accumulated through the years (Huergo and Jaumandreu 2004). The log term of these two variables has been processed in the models.

**DISCUSSION AND CONCLUSION**

Descriptive statistics show that most of the firms of the sample are small (the average number of employees is 98.90), spend internal R&D 10% in average and they are rather innovative in terms of (1) knowledge exploration (5.369), (2) knowledge retention (5.10) and (3) knowledge exploitation through ICT (5.108). This positively affect (4) open innovation performance in terms of partner intensity, openness variety e Interaction with expert on Intellectual Property Rights (5.25). Then, they have (5) a good performance in terms of time to successful gain crowdfunding campaign goals (65%).

<table>
<thead>
<tr>
<th>Table 2. Descriptive statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Size</td>
</tr>
<tr>
<td>Age</td>
</tr>
<tr>
<td>R&amp;D</td>
</tr>
<tr>
<td>Open innovation</td>
</tr>
<tr>
<td>ICT knowledge exploitation</td>
</tr>
<tr>
<td>Knowledge exploration</td>
</tr>
</tbody>
</table>
We tested the hypotheses using regression analysis and the results are presented in table 3. We developed three models that test the direct effect of knowledge exploitation through ICT on open innovation and the moderating effect of knowledge exploration.

In detail, in model 1 just the control variables are entered, which effect is non-significant. In model 2 the effect of ICT knowledge exploitation and Open Innovation are considered. Knowledge exploitation through ICT is positively and significantly associated with Open Innovation (0.180; p<0.05). Model 3 considers the moderating effect of knowledge exploration on the relationship between ICT knowledge exploitation and Open Innovation, which is positive and significant (0.623; p<0.001). Finally, we can conclude that HP 1 and HP 2 are both confirmed by our analyses.

Table 3. Results of regressions

<table>
<thead>
<tr>
<th>Variable</th>
<th>OPEN INNOVATION Model 1</th>
<th>OPEN INNOVATION Model 2</th>
<th>OPEN INNOVATION Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>logSize</td>
<td>-0.130 (-1.315)</td>
<td>-0.077 (-1.216)</td>
<td>-0.072 (-1.166)</td>
</tr>
<tr>
<td>logAge</td>
<td>-0.037 (-0.370)</td>
<td>0.000 (-0.005)</td>
<td>0.008 (0.132)</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>0.179 (1.958)</td>
<td>0.069 (1.170)</td>
<td>0.044 (0.768)</td>
</tr>
<tr>
<td>KNOWLEDGE EXPLOITATION THROUGH ICT (KEI)</td>
<td>0.180 (2.877)*</td>
<td>0.396 (5.904)**</td>
<td></td>
</tr>
<tr>
<td>KNOWLEDGE EXPLORATION (KE)</td>
<td>0.340 (5.459)***</td>
<td>0.493 (6.285)***</td>
<td></td>
</tr>
<tr>
<td>KEI*KE</td>
<td></td>
<td></td>
<td>0.623 (7.325)***</td>
</tr>
<tr>
<td>R²</td>
<td>0.051</td>
<td>0.620</td>
<td>0.647</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.027</td>
<td>0.603</td>
<td>0.629</td>
</tr>
<tr>
<td>F-value</td>
<td>2.125</td>
<td>37.785***</td>
<td>35.120***</td>
</tr>
</tbody>
</table>

Notes: *p<0.05; **p<0.01; ***p<0.001

The first conclusion to be drawn from our review and analysis is that the time to successful gain Crowdfunding goals is positively related to Open Innovation.

Knowledge Exploitation through ICT measured through the capability of Converting knowledge into new products or services. From this perspective, Crowdfunding could help agri-food business to improve Innovative capacity transmuting knowledge and converting this knowledge into new products or services (Khilji et al., 2006).

Moreover, results show that open innovation takes place within the food sector, in spite of this being known as a relatively more traditional and mature industry. In particular our sample shows a good performance in openness variety (considering the number of external sources involved in the innovation process) and partner intensity (assessing the depth of the relationship between the focal firm and the extern context). At the same time, sample shows a moderate level in Interaction with
expert on Intellectual Property Rights. In order to improve successful knowledge commercialization, interaction with Experts on Intellectual Property Rights (IPR) is fundamental. To access technological knowledge, SMEs may rely on intermediate service providers. Experts on IPR can provide crucial information services that help to bridge the gap between a technological opportunity and its successful commercialization (Bessant and Rush 1995). However, the involvement of IPR experts is costly and also requires SMEs to deal with complex regulations and drawn-out patent protection procedures. Thus, it may make it more difficult to quickly move an idea to the commercialization stage (Hurmelinna-Laukkanen, Kyläheiko, and Jauhiainen 2007). Interaction with Network Partners could address this challenge creating long-term relationships with network partners as well as joint value rather than efficient transactions. (Nooteboom et al. 2005).

The second conclusion to be drawn from our review and analysis is that Active investments by the crowd improve access to new knowledge. Entrepreneurs offer investors to become active in the initiative, next to offering rewards to them. This may provide valuable feedback to the entrepreneur on potential market demand and product characteristics that the market may prefer most. Also, the active involvement may be structured in forms discussed above under the concept of crowdsourcing. Making investors become active by giving making investors become active by giving.

We also found evidence of a good effect of the ICT knowledge exploitation on the relationship between open innovation practices and knowledge exploitation. It reflects the innovative capacity of business and the related capability to apply knowledge that has been explored and retained inside or outside the firm (Khilji et al., 2006; Lane et al., 2006). Therefore, we could assess that Crowdfunding positively affect innovative capacity as a firm's ability to internally exploit knowledge. Crowdfunding seems a successful approach to achieving sustained high growth and containing innovation costs. Combining financial resources in which cost and risk reduction play a crucial role, new knowledge can be developed which was impossible for each member to obtain alone. By cooperating in networks, firms have better access to new knowledge enhancing the innovative potential of an organization. By cooperating with different partners along the value chain, firms are also able to cover a larger part of the value chain. This can lead to increased added value for customers by offering a total solution.

Our analysis of crowdfunding practices provides avenues for future research. One urgent question is the relation with intellectual property rights. Entrepreneurs making use of crowdfunding will need to disclose some of their ideas to the crowd well in advance, creating risks of idea stealing due to the fact that potentially valuable information is put into the public domain. In the next research we will also analyze which kind of business models of crowdfunded ventures and crowdfunding platforms
perform better in terms Access to new knowledge by cooperating in networks. To this aim we will use classification proposed by Lambert and Schwienbacher.

Moreover, open innovation strategies come in a variety of forms and, as such, are also met with a wide variety of outcomes. Consequently, there is a clear need for a better understanding of open innovation in the food sector, which should be addressed by the performance of more and more focused case-studies and empirical research.

Another interesting question concerns the informational content for entrepreneurs for obtaining the crowd committing capital. To which extent this affect the precision about potential demand that the entrepreneurs may receive for his product as well as which remuneration scheme for the crowd generates the most information about potential demand.

REFERENCES
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ABSTRACT
The nonprofit phenomenon is a topic conceptually much debated by scholars who deal with this both in Italy and in the international context. Often, the lack of profit in nonprofit organizations, together with the limited availability of financial resources, determining the crucial issues and difficult to overcome: the voluntary (or, in more general terms, the absence of profit-making) tends to give a little consideration to the use of practices and traditional management tools generally considered business reality.
Based on what mentioned above, this work is aimed at giving response to the theme of the relationship between nonprofit and its requirements of professionalization or management overhaul.
Highlighting those items might be useful for the management of nonprofit organizations: in this sense, if the critical factors just mentioned make up for these potential causes of problems, then, and on the other hand, the effective and efficient their presence would guarantee the achievement of any one or more competitive advantages, by means of their appropriate and adequate enhancement.

Keywords: nonprofit; third-sector; management

THE “NONPROFIT”: WHAT IS IT?
The nonprofit phenomenon is a logical category of difficult discussion. If we omit the fundamental clarification of the necessary distinction between nonprofit and third sector, we can say that the difficulties of interpretation are found in the definition of the concept: in fact, it appears to be ambiguous, owing to the vagueness of its use in everyday language, either (and more) in view of its application to empirical reality, because of the many and varied traditionally made organizational forms, related to that term.
Consequently, it is not difficult to imagine the essentially residual use of nonprofit concept, generally deputed to indicate any form of organization in which citizens act in the public arena.
This conceptualization is also the form “healthy” nonprofit that justifies the system of protection generally provided by the different legal systems. On the opposite end of this continuum, however, we find the form that we could call “pathological”, if we refer to the group forms aimed exclusively to the enjoyment of facilitating measures (primarily tax, as well as competitive, labor disputes and other) and without, therefore, the actual social utility fees which, however, they should represent their fundamental assumptions. On this point, it really is necessary to note that there are several authors (Moro, 2014) who believe that the “deviant” forms of nonprofit don’t constitute the mere and simple distortions of the original associative phenomenon, but manifestations of the inherent characteristics of the same. This critical reflection is not insignificant, because it allows us to highlight the crucial point of the matter: the proper conceptualization of the nonprofit.

It can be seen, in fact, that it is extremely difficult to identify a universally shared definition of “nonprofit sector” although, on the other hand, several were the scientific attempts to initiate in-depth studies and specific on the subject. In this sense, an essential point of reference is the definition elaborated during extensive international survey organized, since 1990, from Johns Hopkins University and sponsored by the University of Baltimore. At the head of this project, the researchers Lester Salamon and Helmut Anheier, in 1996, in order to systematically collect information on the sector of the nonprofit organization, conducted a comparative study between thirteen countries, taking its cue from the need to ensure proper supervision of third Sector through a general reconfiguration of social and economic life that, until then, was anchored to the ideal presence of only two actors: the state and the market. In other words, a similar conceptual approach did not consider the existence of “private” organizations in the form, but having substantially purposes related to the public sphere.

From the analysis of the main reference literature, it is possible to identify certain requirements that typically can be found within the nonprofit organizations:

- The private nature;
- The prohibition of the distribution of the assets of the organization itself;
- The ability to self-government of their organizational structure;
- Voluntariness, which characterizes involving stakeholders who are part of them (Salamon, 1999).

The definition just introduced clearly shows the breadth of the boundaries within which they would contain a wide and varied range of organizations that qualify as nonprofit and differentiated according to the aims pursued and the type of activity.
This aspect highlights how the nonprofit phenomenon is characterized by several limits and criticality (Fiorentini, 1997; Barbetta, Cima & Zamaro, 2003; Bronzetti, 2007; Sargeant, 2009) that can be divided into:

1) definitional issues: they relate to the construction of the remaining subjects (and objects) to encompass the “nonprofit sector”. In other words, the concept has always been rebuilt in the negative, starting with the definition of what is or is not, well, what should not be.

2) evaluation issues: concern the absolute quantitative element prevails (financial, income, employment, etc.) in the evaluation of the nonprofit phenomenon that, too often, is abandoned to an appreciation of isolated and limited to this (single) dimension.

3) The “reverb” effect: the positive effect generated by certain types of activity (and thus of organizations) to all those included in the vast and heterogeneous logical container namable “nonprofit”. In short, the positive image of part of actually being part of the nonprofit is actually reverberated throughout the whole that, therefore, benefits from the gratitude and social utility products on the one hand (often limited) the whole context (Abrahamson & Baumard, 2008; Cho, Laine, Roberts & Rodrigue, 2015).

Much of the first highlighted problems resides in the difficult conceptual delimitation of the nonprofit, which fall within institutions for purposes of social, moral and cultural and whose activities range from those of a cultural, educational and recreational, to those typical scope health, environmental or social assistance to the promotion and development of civil rights, volunteers and many others (ICNPO).

Actually, we can affirm that the social objectives that distinguish this particular phenomenon are a factor which does not simplify the management of these bodies but, on the contrary, makes it even more complex and problematic: we are referring to the fact that such entities, regardless of their extreme characterization “social”, typically represent business entities, both for the features characteristic and for the operating modalities.

THE “NONPROFIT” SECTOR: WHY?

The various interpretive and conceptual difficulties here shortly outlined have further place in the scientific results of researches conducted by many scholars of the nonprofit phenomenon and aimed at answering a seemingly too banal question: why does nonprofit exist?

The answers to this dilemma have always been attracted to the consideration of the typical functions exercised by nonprofit organizations and, therefore, for reasons unrelated to the necessity of a company. The Third Sector in practice exist in response to so-called “state failures” (Winston, 2007;
Dolfsma, 2013; Zagrebelsky, 2014), essentially constituting an alternative to the State in the production of public goods (Weisbrod, 1972; Phelps, 1975). On the other hand, different and opposite explanations are represented by another theory inspired by macroeconomic motives, which considers the existence of the nonprofit sector as a response to “market failures” or “profit oriented” companies: it would be the maximization of profit to generate such failures due to information asymmetries which, on the other hand, could be reduced by the reality of nonprofit distribution constraints in the nonprofit sector (Hansmann, 1980).

These theoretical interpretations, although very interesting, focus the discussion exclusively on considerations of economic and general, leaving out any type of economic-business aspect considering the “nonprofit sector”. Moreover, the use of a business approach (Bronzetti, 2007) in the Third Sector is not only crucial to the business nature of nonprofit organizations, but also represents the necessary reading key to unify different positions and apparently alternatives (such as those synthetically theoretical before mentioned). The Third Sector can in fact be seen as an element of interconnection between the Public and Private sectors: this border position is, however, materially represented by well-defined economic institutions: business organizations.

However, it should be noted that some of the business philosophy has even assumed managerial repercussions depending on the typology, the specific characteristics and the purposes of the companies: such an interpretation would seem to indicate that the “nonprofit” own features could make it negligible or even, misleading compliance management criteria such as cost effectiveness, systemic vision and decision-making autonomy. In fact, on the contrary, the characteristic of durability, of business organizations, it implies that any activity can be defined as such only if the management activities are continuously and consistently oriented to the above criteria as well as the achievement of corporate typical economic balances.

In fact, in organizations can coexist both “original” or “derivative” (or delegated) purposes: the first are in the whole category of human needs and their satisfaction, the latter are the ones that make every single corporate institution unique. The element which, however, both supports is represented by the capacity to generate value that represents the only condition capable of ensuring the existence of an organized entity qualifying as a “business organization”.

This nonprofit interpretation has not always been so deserved. On the contrary, the social aspect has always monopolized the vision of nonprofit entities that, starting from this and combining with the nonprofit purpose, has been predominantly and primarily focused on the poor (or worse, nothing) attention to proper management of a business organization. In that sense, the same “profit” to “nonprofit” distinction has led to the wrong conviction that the term “nonprofit” implies, signifies
and requires the mere denial or rejection of profit or indeed the abandonment of any logic of managerial management (Cavalieri & Ferraris Franceschi, 2010).

THE ITALIAN “NONPROFIT” SECTOR: THE “NONPROFIT” IN THE PROVINCE OF BENEVENTO

According to the latest Istat (Italian Institute of Statistics) census available at December 31, 2011, non-profit institutions in Italy are 301,191, an increase of 28% compared to the data available in 2001. Overall, third sector organizations account for 6.4% of legal-economic units across the national territory, while non-profit accounts for 3.4% of the total number of employees. Regardless of their employment dimension, non-profit institutions are, in some sectors, the main productive reality of the country. In the figure below, the distribution of the institutions active in the Third Sector in the Italian regions is shown in percentages (Figure 1).

A recent statistical survey (Civitillo, 2016) attempted to illustrate the main features and criticalities of the non-profit phenomenon in the Province of Benevento through the use of a questionnaire. The questionnaire was administered to a statistically representative sample of n. 250 institutions.

The Figure 2 highlights clearly how the figure of the President is normally present in all non-profit institutions belonging to the survey. Collegiate bodies, however, such as the Assembly of Members or the Steering Committee are still quite widespread, though not present in all the realities. The Director, on the contrary, is only present in an association, thus highlighting a particularly poor use of this managerial role.

The Figure 3, moreover, shows that planning and programming tools usually used in Non-profit institution analyzed in the survey are mainly made up of Annual Plan of activities, which means that these types of functions are basically set on a short-term vision (a single year).
Figure 1. Italian Non-profit institutions by Region (%). Source: Istat, 2013.

Figure 2. Management bodies in Non-profit institution in the Province of Benevento. Source: our elaboration, 2015.
The sudden growth of the industry has given increasing attention to managerial tools and techniques for improving the management of increasingly complex and articulated organizations. This requirement was mainly met by the acquisition of typical methodologies of profit oriented companies. However, it is necessary to point out that this push to the management mentioned above has been, for the most part, limited - simplistically - to sterile attempts to import instruments, criteria and logic typical of the “profit” sector within Third Sector organizations, with the aim to meet the specific and contingent needs of each and every time considered to be remarkable. This approach undoubtedly represents one of the greatest limitations that, in our view, has contributed to hindering the efficient and effective development of the phenomenon. In fact, the failure to construct a concrete “professionalization” of non-profit – to be understood as a complete and accomplished process of “managerialisation” – has often led to stunted and improvised practices of Third Sector organizations, which are basically incapable of relying on management skills capable of ensure the necessary “professional” orientation.

THE “NONPROFIT” MANAGEMENT: A (POSSIBLE) GOVERNANCE MODEL (?)

The key factors to be considered

The synthetic analysis outlined in the previous pages may be useful to highlight some considerations that characterize the nonprofit phenomenon and the Third Sector which, in general, have known over the last decades a huge expansion (Salamon & Anheier, 1996; Speckbacher, 2003). Such an evolution
could simply be interpreted as a response to a sharp increase in the demand for goods and services of
general interest by the community, which in turn finds an explanation in the crisis of the so-called
welfare state conjugated to the apparent demographic revolutions of society. Hence, as we all know,
the Third Sector has seen its prevalent framing in terms of an organizational, alternative and
intermediate model between the state and the market, which is responsible for ensuring the
production, provision or protection of certain categories of public goods Guaranteeing the collective
good of citizens (or their categories).
It is, therefore, quite obvious that such a logical approach has determined, by intimately and deeply
conditioning it, the genesis of the phenomenon, as well as its subsequent evolution: all the major
regulatory interventions of the Third Sector have never been animated by the necessary coordination
of a discipline that has become increasingly complex and unstable by the rule stratification itself and
the presence of ever-uniform approaches (Cavaliere & Ferraris Franceschi, 2010).
The traditional nonprofit conceptual approach is based on its categorization (and denomination) as an
intermediate figure between the state and the market, which would result - inter alia - from the same
term “Third Sector”. However, this value has certainly been reduced from the consideration of the
current evanescence of the ideal border between the public and private sectors, which increasingly
rely on numerous elements of mutual interconnection (for example, the various forms of cooperation
and public-private partnerships, which are increasingly widespread).
It is precisely on the basis of the setting outlined above that it can be seen how the “business” nature
of nonprofit organizations is precisely in the need to guarantee the generation of public value through
their production processes aimed at meeting individual and collective needs.
It should be noted, however, that, according to best literature (Moore, 1995; Catturi, 2003), the public
value can ideally be split into two components: the proposed value and the recognized val-
ue. The first
is the combination of utilities incorporated into goods and services produced and sold over a period of
time, where the latter is linked to the actual capacity to respond to the demand and to meet its needs.
In the context just outlined, the proposed value becomes recognized only when it is accepted, since the
value attributable to an asset or service cannot be identified solely with reference to the utility it
incorporates, above all, the actual demand for the asset of service by a consumer who, therefore,
chooses as a means of satisfying one or more needs.
In addition, it is added that, in identifying the value created by a nonprofit organization, one cannot
neglect how its action is aimed at satisfying the needs of individuals or families, as well as towards the
overall and systemic needs of the community. Therefore, it becomes useful to distinguish,
respectively, an individual dimension and a plurality of public value (Bozeman, 2007; Benington &
Moore, 2011; West & Davis, 2011), where the first one obviously is insufficient to achieve the overall economic viability of management (Borgonovi & Mussari, 2011).

This allows, therefore, to highlight with certainty that the reasons for the Third Sector’s intervention in the socio-economic system cannot be traced back to the mere market failures or the public sector: on the contrary, nonprofit organizations would retain an autonomy, representing an alternative response to the needs of the community. In this sense, nonprofit, having experienced a phase of downsizing due to the prevalence of capitalist economy models, finds its reason for being in the need to bring the person back to the center of social and economic processes (Ricci & Stefanini, 2016), constituting a key element of the whole process of creating value for the public. In this perspective, the issue of generating value leads to the recognition that «nonprofit is not a second best but a way to re-interpret creatively and efficiently the role of the social state. Nonprofit is an important interlocutor for the formulation of economic-social policies as a reader of needs, a response innovation factor, a subsidiary of subsidiarity and a mediator between vertical and horizontal subsidiarity» (Benevolo & Caselli, 2011).

What is said, on the other hand, makes it possible to spell out the close bond between economy and sociality: one of the central aspects of the phenomenon of the so-called civil economy is represented by the rejection of the classic separation between “for-profit” and “non-profit” (Bruni & Zamagni, 2015). The obvious multiformity of business expressions finds in one of its clearer and broader manifestations typical of the civil economy: these are organizations that synthesize both for-profit and nonprofit entities. The result is the actual impossibility of their possible placement or for-profit, owing to the strongly social significance of their respective purposes or to the “nonprofit” institutions, since it is not a priori aprioristically excluded, Eventual distribution of wealth among the various business entities involved in the overall management activity. It is clear, therefore, that what has been said before: the traditional “nonprofit” boundaries are now considerably deteriorated and nuanced so as to involve considerable categorization problems and a correct understanding of the overall reality (Austin, 2000; Ben-Ner, 2002): nonprofit organizations highlight more and more characteristics typically belonging to the business world, while on the other hand, the various forms of volunteering are unable - as far as they have been pointed out - to overlook the vital logic of enterprise and managerialization to which the entire Third Sector must necessarily inspired (Civitillo, 2016).

In fact, the voluntary (or, in more general terms, the absence of profit-making) of typically Third Sector organizations tends to give a little consideration to the use of practices and traditional management tools generally considered business reality. The voluntary nature of nonprofit organizations is certainly a distinguishing feature and, therefore, to take into due consideration, but

‘[…] if market economies are about profit, why do some organizations elect not to make profit?’

The same concept of value has undergone a profound evolution, especially as far as the business economy is concerned. Specifically, the traditional vision focused solely on the concepts of profitability and profitability has been overcome to benefit from new paradigms which, based on the need to ensure the effective and efficient fulfillment of the needs and expectations of all business stakeholders, aim at the creation of Value in its traditional economic style, but also (and above all, in certain respects) of a social type (Molteni, 2004): «the value creation has an economic-strategic nature and involves relationships, skills, experiences, in order to create value for use for stakeholders» (Benevolo & Caselli, 2011).

It is clear, then, that the main problem of this work is the need for a complete rethinking of the whole framework, not just legal-normative but (and more, we might say) theoretical-conceptual (Civitillo, 2016).

The sudden growth of the sector has given increasing attention to managerial tools and techniques to improve the management of increasingly complex and articulated organizations. This requirement was fulfilled mainly through the acquisition of typical profit-oriented businesses methodologies. However, the use of nonprofit budgeting and reporting techniques poses many difficulties: poor managerial skills have led to sterile attempts to import tools, criteria and logic typical of the “profit” sector in nonprofit organizations. This approach undoubtedly represents one of the greatest limitations that in our opinion has contributed to hindering the efficient and effective development of the nonprofit phenomenon.

The analysis of critical issues and considerations on the level of professionalization of nonprofit, however, have the ability to bring out certain elements probably crucial to the closing of this research reflections.

First of all, the variety of activities provided by nonprofits represents a sure element of complication: in this perspective, the criticality of the accounting information system of any kind of organization becomes even more pronounced with regard to nonprofit companies. These have - physiologically - distinctive and distinctive features compared to the generality of companies traditionally meant: hence, the necessity of providing an information and accounting system adapted to these specific needs (Marcon & Tieghi, 2010).

Nonprofit entities are characterized by management operations that are not the subject of traditional business accounting (Civitillo, 2016). The Third Sector, for example, is characterized by the conditions for acquiring the factors of production and the sale of goods and services that may be very different from those of the capitalist markets: the acquisition of free inputs, the sale of goods and services without direct consideration, acquiring legacies and donations, and many more. Nonetheless, the need for adequate accounting systems clashes, in nonprofit organizations, with accounting systems
that are elementary and inefficient (Bandini, 2013). As highlighted by several scholars (Bandini, 2013), the reasons for this are connected, once again, with the lack of managerial culture. In this sense:

‘There is not always sufficient emphasis on managerial culture - and related tools - needed to manage well and knowingly a nonprofit organization’ (Bandini, 2013, pp. 152-153)

The financial statements and the entire accounting document system are the most important tool for presenting the financial and economic situation and the most effective way to meet the needs of their stakeholders and to provide an overview of the state of health of the organization, especially for a nonprofit company (Civitillo, 2016). Consequently, a specific aspect to reflect is the need to ensure that this set of information is appropriate to the reality to which it relates, and is capable of ensuring the completeness, consistency and transparency of them with respect to the multiplicity of internal and external subjects, in any way related to the company itself. Such a need can only be answered with the regulatory apparatus that should provide an information and accounting system that is at least proportionate to the relevance of the Third Sector which is ever greater, as we have been able to perceive earlier.

The need for information transparency, on the other hand, directly involves the need to

‘report on the use of economic and financial resources, the correctness with which the actors involved in the management, the adequacy and the responsiveness of behaviors assumed in relation to the objectives set, and with direct and indirect results, actually achieved in the short and long term’ (Ricci, 2012, p. 245).

This is, as already explained above, the concept of accountability.

From this definition, we can argue that an adequate degree of accountability, especially for nonprofit entities, is able to ensure not only the clarity of information about the organization, but above all the due responsibility of the directors regarding the pursuit of the goals and of goals previously defined.

The relational ability typical of nonprofit organizations, consisting of a dense network of relationships with numerous and varied stakeholder categories, combined with the social aims pursued, denotes a clear need for transparency of the entire management activity, especially with regard to public financial resources just above highlighted. This need for transparency is evident, cannot be achieved solely through budget documents or through traditional financial programming and control instruments, as they are almost sterile to only communicate a few tangible aspects of management activity and, on the other hand, they are not able to provide a transparent view of the social goals which similar organizations are generally inspired. Such information, albeit important, must necessarily be supplemented by other documents able to describe, also from a qualitative point of view, the degree of achievement of the objectives of nonprofit companies: the reason for this need lies in the finding that, for these, the accounting records and the financial statements are unable to ensure
the effective and efficient achievement of the aims pursued by them. In this sense, social reporting and the use of “wider” (or non-financial) reporting tools in nonprofit institutions could certainly be a valid support for the information and management correctness mentioned above.

Indeed, the use of accounting-related tools that are not merely quantitative and/or accounting based, can certainly provide significant potential benefits, representing in some sense the necessary completion of traditional corporate accounting systems. At the same time, social reporting becomes more effective in controlling activities, as it is geared towards the overall management of stakeholder relations.

The last consideration on the subject addressed in this work can only be related to the lack of financial resources, one of the main concerns of the nonprofit phenomenon. With regard to this, it is largely perceptible, as evidenced by the findings of the empirical study previously outlined, that the tendency of insufficient financial resources is a problem noticed by nonprofit companies as well as transversal to most of their different types.

Moreover, the considerable expansion of the Third Sector registered over the last decades, as mentioned, has not been devalued as well as profound changes in the different operating paradigms of nonprofit business realities. In this direction, the remarkable and rapid growth of the community’s social needs was supported by a clear expansion of the range of services offered by nonprofit organizations (Civitillo, 2016). However, this increase was not only of a quantitative nature, as the continuous evolution of social needs demanded and determined an enrichment of the qualitative level of output and outcome of the nonprofit sector. Such quantitative growth, coupled with the continued reduction of public-sector financing flows, has therefore created the preconditions for the tightening and progressive worsening of the financial conditions of nonprofit organizations.

It is no coincidence, therefore, that fund raising has therefore become a matter of special attention by the Third Sector. Fund raising can be generally defined as a synonym for financial resources collection. However, national and above all international scientific literature tends to identify with this term a considerably wider, articulate and broader concept in its scope (Allison & Kaye, 2005; Morton, 2012). The real and concrete utility of fund raising is, in fact, not simply the material money procuring, without any pretense of systematicity and coordination. Fundraising tools, on the contrary, must be seen as important strategic tools. In this perspective, they are aimed to:

‘Qualitative and quantitative development of incomes’ (Bandini, 2013, p. 190), in perfect coordination with the goals of the organization.

The mere attempts to raise financial resources with no strategy and coordination, on the other hand, cannot qualify as real fundraising forms, and can be confined to simple fundraising and thus, paradoxically, of effective and effective positive impact on the structure of a nonprofit organization:
the absence of a co-ordinated and finalized approach could in fact result in inefficient use of the resources thus acquired.

Developing an adequate fundraising strategy as a process requires intense system design activity to be truly effective. The purpose of this research is not an exhaustive discussion of fundraising techniques and tools, but it is still necessary to point out the decisive importance of the proper identification of the underlying motives which should underestimate every attempt in this direction. Determining the financial need it considers necessary cannot ignore the highlight of the organization’s mission as well as the main activities that characterize the entire organizational structure. Such basic information will be crucial for the proper identification of the so-called “fund raising markets” to be addressed and of the tools to be used for the collection of financial resources, albeit in the previously mentioned systemic and coordinated sense (Civitillo, 2016).

With regard to this last aspect, the so-called “digital fund raising” is particularly relevant. The new frontiers of digital and telematics technology have upset the company’s operating rules not only with regards to the aspect of external communication (e.g., web site, social network, etc.) or in relation to internal computerization (e.g., management software Management and control, computerized databases, etc.). For nonprofit organizations, specifically, new IT technologies are indeed a very powerful tool for overall and overall improvement of their financial structure. In the United States, to cite one of the most striking examples, financial resources channeled to the Third Sector through new online channels represent more than 14% of the total donations (Bandini, 2013). The example given above, however, must be properly understood in order to avoid any dangerous misunderstandings. The obvious enormous scope of digital fund raising cannot currently be interpreted merely as a possible and additional tool for nonprofit companies, thus legitimizing behavior that tends to consider such a mere integrative eventuality. The US context must necessarily make it clear that the implementation of such digital innovations is, in essence, a new strategic direction to be pursued by trying to pursue maximum efficiency and effectiveness. On the contrary, the superficial consideration of digital fund raising in the terms just portrayed could result not only in a lack of strategic opportunity, but especially in the risk of pursuing other poorly effective choices. In this sense, digital fund raising represents a crucial strategic choice to ensure the improvement of the overall conditions of nonprofit organizations with implementation difficulties, among other things, definitely not prohibitive considering the tools it uses. The fulcrum is represented by the web site that should not only perform a simple informational and relational function since, as mentioned above, it could be an important (if not the main) tool for the implementation of digital fundraising solutions. The website, however, is not the only digital channel available to nonprofit organizations in this sense: email, social networking, and search engine indexing are also crucial tools in fundraising through digital channels.
However, it is crucial to point out that the mere availability of the aforementioned means is not automatically a source of “digital” financial resources. How easy it is to understand, each of these communicative vectors is effective for fund raising only if structured according to the strategy designated and pursued by the specific nonprofit entity. The ultimate goal, therefore, should be to ensure adequate visibility, engagement, fidelity and sensitization of users of digital platforms by creating spontaneous but strongly engaging relationships. In this way, fundraising becomes an indirect but almost consequential effect on the “digital” structure of the organization itself.

May we have a model?

The concluding considerations outlined in the last part of this paper allow us to identify the factors on which to act for the design of effective governance strategies.

The typical system of programming and control of nonprofit entities is not unlike any type of corporate organization (Anthony, 1992), articulating in the following phases (Figure 4):

1) Planning;
2) Programming (and formalization of objectives);
3) Measurement of management and reporting outcomes;
4) Analysis of results (and feedback).

Figure 4. The business planning system. Our elaboration 2017.

Nevertheless, the nonprofit sector is characterized by a different logical setting of the organizational-management planning phase. The traditional business programming paradigm is based on the
optimization (or maximization) of economic convenience (Figure 5). Basically, the definition of the kind of needs to be met would affect the entire organizational structure, determining the choices on the identification of processes of activity and, consequently, human resources needed for the latter.

The paradigm of nonprofit organizations, however, is characterized by a completely opposite approach. In this case, it is the knowledge of the motivations of the people who make up the organization that, together with the study of needs, allows to define the organizational structures and processes (Figure 6).

![Figure 5. The traditional business programming paradigm. Our elaboration 2017.](image)

![Figure 6. The paradigm of nonprofit organizations. Our elaboration 2017.](image)

On the other hand, however, highlighting such key elements could be useful for the management of nonprofit organizations: in this sense, if the critical factors mentioned above constitute potentially
critical causes for them, on the other hand, the effectiveness and efficiency of their presence could ensure the achievement of one or more competitive advantages through their appropriate and appropriate enhancement. In other words, a systemic view of nonprofit, consequent (even) to the correct weighting of these components, could be the interpretative tool of the whole phenomenon: critical factors would thus become successful factors. In fact, this could even allow the identification of constituent elements of a conceptual reference model that seeks to highlight the ideal trajectory of the management of nonprofit organizations. In this sense, the model would represent a system of constituent elements bound by relational constraints according to universal interaction laws (Popper, 1994). A possible pattern schematization attempt is summarized in Figure 7.

![Figure 7. The “nonprofit” management: a (possible) governance model (?). Our elaboration 2017.](image)

The proposed conceptual model, which is the result of the above considerations, is ideally structured on the key factors mentioned above:

1) The accounting system;
2) Non-financial disclosure processes and tools and the Corporate Social Responsibility;
3) An adequate level of accountability and organizational transparency;
4) Marketing activities and the fundraising system.
These “conceptual pillars” should represent the backbone of a nonprofit organization that can qualify characterized by sufficient levels of effectiveness and management efficiency.

The accounting system, for example, is undoubtedly an important element for any corporate organization, as well as for nonprofit organizations. It is, in fact, the logical and substantive assumption for each phase of the business planning system mentioned in Figure 1: Both the planning and programming phases, and the resulting measurement, reporting and analysis of the results activities cannot take place without the accounting support which, in its function of the company information system, is able to provide the management with the appropriate informational information necessary to management.

However, it should be pointed out that the accounting system alone is unable to provide some necessary information that does not have an accounting nature: financial and asset information should at least be supplemented by information of different kinds. The wide range of stakeholders cannot be satisfied solely by the accounting data: it is therefore necessary to accompany the budgetary information those generated by non-financial disclosure tools: Social reports, sustainability reports and other similar documents can provide information the knowledge of which is crucial, especially for the mission of the nonprofit reality. For their effectiveness, however, the mere introduction of such reporting documents is not enough: in this way, they would constitute a simple bureaucratic fulfillment depriving them of value and meaning. In contrast, an information “extended” is only guaranteed by the natural implementation of sequential activities of disclosure, grouped according to organizational characteristics and management specifications: only an accomplished social reporting process may be able to make fluid the activities and documents system and to provide information about the organization that is really “integrated”.

The “enlarged” disclosure processes and activities mentioned above are based on adequate levels of accountability and organizational and management transparency. Although the term accountability is a rather complex and chameleonic concept (Sinclair, 1995; Mulgan, 2000), it “implies the duty to act in a responsible way and to be accountable to others for one’s actions, in order to maintain effective and logical links between planning, deciding, action, and verification” (Ricci, 2016, 2017). In the nonprofit sector, it is essential to report on the use of financial and non-financial resources, the correctness of the behavior of the subjects involved in the management, the adequacy and compliance of the behaviors undertaken with the objectives set, as well as the results actually achieved: its importance for any type of business organization, especially for nonprofits, is evident.

Finally, we cannot overlook the importance of fundraising. As already explained above, fundraising
should be an integrated system of tools aimed at the qualitative and quantitative development of the revenue of nonprofit organizations. On the contrary, fundraising is not the inorganic and unorganized collection of monetary resources as it should be perfectly aligned with the purposes of the organization, its mission and, of course, the activities it exercises. This therefore involves a close connection between fundraising and marketing.

However, this structure, in turn, must necessarily “rely” on a solid conceptual basis of managerialism: the characteristic of professionalism that should permeate every aspect of the organizational and managerial structure. In this sense, it is transversely structured across the whole structure, which is fundamental to the stability of the same “conceptual pilates” mentioned above.

In relation to the issue of management and its relevance to nonprofit organizations, several scholars have shown that it is no longer exclusively attributable to profit oriented organizations, arguing that:

«Twenty years ago, management was a dirty word for those involved in nonprofit organizations. It meant business, and nonprofits prided themselves on being free of the taint of commercialism and above such sordid considerations as the bottom line. Now most of them have learned that nonprofits need management even more than business does, precisely because they lack the discipline of the bottom line» (Drucker, 1989).
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A WEB OF EMOTIONS – THE EFFECT OF ONLINE BRAND EXPERIENCE ON BRAND LOYALTY
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ABSTRACT
The article analyses how online brand experience can be measured and determines its impact on brand loyalty. Similar to offline brand experience, online brand experience is broken down into sensory, affective, cognitive, behavioral and relational elements of brand experience. This is based on the belief that – although online brand experience lacks physical presence such as a store – it has the possibility to create a virtual brand experience through visual, audible, gambling or community-based features. Therefore, the brand elements of offline brand experience are applied to online brand experience. Since online brand experience engages customers’ feelings and emotions, it can lead to an improved brand image and to behavioral and attitudinal brand loyalty. The present empirical research investigates the influence of the five different types of online brand experiences – sensory, affective, cognitive, behavioral, and relational – and the website usability on brand loyalty through an empirical study of the travel website qyer.com in China. Respondents (n=69), i.e. users of the qyer.com website, confirm through a standardized online survey, the positive impact of online brand experience on brand loyalty. Especially affective and behavioral brand experience impacts brand loyalty largely - sensory, cognitive and relational brand experiences have a slightly lower but significant impact. Website usability shows the lowest impact. The study proves the significance of online brand experience to create brand loyalty and identifies the most important dimensions of brand experience.

Keywords: Brand experience, online brand experience, brand loyalty, travel

INTRODUCTION
Brand experience engages the customers’ senses and emotions. It can create an emotional connection to a brand leading to an improved brand image and an increased brand loyalty. In a physical store customers can use all five senses and see, touch, smell, taste or try out a brand. Online brands lack this physical presence, but they have the possibility to create a virtual brand experience through audio, video, games or communities. Especially interactivity with users offers an opportunity to create an
emotional bond possibly even stronger than the offline brand experience. This can lead to a favorable attitude and repeat purchase of the brand, hence to increased brand loyalty.

THEORETICAL BACKGROUND

Brand Experience

Definition of brand experience

Brand experience was firstly mentioned in the pioneering article by Holbrook and Hirschman (1982) “The Experiential Aspects of Consumption: Consumer Fantasies, Feelings, and Fun”. The authors identify new consumption patterns “that relate to the multi-sensory, fantasy, and emotive aspects of product use” (Holbrook and Hirschman, 1982). In contrast, traditional marketing saw buyers rather as rational decision-makers who base their purchasing choice on functional features and where buying is mainly a necessary act to supply needed goods. Experiential marketing acknowledges that consumers are also emotionally driven and aim to achieve sensual and pleasurable experiences (Cleff et al., 2014). Brakus et al., (2009) sees brand experience as “subjective, internal consumer responses (sensations, feelings, and cognitions) and behavioral responses evoked by brand-related stimuli that are part of a brand’s design and identity, packaging, communications, and environments”. An experience should consist of “personal relevance, novelty, surprise, learning and engagement” (Poulsson and Kale, 2004). Sensual elements of an experience are even believed to have a greater impact on shaping customer preferences than the attributes of a product or service (Zaltmann, 2003; Lou et al., 2011). Since brand experience engages the customers’ sense and emotions, it can create an emotional connection to the brand leading to an improved brand image and brand loyalty (Schmitt, 1999; Brakus et al., 2009).

Reasons for the evolution of experiential marketing

The transition from traditional marketing towards experiential marketing has occurred as a result of three major developments over the last years (Chu et al., 2013): Firstly, advertising overexposure by traditional communication channels forces marketers to change their ways to gain consumers’ attention and reach them with their messages (Mortimer, 2009). Secondly, saturation of markets has led to fierce global competition – driven by the phenomenon that functional product benefits are becoming exchangeable. This complicates strategies for companies to differentiate on functional product features (Fransen and Lodder, 2010). Pine and Gilmore (1998) claim that since “goods and services become commoditized, the customer experiences that companies create will matter most”. Thirdly, more and more consumers lead hedonistic lifestyles and look for pleasurable experiences (Fransen and Lodder, 2010), which experience marketing is able to provide.

Measuring brand experience
Various researchers have made efforts to develop operational typologies to scale and measure brand experience. The common belief is that a customer experience should be holistic and multidimensional (Gentile et al., 2007). Drawing from various psychological and behavioral studies this includes three main dimensions of experiences: sensation, cognition and affect. Most brand experience frameworks have these elements in common, such as Hirschman and Holbrook (1986), Pine and Gilmore (1998), Schmitt (1999) and Brakus et al. (2009). Hirschman and Holbrook (1986) propose the Thought-Emotion-Activity-Value (TEAV) model with four dimensions: “thought” includes cognitive processing (i.e. mental events); “emotion” involves feelings, expressive behaviors, and physiological responses; “activity” includes physical and mental events; “value” includes evaluative judgements. These four areas were empirically validated by Lofman (1991) through a large exploratory study. Pine and Gilmore (1998) sort experiences into four “e”-categories: entertainment, educational, esthetic (aesthetic) and escapist, according to where they fall along the dimensions “active/passive participation” and “immersion versus absorption”. These four categories were validated in an empirical study by Sands et al. (2008). Schmitt (1999) identifies five different types of experiences: sensory experiences (SENSE), affective experiences (FEEL), creative cognitive experiences (THINK), physical experiences, behaviors and lifestyles (ACT) and social experiences that result from relating to a reference group or culture (RELATE). Tsaur et al. (2006) have validated these five dimensions in an empirical study on the Taipei Zoo. Brakus et al. (2009) came to the conclusion that brand experience is influenced by brand-related stimuli that constitute “subjective, internal consumer responses”, such as sensations, feelings and cognitions, and behavioral responses. As a result, Brakus et al. (2009) constructed a brand experience scale with four dimensions: sensory, affective, behavioral and intellectual. This builds on the work of Schmitt (1999): The categories SENSE, FEEL, ACT and THINK of Schmitt (1999) are analogous to the categories “sensory”, “affective”, “behavioral” and “intellectual” of Brakus et al. (2009). Schmitt (1999) however, has included with the fifth dimension RELATE an important element which “relates to the need to be perceived positively by others” (Schmitt, 1999). This includes social-identity experiences that result from belonging to a group. Since this is especially important in online channels (e.g. websites, social media, brand communities), this dimension has proven relevant in further empirical studies (Cleff et al., 2014).

Online Brand Experience

Introduction to online brand experience

Brands use their online presence as touch points with their customers. The Internet and its various channels (including the Website, blogs, social media, chat rooms, interactive images and virtual communities) have established themselves as essential within an integrated marketing communication
campaign. Companies inform, share and co-create experiences with brands online (Simon et al., 2013; Prahalad and Ramaswamy, 2004). Van Noort et al. (2012) state that “consumers increasingly consider brand web sites as the most important medium to seek and find information”. In addition, brands have built up internet shopping platforms which show significant numbers of users and transaction volumes. With the increasing expansion of the virtual marketplace, the topic has drawn the attention of researchers and online brand experience has emerged at the beginning of this century as a new research area.

**Definition of online brand experience**

Online brand experience is linked to various other concepts: Online customer experience (Rose et al., 2012), customer experience in online environments (Novak et al., 2000), Web experience (Constantinides, 2004; Lin et al., 2008), brand experience on the web (Ha and Perks, 2005), consumers’ online flow experience (van Noort et al., 2012), virtual experiential marketing (Luo et al., 2011) and online purchase experience (Jin and Park, 2006). The essence of all concepts remains the same: During their online activities, users are immersed in an experience which is “cognitive and affective” in nature (Morgan-Thomas and Veloutsou, 2013). It combines cognitive responses (such as usability and functionality of a website) with affective experiences (hedonistic experiences that bring fun and enjoyment). In contrast to brand experience that directly targets the senses, virtual experiential marketing relies on interfaces that act as a replacement for “real world experiences” (Luo et al., 2011).

The scope of online brand experience varies. On the one hand, scholars see it as marketing for pure online brands such as retailers and search engines (Morgan-Thomas and Veloutsou, 2013). On the other hand, it can also be seen as a general concept to add experiential marketing to websites. This would also include brands that have a physical presence (a brick and mortar store) and at the same time an online presence. Without store atmospherics and its sensual clues (especially touch, taste and smell), the challenge for pure online brands to create a brand experience is even larger than for offline brands (Morgan-Thomas and Veloutsou, 2013). Therefore, online brands have to use visual (i.e. color, graphics, layout, design, animations) and auditory clues to arouse emotional responses (Lou et al., 2011). However, some authors argue that for pure online brands, the continuous active relationship and its two-way interaction with the user offer additional possibilities for interactivity and engagement with the customer, an offline brand does not have (Morgan-Thomas and Veloutsou, 2013).

**Measuring online brand experience**

An operational categorization to measure (offline) brand experience exist (Schmitt, 1999; Brakus et al., 2009) but there is no framework for the conceptualization of online brand experience. However, online brand experience is closely linked with two neighboring research areas: Firstly, scales that are focusing
on the rather technological usage of the website (website functionality) or secondly, online brand experience based on the construct of flow (flow online brand experience).

The first research area, website functionality, focuses on the ‘mechanical’ usability of the website. The most analyzed areas are functionality factors (including usability, e.g., site navigation or ordering/payment process, and interactivity, e.g. customer service or interaction with personnel) and psychological factors (e.g., transaction security, data safety, guarantees/return policy) (Constantinides, 2004). Scholars that focus on online experience are also part of this research area, for example Jin and Park (2006) analyze website design, order fulfillment, communication, merchandising, security/privacy and promotion. Although this research area provides important aspects to analyze the functional aspect of the website with the aim to increase conversion and sales, it lacks relevant factors to create a hedonistic brand experience. The factors analyzed are necessary (i.e. without them a brand experience cannot be achieved), but they are not sufficient (i.e. they alone do not create a true brand experience). Therefore, they are pure hygiene factors.

The second research area, flow customer experience, focuses on the construct of flow in the context of online customer experience (Novak et al., 2000; van Noort et al., 2012; Rose et al., 2012; Lou et al., 2011; Mathwick and Rigdon, 2004). The authors are building on the work of Csikszentmihalyi (1990 and 1997). He originally defines flow as an optimal mental state of complete immersion in an activity. Flow experiences can happen in daily life, e.g. at the workplace, in education or in sports. Hoffman and Novak (1996) have applied this psychological concept to online customer experience. When performing online tasks flow is created through “high levels of skill and control, high levels of challenge and arousal and focused attention and is enhanced by interactivity and telepresence” (Hoffman and Novak, 1996). However, for measuring the ability of companies to provide a sensual experience, these variables are only partly usable. Although variables like telepresence, time distortion and arousal measure the level of customer experience well, other variables of the construct, such as skill, control, speed or challenge are only necessary conditions for online brand experience – but not sufficient to create a true brand experience. Flow includes unfortunately also many hygiene factors and can therefore not serve as a true indication for online brand experience.

As a summary, none of the two research areas can serve as the theoretical foundation for a quantitative validation, since both lack relevant factors for brand experience. However, (offline) brand experience categorization frameworks exist that have proven in various studies to measure brand experience well (Brakus et al., 2009), so we believe that with some adaption they should also provide a good basis to measure online brand experience. The source of experience – no matter if it is offline or online – does not fundamentally change the nature of the experience. This still consists of the five elements “sensory, emotional, cognitive, behavioral, and relational” (Schmitt, 1999). Therefore, we believe an adaptation of
the brand experience framework to online brand experience would provide additional insights to this research area. We therefore use the dimensions sensory, affective, cognitive, behavioral and relational. In addition to these brand experience dimensions, we recognize the need for hygiene factors to ensure the necessary conditions for a brand experience are given. Limited web functionality is a key source for online dissatisfaction and can diminish brand experience (Constantinides, 2004). Website usability ensures the easy use of the website including browsing convenience, site navigation and accessible information. Therefore, we include the website usability dimension (USE) to our research framework. The brand experience model will therefore consist of six dimensions (sensory, affective, cognitive, behavioral, relational, usability).

Brand loyalty

Two types of brand loyalty concepts exist: behavioral and attitudinal loyalty (Day, 1969). Traditionally, literature describes the loyalty concept with an emphasis on the behavioral aspect, which defines behavioral loyalty by “consequential actions, such as repeat purchases, share of wallet and word of mouth marketing” (Lou et al., 2011). According to this definition, brand loyalty has been measured by indicators such as repeat purchase frequency or relative volume of same brand purchasing. The loyalty concept has been enriched later by taking into account the attitudinal perspective. Dick and Basu (1994) suggested in their theoretical model that a favorable attitude and repeat purchase were required to define loyalty. East et al. (2005) empirically validated this concept and confirmed the theory that consumer loyalty is characterized by both, a favorable attitude and repeat purchase. Bandyopadhyay and Martell (2007) have built on this by a broad empirical study and have found that behavioral loyalty is influenced by attitudinal loyalty. Therefore, we will use in this research both, behavioral and attitudinal brand loyalty, in the construct.

CONCEPTUAL FRAMEWORK AND HYPOTHESES

Experiential marketing engages the consumer through senses and emotions. A holistic experience leads to an emotional fulfillment creating a special bond with the brand (Morrison and Crane, 2007). This can lead to a more positive brand image perception and a stronger brand loyalty. Previous research has analyzed the effect of (offline) brand experience on various aspects of the brand. Empirical research has found a positive impact on brand attitude and brand relation (Fransen and Lodder, 2010), on satisfaction/behavioral intention (Tsaur et al., 2006), and on brand loyalty (Yoo and Donthu, 2001; Brakus et al., 2009; Cleff et al., 2014). Regarding online brand experience, there are also various studies that confirm the positive impact on certain brand dimensions, such as on brand relationship (Morgan-Thomas and Veloutsou, 2013), on brand trust (Ha and Perks, 2005) and especially on brand loyalty (Jin
Loyalty is confirmed in most studies with behavioral and attitudinal dimensions. Therefore, we assume that there is a positive relationship between online brand experience and (behavioral and attitudinal) brand loyalty:

H1: Online brand experience elements have a positive effect on brand loyalty

In addition to the overall construct online brand experience, we intend to analyze the relationship of the dimensions sensory, affective, cognitive, behavioral and relational. The brand experience construct is based on the fact that these experience dimensions are evoked by brand-related stimuli. However, we are aware that there is no “one-to-one related correspondence” (Brakus et al., 2009), i.e. that one certain stimulus triggers one certain brand experience type, but rather several dimensions. However, we want to find out if online experiences are fundamentally different from traditional brand experiences of customers. Therefore, we examine all factors separately.

**Sensory brand experience**

Since online brands lack the possibility to create a physical experience, not all senses can be stimulated in an online experience. Out of the five traditionally recognized senses (sight, sound, smell, touch, taste) smell, touch and taste cannot be perceived. However, “the more senses an experience engages, the more effective and memorable it can be” (Pine and Gilmore, 1998). Therefore, sight and sound play a crucial part to compensate and to ensure an arousing and memorable sensory experience. Visual stimulants, such as colors, graphics, layout, design, animations or audio elements like music and podcasts are key. Especially the combination of sight and sound can stimulate a high level of arousal. Therefore, we believe that a remarkable online sensory brand experience can be created with a positive impact on the brand, and assume that

H1.1: sensory brand experience has a positive effect on brand loyalty

**Affective brand experience**

The affective brand dimension includes moods and emotions evoked by the online experience. Positive emotions can be triggered by relevant and visually appealing content. In addition, the content can be enriched with appealing sensory stimuli (sight, sound and interactivity in videos, games etc.) to enhance its effect. Online campaigns that appeal to the consumers’ curiosity are also a means to enjoyment (Simon et al., 2013). Therefore, we assume that

H1.2: affective brand experience has a positive effect on brand loyalty

**Cognitive brand experience**

Customers encounter an online brand experience through incoming sensory data (such as text-based information, images and audio) which they can interpret in a sensorial or in a cognitive way (Rose et al., 2006; Luo et al., 2011; Mathwick and Rigdon, 2004; Rose et al., 2012).
al., 2012). The latter includes conscious mental processes and engages customers into thinking about the brand. This can result in a creative mental state (imaginative/divergent) but also in an analytical problem solving process (analytical/convergent (Gentile et al., 2007; Brakus et al., 2009). Therefore, we assume that

H1.3: cognitive brand experience has a positive effect on brand loyalty

Behavioral brand experience

The behavioral brand experience targets the customers’ physical experiences by showing alternative behavior or alternative lifestyles. Behavioral changes can be triggered by rational approaches, but are usually most successful if they are “motivational, inspirational and emotional in nature” (Schmitt, 1999). Behavioral changes can be triggered online to the same extent as offline, since alternative manners or lifestyles can also be shown in the virtual world. Therefore, we assume that

H1.4: behavioral brand experience has a positive effect on brand loyalty

Relational brand experience

Online brand interaction that includes interactive elements can take place on two levels: either with the brand itself or with other customers. Regarding the first, the interaction of a customer online with a brand can be “viewed as an ongoing relationship where the experiences associated with the brand create emotional ties between the customer and the branded product” (Morgan-Thomas and Veloutsou, 2013). This can create a long lasting and sustainable bond between the brand and the customer. Regarding the latter, social interactions are taking place through sharing of information and opinions between customers online. This can create social identity with a group that shares similar interests and lifestyles (Lou et al., 2011) and provide customers a sense of belonging (Dholakia et al., 2004). Platforms such as virtual communities can enhance the sharing of information and foster this feeling. Social identity with a group or community can be part of a brand experience since it builds a sense of belonging. Therefore, we assume – both through brand interaction between brand and customer as well as customer and customer – that

H1.5: relational brand experience has a positive effect on brand loyalty

Usability

Usability relates to the usage and navigation of a website and to the fact how intuitive and easy to navigate it is to interact with it (Simon et al., 2013). Lin et al. (2008) argue that a positive brand experience is likely to arise if the website is well designed. The main components of usability for brand experience are (Preece, 2001) firstly navigation (e.g. easy and fast browsing), secondly information design (e.g. understandable information) and thirdly dialog and social interaction support (e.g. the ease
to execute demands). Other usability factors such as site ordering/payment processes are rather E-Commerce-related than branding related, and therefore of less relevance (Constantinides, 2004). Therefore, we assume that H1.6: usability elements have a positive effect on brand loyalty

RESEARCH DESIGN

The Chinese travel website qyer.com (founded 2005) has been selected to conduct the empirical research. With more than 10 million users it is a widely known travel website in China. It is a user-generated platform and its main component is an online forum for users to share their own travel experiences, find travel partners and look for travel tips. It also contains a travel-related search engine, downloadable travel itineraries, as well as a hotel and ticket price comparison and booking system. All products and services of qyer.com are only offered online or through mobile apps. Therefore, the measurement of online brand experience is not affected by any offline brand experience. The initial pool of items to measure online brand experience and brand loyalty were developed by reference to preexisting scales: The items measuring the sensory dimension, the affective dimension, and the cognitive dimension were based on the work of Brakus et al. (2009) and Simon et al. (2013). These items are entirely applicable either in an online or an offline context. For example, the item “this brand makes a strong impression on my visual sense” captures the sensory dimension in offline and online settings respectively. The relational dimension represents the interactive nature of online brand experience. Since there was no pre-existing pool of items, the authors have developed these based on the theoretical foundations of Schmitt (2009) and Simon et al. (2013). The original pool of items for the behavioral dimension was adapted from the typology of Muntinga et al. (2011) who classify users’ website engagement in consuming, contributing and creating. The usability dimension contains elements regarding convenience, site navigation and information access based on Preece (2001) and Morgan-Thomas and Veloutsou (2013). Brand loyalty consists of attitudinal and behavior components (Dick and Basu, 1994; East et al., 2005; Bandyopadhyay and Martell, 2007). Items of both loyalty dimensions are included. Attitudinal loyalty is measured by “I like the website better among other similar websites” and also by the word-of-mouth dimension “recommend the website to my friends” (Reichheld, 1996). Behavioral loyalty is measured with “I visit the webpage or blog regularly” and “I will purchase the products or service of the brand again”.

All brand experience items and all brand loyalty items are rated on a 5-point Likert scale (1=strongly disagree; 5= strongly agree). A pretest was conducted before distributing the questionnaire. Ten users of qyer.com were asked to take the survey and comment on it. Some of the respondents were interviewed to explain the reasons for problems and misinterpretations, so that ambiguity questions
could be modified. Respondents’ suggestions focused mainly on the topic around the understandability of questions. The question “the requirements to run online community software are clear” was dropped from the final survey, because several respondents commented that the statement is unclear. Table 2 and Table 3 show the items of online brand experience and loyalty in the finally used questionnaire. Besides, the two socio-demographic variables gender and age were included into the questionnaire.

DATA COLLECTION AND SAMPLING METHOD

Data collection is aimed at the qyer.com consumer target group. Therefore, the survey was posted in the online forum of qyer.com. In addition, we used the high affinity of the target group to online media with a non-probability random snowball sampling and collected data via an online survey. Links to the survey were placed on Weibo and WeChat, the two most popular Chinese social media platforms. According to qyer.com’s marketing data, 20% of qyer.com users are Chinese people who study and work outside of mainland China. To reach these users, the survey was also posted on the Facebook groups of Chinese students in Germany and group members were asked to ‘share’ the link on their ‘walls’ for greater network effects. Respondents of the questionnaire were asked to ‘repost’ the survey link via social media platforms to reach their followers. The target population of interviewees includes only Chinese male and female individuals between the ages of 18 and 45 who have access to the Internet and use the online-presence of qyer.com. Data was collected during the dates May 26th through to June 15th, 2014. The net sample size of the interviewees included 81 participants, of whom 69 persons filled in the questionnaire completely (completion rate = 85%). Of these 69 persons, 55.9% were male and 44.1% were female. The biggest age group was 20 to 29 years covering 62% of the respondents followed by the 30 to 39 years age group covering 32 % respondents.

RESULTS

The brand experience construct was created by means of a principal component analysis using the items listed in Table 2. According to the original theoretical model of brand experience, results are suggesting a clear factor structure of six factors: Behavioral, Usability, Sensory, Affective, Cognitive, and Relational (total variance explained: 76.3%). Since the value for Cronbach’s Alpha is 0.926, the internal consistency of the scale is sufficiently proven. The Kaiser-Meyer-Olkin Measure of Sampling Adequacy is equal to 0.817, all item-based values for Measures of Sampling Adequacy (MSA) are above 0.759, and the p-value of Bartlett’s Test of Sphericity is less than 0.0005. These results indicate a very good factor solution (see Table 2).
<table>
<thead>
<tr>
<th>Brand Experience Dimensions/Items</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSA</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td><strong>Behavioral:</strong></td>
<td></td>
</tr>
<tr>
<td>I make comments on the website or the blog</td>
<td>.837</td>
</tr>
<tr>
<td>I post my experience (pictures, travel tips) on the website</td>
<td>.839</td>
</tr>
<tr>
<td>I participate in the online activities</td>
<td>.824</td>
</tr>
<tr>
<td><strong>Usability:</strong></td>
<td></td>
</tr>
<tr>
<td>The pages on the website usually load quickly</td>
<td>.828</td>
</tr>
<tr>
<td>Navigation on the website is consistent and simply</td>
<td>.765</td>
</tr>
<tr>
<td>The online functions are easy to understand and use</td>
<td>.828</td>
</tr>
<tr>
<td>The web content is easy to read and understand</td>
<td>.792</td>
</tr>
<tr>
<td><strong>Sensory:</strong></td>
<td></td>
</tr>
<tr>
<td>I find the website visually impressive</td>
<td>.838</td>
</tr>
<tr>
<td>I like the design of the website (website layout, color ...)</td>
<td>.796</td>
</tr>
<tr>
<td>The animations on the website are dynamic and pleasant</td>
<td>.759</td>
</tr>
<tr>
<td>The pictures on the website are eye catching</td>
<td>.832</td>
</tr>
<tr>
<td>No disturbing advertisement on the website</td>
<td>.766</td>
</tr>
<tr>
<td><strong>Affective:</strong></td>
<td></td>
</tr>
<tr>
<td>The page appeals to my emotions</td>
<td>.876</td>
</tr>
<tr>
<td>I feel secure to purchase through the website</td>
<td>.841</td>
</tr>
<tr>
<td>The website evokes my curiosity</td>
<td>.736</td>
</tr>
<tr>
<td>I feel the website inspiring</td>
<td>.745</td>
</tr>
<tr>
<td>I feel the time pass quickly when I browse the website</td>
<td>.793</td>
</tr>
<tr>
<td><strong>Cognitive:</strong></td>
<td></td>
</tr>
<tr>
<td>I find the website informative and educating</td>
<td>.871</td>
</tr>
<tr>
<td>I find the information valuable and stimulate thinking</td>
<td>.907</td>
</tr>
<tr>
<td>I have gained a better understanding about the offers</td>
<td>.819</td>
</tr>
<tr>
<td><strong>Relational:</strong></td>
<td></td>
</tr>
<tr>
<td>The users of the website (brand) share a similar lifestyle</td>
<td>.851</td>
</tr>
<tr>
<td>The users of the website (brand) share a similar interest</td>
<td>.847</td>
</tr>
<tr>
<td>The users can get in contact with other users though the website</td>
<td>.838</td>
</tr>
<tr>
<td>The users can create groups or initiate activities though the website</td>
<td>.790</td>
</tr>
<tr>
<td>Kaiser-Meyer-Okkin Measure of Sampling Adequacy.</td>
<td>.817</td>
</tr>
<tr>
<td>Bartlett’s Test of Sphericity</td>
<td>Approx.</td>
</tr>
<tr>
<td>Approx. Chi-Square:df=276</td>
<td></td>
</tr>
<tr>
<td>Sig: .000</td>
<td></td>
</tr>
</tbody>
</table>


Table 2. Table 2: Rotated Component Matrix for all online brand experience items

The principal component analysis was also conducted for all items of the Loyalty dimension. The analysis yields a single component with an eigenvalue greater than 1. The internal consistency of the scale is sufficiently proven (Cronbach’s α=0.826). All item-based values for Measures of Sampling Adequacy (MSA) are ranging from 0.736 to 0.848. The Kaiser-Meyer-Oklin Measure of Sampling Adequacy (0.773) and the Bartlett’s Test of Sphericity (p-value <0.0005) are indicating a very good factor solution (see Table 3).
Coefficient Matrix

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cronbach’s Alpha</td>
<td>.826</td>
</tr>
<tr>
<td>KMO</td>
<td>.773</td>
</tr>
<tr>
<td>Bartlett’s Test of Sphericity (Sig.)</td>
<td>.000</td>
</tr>
<tr>
<td>Initial Eigenvalue</td>
<td>2.694</td>
</tr>
<tr>
<td>% Variance initial eigenvalues</td>
<td>67.344%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Perception</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>I like the website brand better among other similar websites</td>
<td>.782 .312</td>
</tr>
<tr>
<td>I recommend the website to my friends</td>
<td>.736 .334</td>
</tr>
<tr>
<td>I visit the website or blog regularly</td>
<td>.776 .329</td>
</tr>
<tr>
<td>I will purchase the products or service of the brand again</td>
<td>.848 .233</td>
</tr>
</tbody>
</table>

Note: Extraction Method: Principal Component Analysis.

Table 2. Table 3: Rotated Component Matrix for all loyalty items

In order to estimate the multivariate influence of the different online brand experience factors, age and gender on the brand loyalty of qyer.com, Ordinary Least Square Regressions were used. As limited web functionality is a key source for online dissatisfaction (Constantinides, 2004) we included in a first regression model – beside the six main online experience factors, gender and age – five additional cross-product terms: Each of the five brand experience factors were separately crossed with the Usability factor to capture the interaction between website usability and the different brand experience factors. However, none of the cross-products reveal a significant influence on the brand loyalty (see model (1) in Table 4). The same picture of insignificance emerges with the socio-demographic variables gender and age (see model (1) and model (2) in Table 4). Both variables do not exert any statistically proven influence on brand loyalty.

In the final regression analysis (see model (3) in Table 4), the authors included only the main effects of the six online brand experience factors which are Behavior, Affective, Usability, Sensory, Cognitive and Relational: Around $R^2=50.8\%$ of the variance of the brand loyalty can be explained by these six independent variables. All of them are statistically significant either on the one percent (Behavior, Affective, Sensory, Cognitive, and Relational) or the five percent (Usability) significance level. The biggest brand online experience factor in explaining the variance of brand loyalty is been covered by the brand experience factor Affective (26%). It is followed by Behavior (21%), Sensory (15%), Cognitive (14%), Relational (13%) and the hygiene factor Usability (11%). In summary it can be concluded that Hypothesis H1 and all Sub-Hypotheses (H1.1 to H1.6) are verified.
### Table 3: Effects of different online brand experience dimensions on brand loyalty

<table>
<thead>
<tr>
<th>Dependent Variables</th>
<th>Type of variable</th>
<th>OLS-Regression: Dependent Variable: Loyalty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>(Constant)</td>
<td></td>
<td>-0.232</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.572)</td>
</tr>
<tr>
<td>Behavior</td>
<td>Continuous</td>
<td>0.371**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.093)</td>
</tr>
<tr>
<td>Affective</td>
<td>Continuous</td>
<td>0.408**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.101)</td>
</tr>
<tr>
<td>Usability</td>
<td>Continuous</td>
<td>0.187</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.099)</td>
</tr>
<tr>
<td>Sensory</td>
<td>Continuous</td>
<td>0.253**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.094)</td>
</tr>
<tr>
<td>Cognitive</td>
<td>Continuous</td>
<td>0.239*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.093)</td>
</tr>
<tr>
<td>Relational</td>
<td>Continuous</td>
<td>0.255</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.095)</td>
</tr>
<tr>
<td>Behavior x Usability</td>
<td>Continuous</td>
<td>-0.033</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.117)</td>
</tr>
<tr>
<td>Affective x Usability</td>
<td>Continuous</td>
<td>-0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.089)</td>
</tr>
<tr>
<td>Sensory x Usability</td>
<td>Continuous</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.103)</td>
</tr>
<tr>
<td>Cognitive x Usability</td>
<td>Continuous</td>
<td>-0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.102)</td>
</tr>
<tr>
<td>Relational x Usability</td>
<td>Continuous</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.107)</td>
</tr>
<tr>
<td>Age</td>
<td>Continuous</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.020)</td>
</tr>
<tr>
<td>Gender (female=1)</td>
<td>Dummy (0/1)</td>
<td>-0.206</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.198)</td>
</tr>
<tr>
<td>Adjusted R2</td>
<td></td>
<td>0.467</td>
</tr>
<tr>
<td>R2</td>
<td></td>
<td>0.567</td>
</tr>
<tr>
<td>F</td>
<td></td>
<td>5.548**</td>
</tr>
<tr>
<td>VIF</td>
<td></td>
<td>&lt;1.622</td>
</tr>
<tr>
<td>Obs.</td>
<td></td>
<td>69</td>
</tr>
</tbody>
</table>

Note: ** significance at the 1% level; * significance at the 5% level.
CONCLUSIONS

The empirical study has revealed a positive impact of online brand experience on brand loyalty. Overall, affective brand experience has the highest impact on brand loyalty (with the highest standardized regression coefficient), closely followed by behavioral brand experience. The impact of sensory, cognitive and relational brand experience is slightly lower. Usability shows the lowest but still significant impact. These results show that affective brand experience is most effective in creating brand loyalty. Online experiences that appeal to customers’ inner feelings, moods and emotions can create a strong bond with the brand. Qyer.com manages with its colorful pictures, travel tips and destination descriptions to inspire users and to create a special mood and feeling. Based on our results, behavioral brand experience shows the second largest impact on brand loyalty. Behavioral brand experience gives people ideas about alternative behavior or alternative lifestyles. The online presence of qyer.com succeeds in showing consumers an escape from their daily working routine by traveling to foreign destinations. Schmitt (1999) states that behavioral experiences can be triggered by rational approaches. However, they are usually most successful if they are “motivational, inspirational and emotional in nature” (Schmitt, 1999). Qyer.com’s product is per se a very emotional product since people seek indulgence and physical experiences when traveling. Although the website has only an online presence and no physical attendance, the content with its colorful pictures, descriptions of sights and reports about travel experiences proofs that it can create a similar experience in the virtual as in the real world. This is also enhanced by the possibility of users to make comments on the website and to post own experiences online. Besides the large impact of affective and behavioral brand experience on brand loyalty, sensory, relational and cognitive brand experiences impact brand loyalty as well, but to a lower extent. The fact that sensory brand experience is lower than affective and behavioral brand experience can be explained by the nature of the qyer.com website. The website uses mainly pictures as sensory stimuli. Videos, podcasts or games are not used on qyer.com at all. That might lower the experience and hence, the brand loyalty. However, it is rather surprising that the relational brand experience has a lower impact on brand loyalty, since the nature of the website is based on users getting in contact with each other and sharing similar interests. However, the results prove that the interactivity with other users plays a less significant role than moods and feelings as well as the prospect of travelling. These elements seem to be most important when it comes to create loyalty. Cognitive brand experience has a rather low impact on brand loyalty. Although the website features mostly emotional elements (pictures, postings), it also contains some cognitive elements, such as hotel booking options, downloadable travel guides or detailed travel itineraries. Users appreciate these more cognitive offerings, but it does not have the same impact on their brand loyalty as affective and behavioral elements. Qyer.com is aimed to create a rather emotional brand experience and transport
feelings, rather than giving fact-based information about travel itineraries or prices. And this seems to be most effective in creating brand loyalty. The lowest but still significant impact on brand loyalty has usability. This was expected since usability is rather a hygiene factor which means that a certain level of usability is a ‘must’ and expected by the customer. But it does not have the same potential of creating brand loyalty like the brand experience elements. As a result, it can be concluded that an online travel website like qyer.com has the largest potential to create loyalty by providing affective and behavioral experiences online.

LIMITATIONS

This study analyzed the impact of online brand experience on brand loyalty for qyer.com in China. The first limitation to the validity of this research report is the applied sampling method. Firstly the survey was distributed over qyer.com’s online forum. However, it was also circulated over a non-probability random snowball sampling. This may lead to the limitation that results are heavily influenced by the choice of initial seeds and by the first contacts within the sampling process. Results probably tend to be biased towards favoring more cooperative as opposed survey participants and to those that are part of larger personal networks (Magnani et al., 2005). The volunteer effect through the self-selection of participants cannot be ruled out and methods of inferential statistics may produce non-generalizable results.

Secondly, the study focused on the Chinese market and due to cultural differences the findings cannot be transferred easily to other countries. Future research should focus on possible cross-cultural differences to develop a deeper understanding of the influence of online brand experience on brand loyalty. A third limitation is that the findings are limited to qyer.com (and for other similar online travel sites), but cannot be generalized for travel or other service companies. Further research could therefore analyze other industries. At last, this research is conducted as a cross-sectional study which involves observation of a representative subset at a defined time. For further investigation, a longitudinal study that involves repeated observations of the same items over a longer period of time is suggested.
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ABSTRACT

This article analyses the research problem of price-setting strategies for product innovations in the medtech industry. It is based on the conceptual framework of price-setting practices, strategies, and models. A multiple case study research is then performed on six medical technology companies, focusing on how they set their initial product price for a new technology solution to either existing medical conditions or technology limitations. The research results show that medtech companies opt for competition-informed price practices and buy pricing models. The pricing strategies vary between skimming and market-based pricing strategies. Price innovations are limited due to regulation and financial considerations.

Keywords: Price-Setting, Pricing Practice, Pricing Strategy, Pricing Model, Medtech

INTRODUCTION

Price-setting for any new product is crucial in determining its future in the market. After years of research and development (R&D), product design, testing, market research and marketing, the first real interaction a product has with the customer is through its price. It is not the idea of how its utility will benefit the customer nor the vision and excitement given about how things will change. Those are unrealized expectations preserved until after the customer has ownership. The price is the real, hard currency promise of what this product will mean to the customer. There is a great need for all companies to understand and optimize their pricing strategy. Price-setting determines a company’s profit margin as well as market share; the ease in making sales or the difficulty in gaining adoption. It is perceived as a profit opportunity invitation to future competition and a territorial grab to existing competitors. Marn and Rosiello (1992) studied the economic parameters of 2,463 companies and found that a 1% improvement in price yielded an 11.1% improvement in operating profit, all else being equal. This compared dramatically high as compared to a 1% improvement in either the variable costs, sales volume, or fixed costs, which yielded operating profit gains of 7.8%, 3.3%, and 2.3%, respectively.
With the possibility of any product or industry to focus on, this paper has chosen the medical technology (medtech) industry. This focus has been chosen because of the amount of money spent on R&D investment, the rapid advancements made in recent years, the growing worldwide demand in advanced medtech products, and the absence of existing research. Further, medtech products often consist of physical products, consumables, and services, the combination of which increases the pricing complexity.

Medtech companies are providing cutting-edge technologies to patients, hospitals, and care providers around the world. It would appear that as the world becomes more interconnected toward a single common marketplace, the faster the rate of technological development becomes. With an increasing rate of technological development at the same time as larger customer exposure, greater necessity is placed on a medtech company entering new markets with the correct marketing and pricing strategies.

The purpose of this study is to identify various international pricing strategies and models used in real world companies. From this selection, comparison can be made of their relative strengths and proper implementation. The problem in this research is that international pricing decisions are more complex than domestic, frequently incurring currency value swings, differing inflationary pressures and difficulty in having production facilities in different markets, which leads to frequent price reviews (Hollensen, 2014).

This study has been performed in part by the call for research from Ingenbleek, Frambach, and Verhallen (2013). In their paper they call for further research on existing pricing processes with the intent of applying them toward optimal application for new product development. Thereto, it is suggested to address this need through qualitative research methods such as multiple case study research.

LITERATURE REVIEW AND THEORETICAL FRAMEWORK

Successful price-setting strategies and models can be derived from a large number of literature sources centered on either the conceptual derivation or empirical results. However, sources of failure risk are often more easily learned from case studies found in literature research. In short, the success and failure risk factors relevant to bringing a new product to market can be generalized as originating from either the product, company, competition, customer, international market complexity, or new sub-industry oriented focus. Evidence for each of these focuses is found in a selection of recently published literature.
Table A2: Definition of price-setting practices, strategies, and pricing models used (e.g. Hollensen, 2014; Ingenbleek, Frambach & Verhallen, 2013)

**Product-Oriented**

Product expectation from customers of a new product's performance should be adequately met by appropriate price-setting strategies. Proper pricing leads to a balance between the product's usefulness and the expectations placed on it from consumers. Ingenbleek et al. (2013) find that inappropriate selection of price-setting practices can counter the positive advantages of new product development. By pricing a product high, customers will have high initial expectations for quality, durability, application, and ease of use, among others, which the product must fulfill. Customer opinion may begin to undervalue the benefit it brings by comparing it with the standards applied to other products at similar prices. Undervaluing a product decreases the consumer confidence in performance and durability, as well as pride of ownership. The consumer is only content when the balance between cost and benefit is met. This selection of a pricing strategy is therefore dependent on the relative level of product advantage, intensity of competition, and relative product costs. This multiple case study research uses the theoretical framework of Ingenbleek et al. (2013) to analyze the pricing strategies of medtech companies.
Specifically, for a new product entering an existing market or creating a new market, value-informed pricing strategy provides the greatest support for a product’s pricing strategy. After this, competition-informed pricing adds substantially in situations where competitive intensity is low, whereas cost-informed pricing helps when competitive intensity is high. Likewise, managers pursuing a profit margin objective should express the advantage of their product, thus using value-informed pricing while avoiding cost-informed pricing. In total, Marn, Roegner, and Zawada (2003) estimate 80-90% of new products brought to market are priced too low, and consequently reach a smaller market size and level of profitability than is possible. This has significant negative effects on the company’s revenue stream by decreasing short-term profit as well as long-term customer confidence and loyalty (Lowe and Alpert, 2010).

Lowe and Alpert (2010) identified a clear causal effect for the pioneer’s price-setting decisions on product price and value perceptions, whereas a follower company’s product price seemed to influence perceptions of the follower, not the pioneer. These findings imply that reference price is brand specific, and that the pioneer, due to its proto-typicality, has a stronger influence on reference price perceptions than the follower. However, these effects were stronger for the more innovative product categories being examined.

Online distribution channels greatly increase price transparency, which leads to reduced price differentials between countries and a global standardization of prices (Gorodnichenko and Talavera, 2016). Prices in online markets have been found to change faster than in traditional stores, including a higher pass-through of exchange rate fluctuations. These changes depend on the products and on market conditions such as level of competition.

Specifically, for medical devices, the clinical trial procedure is found to be the best way to estimate a product’s cost effectiveness for future customers (Kirisits and Redekop, 2013). These trials are able to reach a broad and diverse range of potential customers with varying levels of severity of the condition being targeted by the new product. From these trials, the performance of the device and degree of benefit can be identified and weighed against its ease of use and any potential harms. The degree of rigor and completeness to these clinical trials is the best way to forecast its acceptance by the public.

Company-Oriented

When a firm develops a high-technology product filling a small market niche, its full potential needs to be quickly exploited in order to generate sufficient revenue needed to cover its R&D costs, to finance growth, and to offer competitive prices (Neubert, 2015; Trudgen and Freeman, 2014). Therefore, significant product growth is necessary, as well as creating and completing the product’s distribution path to the public. Proper relationships with the company’s supply chain as well as distributors,
Import/exporters, and retailers is critical as the performance of one company will depend on the performance of the entire chain (Wei and Zhao, 2014).

Luostarinen and Gabrielsson (2006) studied 89 companies in Finland who became international within their first three years, and thusly named born global companies (Neubert, 2015). They found that these companies often bypassed cost-informed pricing (setting a product’s price floor) by choosing below-cost pricing for their first international customer, and thereafter applying value-added pricing based on the benefits brought to its customers. This method was found to be hugely beneficial to the company creating the product in terms of creating the first international partnership, acquiring initial market share, and finding a more optimal partnership that conveyed confidence in customers not already familiar with the manufacturing company. This brings compounded returns in the form of additional business being brought-in more easily.

Even before focusing on the product and customers, the best qualities of successful lean start-up companies have been identified as controlling overhead costs and to automate as many of the company procedures as possible (Grohn et al, 2015). These actions are often indicative of proper cost-control efforts set by the management, and a focus on the bottom line. Examples of such efforts include the purchase of used equipment, or to negotiate with vendors and suppliers after a more thorough market research of asking prices.

**Competition-Oriented**

Knowledge of the pricing strategies, product development, and marketing practices of a company’s competitors leads to greater positioning of a company within the overall market. Success of any product originates from one or more advantages that it has over other available product options. Kuznetsova and Roud (2014) performed an industry survey among Russian manufacturing firms to rate their relative company advantages as compared to their competitors. From the results, they found that the highest perceived advantage of the survey respondents’ companies was product quality over their competitors, with 76% of respondents believing in their own company produced products at higher quality as compared to 17% of respondents believing in their competitor’s product quality advantage. The next largest discrepancy in perspectives was of fast, on-time delivery, in that 43% believed their company had the advantage as compared to 9% giving advantage to their competitors. Roughly 6% of respondents believed that their company possessed no competitive advantages at all, whereas 30% believed that the competitors possessed no advantages. The survey results showed roughly even match between the respondents’ company and its competitors in the categories of price, cutting-edge products, adaptation to consumer needs, and service.
Placement of one product helps the product and company succeed in the short-term. However, long-term planning and investment in product improvements and further technological advancement is vital in assuring continual benefit from the product line. Copeland and Shapiro (2015) found that continual and significant innovation increases the competitive advantage of a product, thus leading to higher prices for the innovator. The constant reworking and renewal of a product’s strengths, capacities, and features creates a moving barrier to entry for competitors. Likewise, slower rates of innovation make the retail market more competitive, leading to decreasing company markups and profits.

Customer-Oriented

No greater entity exists for the protection of customers’ best interests than the multitude of government sponsored healthcare programs around the world, and assuring patient safety as well as cost control from healthcare providers are the top two priorities. Specifically relating to overall cost, Gobbi and Hsuan (2015) determined that nearly 65% of the public sector in the US medical industry used collaborative purchasing (CP) power in 1995 to reduce the price of complex medical equipment purchases. They found that purchase of said equipment equates to the largest portion of total expenditure in the realm of healthcare. Because the healthcare providers (predominantly hospitals) have strikingly similar requirements of the machines, equipment, and devices purchased, the potential for CP to decrease overall costs is high. Proper purpose and functionality for the customer must be addressed in order to gain customer adoption of a new technology, as more often than not the needs of customers create the product opportunities for companies. Specifically, for medtech companies, aging demographics and increasing availability to modern medicine for most of the world have created significant growth opportunities. For example, the leading healthcare demands within the United States include decreasing costs, patient safety, personalized care, and advanced cancer research (Deloitte, 2016). Compare that with the Gulf Cooperation Council (GCC) states where healthcare concerns stem from the region’s increasing population, which include lifestyle diseases (including ischemic heart disease, stroke, type 2 diabetes and obesity), high incidence of road traffic accidents, and consanguinity (Howard, 2014).

Other countries have made medical tourism a primary focus for the growth of their economy. Such countries as Thailand, Singapore, India, Jordan, Turkey, and the United Arab Emirates have each incurred rapid growth in their healthcare infrastructure in order to satisfy their growing domestic markets as well as attract the international patients (Ebrahim and Ganguli, 2017). These countries aim to benefit from increased demand for the healthcare products and services beyond the level of domestic
demand. This effectively causes the hospitals, retailers, and healthcare providers to increase their customer base without the need for export/import concerns and costs.

*Foreign Market Complexity Oriented*

International expansion of a company is a significant milestone in its global growth and capture of market share. Yet for many companies this step proves to be a substantial inhibitor to smooth progress. The benefits of an increase in potential customer base are offset by increased costs burdened by consumers, additional governmental regulation and safety controls, cultural or language difficulties, and increased competition. This market adaptation includes a revision of pricing decisions (Neubert, 2016b).

Therefore, entry into a foreign market is only possible after extensive analysis of the market factors and competition (Neubert, 2013). Pricing decisions require regular reviews and structured decision-making processes in order to prepare for and mitigate disturbances caused by changes in foreign competition, currency exchange fluctuation, and inflationary pressures (Snieskiene and Cibinskiene, 2015). Thereby, exporting companies have been found to experience greater rate of success depending on the relationship and partnerships formed with importers (Obadia and Stöttinger, 2015). Exporters can increase the performance of their importers through their pricing strategies, especially by allowing higher margins or other incentive schemes. In response, importers then invest in the products where they can expect the best results, predominantly based on the marketability and the price margin.

Creation of a new product market or niche comes with the significant advantage in that high-tech firms have a high price-setting power to set the reference price for their new product categories. New niche creation has historically come with roughly one to two years of market control before competitor companies can technologically catch up (Lowe and Alpert, 2010). This advantage is substantially decreased in foreign markets that don’t enforce patent protection. Geng and Saggi (2015) analyzed pricing strategies of patented (e.g. pharmaceutical) products sold into markets without patent protection, and found that local competition was quickly generated. Such presence led to price competition for market share, meaning lower mark-ups and profitability.

**RESEARCH METHOD**

A multiple case study research method shall be used in order to best compare and contrast existing pricing strategies used by medtech companies. This study uses a multiple case study research design to answer the explanatory (why and how) research questions (Yin, 2014). According to Hennart (2013), a qualitative comparative case study research would help to answer the research question. In contrast to an experimental design or a survey, a multiple case study has more flexibility (Stake, 1995), allows an
in-depth analysis of a complex research problem within a highly contextualized environment (Rosenberg and Yates, 2007), and a comparison between different cases (Baxter and Jack, 2008; Eisenhardt and Graebner, 2007).

The medical industry in general is a very difficult but interesting industry to identify pricing strategies, particularly within the United States and other countries with large governmental healthcare payer systems. In most countries within the Organization for Economic Cooperation and Development (OECD) the majority of prices for medical services, equipment and prescription drugs are fixed, or set in reference to these government-established reference prices (Brandt, 2013). In the US, it is commonly known as the Centers for Medicare & Medicaid Services (CMS) billing rates. Therefore, the new medtech companies are principally targeting technology innovations not currently outlined in these governmental payer systems.

**SAMPLING**

The choice of the sampling strategy is based on the purpose of this study. This study uses a purposive case selection strategy (Seawright and Gerring, 2008), because it produces a representative sample with typical (Gerring, 2006) and successful examples of the total population. According to Yin (2014), this sampling strategy produces a statistically representative sample, if at least six to ten cases are selected. This study uses a sample size of six case study firms to allow a better triangulation of data and to strengthen the results of the whole study.

The six case study firms, EnteroMedics, Alphatec Spine, Inogen, Skyline Medical, GE Healthcare, and Intuitive Surgical, are born-global firms using the global exporter business model (Neubert, 2016a). These companies are all publicly traded companies (5 on NASDAQ, GE on NYSE), with market capitalization ranging in size from $8 million to $260 billion. Five of the six companies specialize uniquely within the medical equipment and supplies industry, while GE is a multinational conglomerate with exposure in a broad range of industries. This sample was determined sufficient for the study due to the breadth of pricing strategies and models identified between them.

**RESEARCH QUESTIONS**

The statement of the research problem has led to the following two research questions:

1. What pricing strategies and models are currently being implemented in the medtech industry?
2. Where are the observed differences and benefits between the pricing strategies and models?
RESEARCH FINDINGS

Through researching dozens of companies, it was found that a company cannot state outright its pricing strategy. This is firstly because the terms and definitions of pricing strategies and models are in no way standardized, and secondly because in doing so a company may substantially weaken its market position and brand quality, inviting in new competitors. Therefore, inferences must be made as to why and how a company chose its pricing models. In order to make such inferences, enough detailed information must be revealed about a company’s product line revenues and costs, thus leading the research to focus on publicly listed companies on US stock exchanges.

Findings RQ 1: What pricing strategies and models are currently being implemented in the medtech industry?

The companies of EnteroMedics, Alphatec Spine, and Inogen were researched, each belonging to a different specialty sector within the healthcare field. EnteroMedics manufactures its Maestro device that uses its neuroblocking technology known as vBloc Therapy to treat obesity, metabolic diseases, and other gastrointestinal disorders (EnteroMedics, 2016). Alphatec Spine manufactures a variety of products for the surgical treatment of spine disorders (Alphatec Spine, 2017). Inogen specializes in the design, manufacturing and marketing of portable oxygen concentrators for patients necessitating oxygen therapy (Inogen, 2017).

Table 2: Price-setting practices, strategies, and models for the case study companies

The first finding is that each case study company bases their product pricing in the US on the CMS billing rates (compare to table 2). By doing so, the prices are thus established by the US Medicaid reimbursement rates, meaning a competition-informed price-setting practice. Therefore, the price-setting strategy of all companies is that of market pricing. Each company additionally operates primarily under the buy only pricing model, with Inogen mentioning the service segment of their business generating significant revenue.

Skyline Medical is a company specializing in the collection and disposal of infectious fluids that result from surgical procedures and post-operative care (Skyline Medical, 2017). Their principle focus is the Streamway System, with features such as automated measurement of volumes, prevention of cross-contamination, and a tissue trap that allows for tissue retrieval. Disclosed in their 2015 annual report, Skyline implies that their pricing strategy is one of penetration pricing, specifically singling-out their competitor Stryker Instrument’s comparable system and citing notable differences (Skyline Medical, 2016). The significant differences mentioned are a 33% savings in device purchase price, an industry common installation process that can be performed by distributors, independent contractors, or customer in-house engineering, as well as underpricing the disposable kit needed for each patient operation by $1. Therefore, the pricing practice detailed in the report is that of competition-informed,
although undoubtedly an underlying degree of cost-informed practice evaluated to set their product price floor. The company’s pricing model is dominantly through the sale of the Streamway units, with the sale of non-reusable filters and cleaning solutions making up a smaller revenue component.

General Electric (GE) is a global conglomerate company with divisions in the aviation, power generation, electricity distribution, healthcare, oil and gas, transportation, household appliances, and financial industries (GE, 2016). In researching cutting-edge medtech technologies, the recent 3.0-tesla (3T) magnetic resonance imaging (MRI) machines developed at GE were identified as being cutting-edge technology in terms of their magnet strength, bore size, and quieter running status. However, pricing information was discovered only through distributors and then only from contact with sales associates. Consequently, a previous model, the 1.5-tesla (1.5T) LX MRI, was found with sufficient pricing information.

Not only had the 1.5T machines been sold initially at higher prices only to be lowered in time with increased competition from other companies and technologies, but sales were initially only available through GE authorized dealers, later opening up to affiliates and then third party vendors. From uncovering the historical change in pricing as well as sales practices, it is evident that GE uses value-informed price-setting practices to establish skimming price-setting strategies for its MRI products. GE does offer both the sale and lease of its MRI units, although not all vendors offer a leasing option. Undoubtedly, GE must have developed this pricing strategy through years of experience in the healthcare as well as other industries in order to maximize returns to the company.

The sixth and final case study included in this report is from Intuitive Surgical (Intuitive). They manufacture the da Vinci Surgical System used in robotic surgeries, along with related instruments and accessories (Intuitive, 2016). Being a young and ambitious medtech company listed publically, Intuitive has disclosed the largest amount of pricing information found for this research. In their annual report, Intuitive defines their business strategy priorities all in relation to value to its customers; patient, surgeon, and hospital. With the customer in mind, Intuitive has focused their product technology and further improvements on maximizing the value of the system for its customers, primarily through conversion of standard open surgeries to be compatible with the da Vinci system, to better train surgeons for a larger range of complex minimally invasive surgeries (MIS), and to develop procedures that could convert multiport laparoscopic surgeries into single port surgeries. In all, it is clear that Intuitive employs a value-informed price-setting practice.

Intuitive lists the revenue streams in 2015 from the sale of its surgical systems, sales-type and operating lease options, annual service plan, as well as the non-reusable or gradually degrading instruments and accessories. An impressive 492 robotic systems were sold in 2015, yielding 30% of their annual profits, with another 63 systems delivered to customers under lease terms, yielding less than 1% of profits. On
top of that were a combined total of 3,597 systems in use and covered under annual service contracts, bringing in 19% of 2015 profits, but most substantially was the sale of non-reusable or replacement instrument and accessories, equaling over 50% of the annual profits. From this information it is clear that Intuitive primarily employs a buy and use pricing model, with a much smaller percent of clients choosing the leasing option of a recurring pricing model.

Also in the annual report are the ranges of prices charged to its customers for the da Vinci Surgery System, the annual service agreements, and the non-reusable or gradually degrading instruments and accessories. The range values are not necessarily important, but the magnitude of the discounts given to some customers is substantial. Sale of the da Vinci Surgery System ranges from $0.6 to $2.5 million each, meaning some customers may receive up to a 76% discount. The annual service agreements range in price from $80 to $170 thousand per year (up to 53% discount), and the instruments and accessories, on a per-use basis, equate to a $700 to $3,200 per surgery cost (up to 78% discount). Calculating the average cost for these three categories from the total number of sales, operational units, and procedures in 2015 shows indication that the average price paid is roughly halfway between the maximum and zero discount range. They describes their customer base as being primarily US-based (71% of revenue) as well as being larger governmental hospital chains who the purchase the system in bulk, which explains why significant discounts are being offered.

Intuitive also describes their competition in the industry as being the traditional MIS, open surgery, interventional or pharmaceutical options. They describe their robotic option for surgery as an advanced technology albeit with higher costs, that results in increased and quicker success rates. In all, due to the high cost of the system and limited necessity for the limited specialized surgeries currently with guidelines written for execution using the system, Intuitive is implementing a skimming price-setting strategy with substantial price negotiation (discounting) with the customers.

Findings RQ 2: Where are the observed differences and benefits between the pricing strategies and models?

As seen in the six case study companies, the price-setting practices of competition-informed and value-informed are the dominant ones implemented. Where they differ is when the new technologies are applied to more patient-centered medical conditions (as is the case for EnteroMedics, Alphatec, Inogen, and Skyline) or towards the hospital-centered medical devices (GE and Intuitive).

The first three medtech products are addressing new higher technology solutions to existing patient conditions, and therefore have pricing restricted by the US Medicare CMS reimbursement price listing, or more generally a market pricing strategy. Bottom line profit for these companies is therefore most strongly determined by total cost reduction to the customers plus decreasing their own operating costs and expenses. Skyline’s product is not patient specific, and because of the company’s ambition towards
significant market share they have chosen to underprice the product, following a penetration pricing strategy. Bottom line profit for them will come from effective marketing, product performance, and market share growth. Both GE and Intuitive’s products are providing higher technology solutions to hospital equipment limitations or competition amongst hospitals for patients needing specialized procedures and tests, thus necessitating skimming price-setting strategies. Bottom line profit for them will come in terms of relative advances their equipment technology has over competitors plus value appeal to the surgeons and patients.

Within this case study selection, the first five companies primarily utilize the buy only pricing model as a result of them all manufacturing machinery or equipment that generate the majority of their revenue, with little to no additional instruments or accessories needed. The sixth company utilizes the buy and use pricing model, thereby having significant revenue coming from both its surgery system and the non-reusable components.

**CONCLUSIONS**

Through this six-company case study several advantages and disadvantages to the price-setting practices, strategies, and models were found. In short, the price-setting practice will be determined based on the customer being either single-use patients or large customer throughput hospitals, with the focus being on finding the greatest value for the targeted customers. The price-setting strategy is largely related to the price-setting practice, with modifications based on the relative newness of the technology, level of competition, and trade-off between growth in market share or higher profit margins. The pricing model is primarily dependent on the product delivery method and/or operation by the customer, but with modifications possible based on product customization, relationship with the customer, and specialized financing options.

Advantages in competition-informed price-setting practices plus market price-setting strategy include assurance of a fair price along with associated market share, but the disadvantages include significant competition and lower profit margins in order to grow market share. Advantages in value-informed practices as well as the skimming price-setting strategy include higher profit margins leading to quicker profitability while not growing your customer base faster than supply lines and infrastructure needs, but with the disadvantage of lower market share with higher R&D and marketing costs. Advantages of cost-informed practices and the penetration price-setting strategy include setting a price floor and gaining market share, whereas the disadvantages include lower profitability and potentially setting a low reference price from which your customers will continue to demand low prices.

Advantages to the buy pricing model include the largest customer payments at the earliest time to product delivery, which decreases the OEM’s financing requirements. The disadvantages to the buy
pricing model are that it is more financially intensive for customers, and if the technology advances quick enough will leave customers feeling left behind or disappointed. The lease pricing model is a favorable step for the customer, allowing additional payment options and thus an increased customer base. Disadvantages for the OEM include delayed revenue streams and increased staff to track the various accounts. Pay-per-use pricing models are not applicable for all healthcare device companies, but when they are they bring additional revenue for the OEMs as well as a fairer pricing model between customers who use the product more or less than others. Disadvantages include continual inventory monitoring for both OEMs and customers.

No particular ranking of the price-setting practices, strategies and models can be made generically. A specific product and target customer are to first be identified, working next to the price-setting. However, it is noted that in general the larger and more successful companies have product lines with price-setting practices and strategies that evolve with the product and industry age, and that contain diverse pricing models to draw in the largest possible customer base.

Future study must include a larger amount of case study companies within the medtech industry, expansion into other new technology industry segments, and could also incorporate the change in price through a particular product’s life cycle.
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INTRODUCTION

Price-setting for any new product is crucial in determining its future in the market. After years of research and development (R&D), product design, testing, market research and marketing, the first real interaction a product has with the customer is through its price. It is not the idea of how its utility will benefit the customer nor the vision and excitement given about how things will change. Those are unrealized expectations preserved until after the customer has ownership. The price is the real, hard currency promise of what this product will mean to the customer.

There is a great need for all companies to understand and optimize their pricing strategy. Price-setting determines a company’s profit margin as well as market share; the ease in making sales or the difficulty in gaining adoption. It is perceived as a profit opportunity invitation to future competition and a territorial grab to existing competitors. Marn and Rosiello (1992) studied the economic parameters of 2,463 companies and found that a 1% improvement in price yielded an 11.1% improvement in operating profit, all else being equal. This compared dramatically high as compared to a 1% improvement in either the variable costs, sales volume, or fixed costs, which yielded operating profit gains of 7.8%, 3.3%, and 2.3%, respectively.
With the possibility of any product or industry to focus on, this paper has chosen the medical technology (medtech) industry. This focus has been chosen because of the amount of money spent on R&D investment, the rapid advancements made in recent years, the growing worldwide demand in advanced medtech products, and the absence of existing research. Further, medtech products often consist of physical products, consumables, and services, the combination of which increases the pricing complexity.

Medtech companies are providing cutting-edge technologies to patients, hospitals, and care providers around the world. It would appear that as the world becomes more interconnected toward a single common marketplace, the faster the rate of technological development becomes. With an increasing rate of technological development at the same time as larger customer exposure, greater necessity is placed on a medtech company entering new markets with the correct marketing and pricing strategies.

The purpose of this study is to identify various international pricing strategies and models used in real world companies. From this selection, comparison can be made of their relative strengths and proper implementation. The problem in this research is that international pricing decisions are more complex than domestic, frequently incurring currency value swings, differing inflationary pressures and difficulty in having production facilities in different markets, which leads to frequent price reviews (Hollensen, 2014).

This study has been performed in part by the call for research from Ingenbleek, Frambach, and Verhallen (2013). In their paper they call for further research on existing pricing processes with the intent of applying them toward optimal application for new product development. Thereto, it is suggested to address this need through qualitative research methods such as multiple case study research.

LITERATURE REVIEW AND THEORETICAL FRAMEWORK

Successful price-setting strategies and models can be derived from a large number of literature sources centered on either the conceptual derivation or empirical results. However, sources of failure risk are often more easily learned from case studies found in literature research. In short, the success and failure risk factors relevant to bringing a new product to market can be generalized as originating from either the product, company, competition, customer, international market complexity, or new sub-industry oriented focus. Evidence for each of these focuses is found in a selection of recently published literature.
Table A2: Definition of price-setting practices, strategies, and pricing models used (e.g. Hollensen, 2014; Ingenbleek, Frambach & Verhallen, 2013)

*Product-Oriented*

Product expectation from customers of a new product’s performance should be adequately met by appropriate price-setting strategies. Proper pricing leads to a balance between the product’s usefulness and the expectations placed on it from consumers. Ingenbleek et al. (2013) find that inappropriate selection of price-setting practices can counter the positive advantages of new product development. By pricing a product high, customers will have high initial expectations for quality, durability, application, and ease of use, among others, which the product must fulfill. Customer opinion may begin to undervalue the benefit it brings by comparing it with the standards applied to other products at similar prices. Undervaluing a product decreases the consumer confidence in performance and durability, as well as pride of ownership. The consumer is only content when the balance between cost and benefit is met. This selection of a pricing strategy is therefore dependent on the relative level of product advantage, intensity of competition, and relative product costs. This multiple case study research uses the theoretical framework of Ingenbleek et al. (2013) to analyze the pricing strategies of medtech companies.
Specifically, for a new product entering an existing market or creating a new market, value-informed pricing strategy provides the greatest support for a product’s pricing strategy. After this, competition-informed pricing adds substantially in situations where competitive intensity is low, whereas cost-informed pricing helps when competitive intensity is high. Likewise, managers pursuing a profit margin objective should express the advantage of their product, thus using value-informed pricing while avoiding cost-informed pricing. In total, Marn, Roegner, and Zawada (2003) estimate 80-90% of new products brought to market are priced too low, and consequently reach a smaller market size and level of profitability than is possible. This has significant negative effects on the company’s revenue stream by decreasing short-term profit as well as long-term customer confidence and loyalty (Lowe and Alpert, 2010).

Lowe and Alpert (2010) identified a clear causal effect for the pioneer’s price-setting decisions on product price and value perceptions, whereas a follower company’s product price seemed to influence perceptions of the follower, not the pioneer. These findings imply that reference price is brand specific, and that the pioneer, due to its proto-typicality, has a stronger influence on reference price perceptions than the follower. However, these effects were stronger for the more innovative product categories being examined.

Online distribution channels greatly increase price transparency, which leads to reduced price differentials between countries and a global standardization of prices (Gorodnichenko and Talavera, 2016). Prices in online markets have been found to change faster than in traditional stores, including a higher pass-through of exchange rate fluctuations. These changes depend on the products and on market conditions such as level of competition.

Specifically, for medical devices, the clinical trial procedure is found to be the best way to estimate a product’s cost effectiveness for future customers (Kirisits and Redekop, 2013). These trials are able to reach a broad and diverse range of potential customers with varying levels of severity of the condition being targeted by the new product. From these trials, the performance of the device and degree of benefit can be identified and weighed against its ease of use and any potential harms. The degree of rigor and completeness to these clinical trials is the best way to forecast its acceptance by the public.

Company-Oriented

When a firm develops a high-technology product filling a small market niche, its full potential needs to be quickly exploited in order to generate sufficient revenue needed to cover its R&D costs, to finance growth, and to offer competitive prices (Neubert, 2015; Trudgen and Freeman, 2014). Therefore, significant product growth is necessary, as well as creating and completing the product’s distribution path to the public. Proper relationships with the company’s supply chain as well as distributors,
import/exporters, and retailers is critical as the performance of one company will depend on the performance of the entire chain (Wei and Zhao, 2014).

Luostarinen and Gabrielsson (2006) studied 89 companies in Finland who became international within their first three years, and thusly named born global companies (Neubert, 2015). They found that these companies often bypassed cost-informed pricing (setting a product’s price floor) by choosing below-cost pricing for their first international customer, and thereafter applying value-added pricing based on the benefits brought to its customers. This method was found to be hugely beneficial to the company creating the product in terms of creating the first international partnership, acquiring initial market share, and finding a more optimal partnership that conveyed confidence in customers not already familiar with the manufacturing company. This brings compounded returns in the form of additional business being brought-in more easily.

Even before focusing on the product and customers, the best qualities of successful lean start-up companies have been identified as controlling overhead costs and to automate as many of the company procedures as possible (Grohn et al, 2015). These actions are often indicative of proper cost-control efforts set by the management, and a focus on the bottom line. Examples of such efforts include the purchase of used equipment, or to negotiate with vendors and suppliers after a more thorough market research of asking prices.

**Competition-Oriented**

Knowledge of the pricing strategies, product development, and marketing practices of a company’s competitors leads to greater positioning of a company within the overall market. Success of any product originates from one or more advantages that it has over other available product options. Kuznetsova and Roud (2014) performed an industry survey among Russian manufacturing firms to rate their relative company advantages as compared to their competitors. From the results, they found that the highest perceived advantage of the survey respondents’ companies was product quality over their competitors, with 76% of respondents believing in their own company produced products at higher quality as compared to 17% of respondents believing in their competitor’s product quality advantage. The next largest discrepancy in perspectives was of fast, on-time delivery, in that 43% believed their company had the advantage as compared to 9% giving advantage to their competitors. Roughly 6% of respondents believed that their company possessed no competitive advantages at all, whereas 30% believed that the competitors possessed no advantages. The survey results showed roughly even match between the respondents’ company and its competitors in the categories of price, cutting-edge products, adaptation to consumer needs, and service.
Placement of one product helps the product and company succeed in the short-term. However, long-term planning and investment in product improvements and further technological advancement is vital in assuring continual benefit from the product line. Copeland and Shapiro (2015) found that continual and significant innovation increases the competitive advantage of a product, thus leading to higher prices for the innovator. The constant reworking and renewal of a product’s strengths, capacities, and features creates a moving barrier to entry for competitors. Likewise, slower rates of innovation make the retail market more competitive, leading to decreasing company markups and profits.

Customer-Oriented

No greater entity exists for the protection of customers’ best interests than the multitude of government sponsored healthcare programs around the world, and assuring patient safety as well as cost control from healthcare providers are the top two priorities. Specifically relating to overall cost, Gobbi and Hsuan (2015) determined that nearly 65% of the public sector in the US medical industry used collaborative purchasing (CP) power in 1995 to reduce the price of complex medical equipment purchases. They found that purchase of said equipment equates to the largest portion of total expenditure in the realm of healthcare. Because the healthcare providers (predominantly hospitals) have strikingly similar requirements of the machines, equipment, and devices purchased, the potential for CP to decrease overall costs is high. Proper purpose and functionality for the customer must be addressed in order to gain customer adoption of a new technology, as more often than not the needs of customers create the product opportunities for companies. Specifically, for medtech companies, aging demographics and increasing availability to modern medicine for most of the world have created significant growth opportunities. For example, the leading healthcare demands within the United States include decreasing costs, patient safety, personalized care, and advanced cancer research (Deloitte, 2016). Compare that with the Gulf Cooperation Council (GCC) states where healthcare concerns stem from the region’s increasing population, which include lifestyle diseases (including ischemic heart disease, stroke, type 2 diabetes and obesity), high incidence of road traffic accidents, and consanguinity (Howard, 2014).

Other countries have made medical tourism a primary focus for the growth of their economy. Such countries as Thailand, Singapore, India, Jordan, Turkey, and the United Arab Emirates have each incurred rapid growth in their healthcare infrastructure in order to satisfy their growing domestic markets as well as attract the international patients (Ebrahim and Ganguli, 2017). These countries aim to benefit from increased demand for the healthcare products and services beyond the level of domestic...
demand. This effectively causes the hospitals, retailers, and healthcare providers to increase their customer base without the need for export/import concerns and costs.

*Foreign Market Complexity Oriented*

International expansion of a company is a significant milestone in its global growth and capture of market share. Yet for many companies this step proves to be a substantial inhibitor to smooth progress. The benefits of an increase in potential customer base are offset by increased costs burdened by consumers, additional governmental regulation and safety controls, cultural or language difficulties, and increased competition. This market adaptation includes a revision of pricing decisions (Neubert, 2016b).

Therefore, entry into a foreign market is only possible after extensive analysis of the market factors and competition (Neubert, 2013). Pricing decisions require regular reviews and structured decision-making processes in order to prepare for and mitigate disturbances caused by changes in foreign competition, currency exchange fluctuation, and inflationary pressures (Snieskiene and Cibinskiene, 2015). Thereto, exporting companies have been found to experience greater rate of success depending on the relationship and partnerships formed with importers (Obadia and Stöttinger, 2015). Exporters can increase the performance of their importers through their pricing strategies, especially by allowing higher margins or other incentive schemes. In response, importers then invest in the products where they can expect the best results, predominantly based on the marketability and the price margin.

Creation of a new product market or niche comes with the significant advantage in that high-tech firms have a high price-setting power to set the reference price for their new product categories. New niche creation has historically come with roughly one to two years of market control before competitor companies can technologically catch up (Lowe and Alpert, 2010). This advantage is substantially decreased in foreign markets that don’t enforce patent protection. Geng and Saggi (2015) analyzed pricing strategies of patented (e.g. pharmaceutical) products sold into markets without patent protection, and found that local competition was quickly generated. Such presence led to price competition for market share, meaning lower mark-ups and profitability.

**RESEARCH METHOD**

A multiple case study research method shall be used in order to best compare and contrast existing pricing strategies used by medtech companies. This study uses a multiple case study research design to answer the explanatory (why and how) research questions (Yin, 2014). According to Hennart (2013), a qualitative comparative case study research would help to answer the research question. In contrast to an experimental design or a survey, a multiple case study has more flexibility (Stake, 1995), allows an
in-depth analysis of a complex research problem within a highly contextualized environment (Rosenberg and Yates, 2007), and a comparison between different cases (Baxter and Jack, 2008; Eisenhardt and Graebner, 2007).

The medical industry in general is a very difficult but interesting industry to identify pricing strategies, particularly within the United States and other countries with large governmental healthcare payer systems. In most countries within the Organization for Economic Cooperation and Development (OECD) the majority of prices for medical services, equipment and prescription drugs are fixed, or set in reference to these government-established reference prices (Brandt, 2013). In the US, it is commonly known as the Centers for Medicare & Medicaid Services (CMS) billing rates. Therefore, the new medtech companies are principally targeting technology innovations not currently outlined in these governmental payer systems.

SAMPLING

The choice of the sampling strategy is based on the purpose of this study. This study uses a purposive case selection strategy (Seawright and Gerring, 2008), because it produces a representative sample with typical (Gerring, 2006) and successful examples of the total population. According to Yin (2014), this sampling strategy produces a statistically representative sample, if at least six to ten cases are selected. This study uses a sample size of six case study firms to allow a better triangulation of data and to strengthen the results of the whole study.

The six case study firms, EnteroMedics, Alphatec Spine, Inogen, Skyline Medical, GE Healthcare, and Intuitive Surgical, are born-global firms using the global exporter business model (Neubert, 2016a). These companies are all publicly traded companies (5 on NASDAQ, GE on NYSE), with market capitalization ranging in size from $8 million to $260 billion. Five of the six companies specialize uniquely within the medical equipment and supplies industry, while GE is a multinational conglomerate with exposure in a broad range of industries. This sample was determined sufficient for the study due to the breadth of pricing strategies and models identified between them.

RESEARCH QUESTIONS

The statement of the research problem has led to the following two research questions:

3. What pricing strategies and models are currently being implemented in the medtech industry?

4. Where are the observed differences and benefits between the pricing strategies and models?
RESEARCH FINDINGS

Through researching dozens of companies, it was found that a company cannot state outright its pricing strategy. This is firstly because the terms and definitions of pricing strategies and models are in no way standardized, and secondly because in doing so a company may substantially weaken its market position and brand quality, inviting in new competitors. Therefore, inferences must be made as to why and how a company chose its pricing models. In order to make such inferences, enough detailed information must be revealed about a company’s product line revenues and costs, thus leading the research to focus on publicly listed companies on US stock exchanges.

Findings RQ 1: What pricing strategies and models are currently being implemented in the medtech industry?

The companies of EnteroMedics, Alphatec Spine, and Inogen were researched, each belonging to a different specialty sector within the healthcare field. EnteroMedics manufactures its Maestro device that uses its neuroblocking technology known as vBloc Therapy to treat obesity, metabolic diseases, and other gastrointestinal disorders (EnteroMedics, 2016). Alphatec Spine manufactures a variety of products for the surgical treatment of spine disorders (Alphatec Spine, 2017). Inogen specializes in the design, manufacturing and marketing of portable oxygen concentrators for patients necessitating oxygen therapy (Inogen, 2017).

Table 2: Price-setting practices, strategies, and models for the case study companies

<table>
<thead>
<tr>
<th>Company</th>
<th>Product Line(s)</th>
<th>Description</th>
<th>Price-Setting Practices (Specifically)</th>
<th>Price-Setting Strategy (Additional Strategies)</th>
<th>Pricing Model Primary</th>
<th>Pricing Model Secondary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intuitive Surgical</td>
<td>da Vinci Surgery</td>
<td>robotic surgery</td>
<td>Value-informed</td>
<td>Skimming (Price negotiation)</td>
<td>Buy &amp; Use</td>
<td>Recurring</td>
</tr>
<tr>
<td>GE Healthcare</td>
<td>1.5-tesla LX MRI</td>
<td>MRI scan</td>
<td>Value-informed</td>
<td>Skimming (Upgrades/Trade-ins)</td>
<td>Buy</td>
<td>Lease</td>
</tr>
<tr>
<td>Skyline Medical Inc</td>
<td>Streamway PAM</td>
<td>fluid disposal</td>
<td>Competition-informed</td>
<td>Penetration pricing (Price negotiation)</td>
<td>Buy</td>
<td>Pay-per-use</td>
</tr>
<tr>
<td>EnteroMedics Inc</td>
<td>Maestro (vBloc Therapy)</td>
<td>neuroblocking/obesity</td>
<td>Competition-informed</td>
<td>Market pricing</td>
<td>Buy</td>
<td>-</td>
</tr>
<tr>
<td>Alphatec Spine</td>
<td>- multiple -</td>
<td>spine surgery</td>
<td>Competition-informed</td>
<td>Market pricing</td>
<td>Buy</td>
<td>-</td>
</tr>
<tr>
<td>Inogen</td>
<td>Inogen One</td>
<td>portable oxygen</td>
<td>Competition-informed</td>
<td>Market pricing</td>
<td>Buy</td>
<td>Service</td>
</tr>
</tbody>
</table>

The first finding is that each case study company bases their product pricing in the US on the CMS billing rates (compare to table 2). By doing so, the prices are thus established by the US Medicaid reimbursement rates, meaning a competition-informed price-setting practice. Therefore, the price-setting strategy of all companies is that of market pricing. Each company additionally operates primarily under the buy only pricing model, with Inogen mentioning the service segment of their business generating significant revenue.

Skyline Medical is a company specializing in the collection and disposal of infectious fluids that result from surgical procedures and post-operative care (Skyline Medical, 2017). Their principle focus is the Streamway System, with features such as automated measurement of volumes, prevention of cross-
contamination, and a tissue trap that allows for tissue retrieval. Disclosed in their 2015 annual report, Skyline implies that their pricing strategy is one of penetration pricing, specifically singling-out their competitor Stryker Instrument’s comparable system and citing notable differences (Skyline Medical, 2016). The significant differences mentioned are a 33% savings in device purchase price, an industry common installation process that can be performed by distributors, independent contractors, or customer in-house engineering, as well as underpricing the disposable kit needed for each patient operation by $1. Therefore, the pricing practice detailed in the report is that of competition-informed, although undoubtedly an underlying degree of cost-informed practice evaluated to set their product price floor. The company’s pricing model is dominantly through the sale of the Streamway units, with the sale of non-reusable filters and cleaning solutions making up a smaller revenue component.

General Electric (GE) is a global conglomerate company with divisions in the aviation, power generation, electricity distribution, healthcare, oil and gas, transportation, household appliances, and financial industries (GE, 2016). In researching cutting-edge medtech technologies, the recent 3.0-tesla (3T) magnetic resonance imaging (MRI) machines developed at GE were identified as being cutting-edge technology in terms of their magnet strength, bore size, and quieter running status. However, pricing information was discovered only through distributors and then only from contact with sales associates. Consequently, a previous model, the 1.5-tesla (1.5T) LX MRI, was found with sufficient pricing information.

Not only had the 1.5T machines been sold initially at higher prices only to be lowered in time with increased competition from other companies and technologies, but sales were initially only available through GE authorized dealers, later opening up to affiliates and then third party venders. From uncovering the historical change in pricing as well as sales practices, it is evident that GE uses value-informed price-setting practices to establish skimming price-setting strategies for its MRI products. GE does offer both the sale and lease of its MRI units, although not all venders offer a leasing option. Undoubtedly, GE must have developed this pricing strategy through years of experience in the healthcare as well as other industries in order to maximize returns to the company.

The sixth and final case study included in this report is from Intuitive Surgical (Intuitive). They manufacture the da Vinci Surgical System used in robotic surgeries, along with related instruments and accessories (Intuitive, 2016). Being a young and ambitious medtech company listed publically, Intuitive has disclosed the largest amount of pricing information found for this research. In their annual report, Intuitive defines their business strategy priorities all in relation to value to its customers; patient, surgeon, and hospital. With the customer in mind, Intuitive has focused their product technology and further improvements on maximizing the value of the system for its customers, primarily through conversion of standard open surgeries to be compatible with the da Vinci system, to better train
surgeons for a larger range of complex minimally invasive surgeries (MIS), and to develop procedures that could convert multiport laparoscopic surgeries into single port surgeries. In all, it is clear that Intuitive employs a value-informed price-setting practice.

Intuitive lists the revenue streams in 2015 from the sale of its surgical systems, sales-type and operating lease options, annual service plan, as well as the non-reusable or gradually degrading instruments and accessories. An impressive 492 robotic systems were sold in 2015, yielding 30% of their annual profits, with another 63 systems delivered to customers under lease terms, yielding less than 1% of profits. On top of that were a combined total of 3,597 systems in use and covered under annual service contracts, bringing in 19% of 2015 profits, but most substantially was the sale of non-reusable or replacement instrument and accessories, equaling over 50% of the annual profits. From this information it is clear that Intuitive primarily employs a buy and use pricing model, with a much smaller percent of clients choosing the leasing option of a recurring pricing model.

Also in the annual report are the ranges of prices charged to its customers for the da Vinci Surgery System, the annual service agreements, and the non-reusable or gradually degrading instruments and accessories. The range values are not necessarily important, but the magnitude of the discounts given to some customers is substantial. Sale of the da Vinci Surgery System ranges from $0.6 to $2.5 million each, meaning some customers may receive up to a 76% discount. The annual service agreements range in price from $80 to $170 thousand per year (up to 53% discount), and the instruments and accessories, on a per-use basis, equate to a $700 to $3,200 per surgery cost (up to 78% discount). Calculating the average cost for these three categories from the total number of sales, operational units, and procedures in 2015 shows indication that the average price paid is roughly halfway between the maximum and zero discount range. They describes their customer base as being primarily US-based (71% of revenue) as well as being larger governmental hospital chains who the purchase the system in bulk, which explains why significant discounts are being offered.

Intuitive also describes their competition in the industry as being the traditional MIS, open surgery, interventional or pharmaceutical options. They describe their robotic option for surgery as an advanced technology albeit with higher costs, that results in increased and quicker success rates. In all, due to the high cost of the system and limited necessity for the limited specialized surgeries currently with guidelines written for execution using the system, Intuitive is implementing a skimming price-setting strategy with substantial price negotiation (discounting) with the customers.

Findings RQ 2: Where are the observed differences and benefits between the pricing strategies and models?

As seen in the six case study companies, the price-setting practices of competition-informed and value-informed are the dominant ones implemented. Where they differ is when the new technologies are
applied to more patient-centered medical conditions (as is the case for EnteroMedics, Alphatec, Inogen, and Skyline) or towards the hospital-centered medical devices (GE and Intuitive).

The first three medtech products are addressing new higher technology solutions to existing patient conditions, and therefore have pricing restricted by the US Medicare CMS reimbursement price listing, or more generally a market pricing strategy. Bottom line profit for these companies is therefore most strongly determined by total cost reduction to the customers plus decreasing their own operating costs and expenses. Skyline’s product is not patient specific, and because of the company’s ambition towards significant market share they have chosen to underprice the product, following a penetration pricing strategy. Bottom line profit for them will come from effective marketing, product performance, and market share growth. Both GE and Intuitive’s products are providing higher technology solutions to hospital equipment limitations or competition amongst hospitals for patients needing specialized procedures and tests, thus necessitating skimming price-setting strategies. Bottom line profit for them will come in terms of relative advances their equipment technology has over competitors plus value appeal to the surgeons and patients.

Within this case study selection, the first five companies primarily utilize the buy only pricing model as a result of them all manufacturing machinery or equipment that generate the majority of their revenue, with little to no additional instruments or accessories needed. The sixth company utilizes the buy and use pricing model, thereby having significant revenue coming from both its surgery system and the non-reusable components.

CONCLUSIONS

Through this six-company case study several advantages and disadvantages to the price-setting practices, strategies, and models were found. In short, the price-setting practice will be determined based on the customer being either single-use patients or large customer throughput hospitals, with the focus being on finding the greatest value for the targeted customers. The price-setting strategy is largely related to the price-setting practice, with modifications based on the relative newness of the technology, level of competition, and trade-off between growth in market share or higher profit margins. The pricing model is primarily dependent on the product delivery method and/or operation by the customer, but with modifications possible based on product customization, relationship with the customer, and specialized financing options.

Advantages in competition-informed price-setting practices plus market price-setting strategy include assurance of a fair price along with associated market share, but the disadvantages include significant competition and lower profit margins in order to grow market share. Advantages in value-informed practices as well as the skimming price-setting strategy include higher profit margins leading to
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quicker profitability while not growing your customer base faster than supply lines and infrastructure needs, but with the disadvantage of lower market share with higher R&D and marketing costs. Advantages of cost-informed practices and the penetration price-setting strategy include setting a price floor and gaining market share, whereas the disadvantages include lower profitability and potentially setting a low reference price from which your customers will continue to demand low prices.

Advantages to the buy pricing model include the largest customer payments at the earliest time to product delivery, which decreases the OEM’s financing requirements. The disadvantages to the buy pricing model are that it is more financially intensive for customers, and if the technology advances quick enough will leave customers feeling left behind or disappointed. The lease pricing model is a favorable step for the customer, allowing additional payment options and thus an increased customer base. Disadvantages for the OEM include delayed revenue streams and increased staff to track the various accounts. Pay-per-use pricing models are not applicable for all healthcare device companies, but when they are they bring additional revenue for the OEMs as well as a fairer pricing model between customers who use the product more or less than others. Disadvantages include continual inventory monitoring for both OEMs and customers.

No particular ranking of the price-setting practices, strategies and models can be made generically. A specific product and target customer are to first be identified, working next to the price-setting. However, it is noted that in general the larger and more successful companies have product lines with price-setting practices and strategies that evolve with the product and industry age, and that contain diverse pricing models to draw in the largest possible customer base.

Future study must include a larger amount of case study companies within the medtech industry, expansion into other new technology industry segments, and could also incorporate the change in price through a particular product’s life cycle.
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ABSTRACT

The purpose of this study is to investigate the antecedent factors of brand equity used in another study by Dennis et al. (2016). The current study is based on four universities located in Estonia and Finland, i.e. the University of Tartu, Vaasa University, JAMK University of Applied Sciences and Aalto University. Furthermore, this study investigates the moderating effects of university innovative philosophy, industry innovation adoption and content of mission statement between brand attachment strength and commitment, trust and satisfaction. The research methodology is based on 172 surveys collected through an on-line questionnaire placed on the platform connect.ee, and students, members of staff and administrative employees were asked to complete this questionnaire. The findings of the study reveal that all relationships between antecedent factors i.e. internal reputation, brand image, brand meaning, brand identity, brand attachment strength, commitment, trust, and satisfaction with brand equity are positive and significant. In addition, three moderators play an important role in the model, namely the moderating effects of university innovative philosophy, industry innovation adoption and content of mission statement on the relationship between brand attachment strength and commitment in relation to brand equity. Finally, the study discusses the managerial implications and limitations of the study and future research directions.

Keywords: Brand equity of universities, antecedent factors, moderating effects, university innovative philosophy/industry innovation adoption/content of mission statement

1. INTRODUCTION

The entrepreneurial university type is nowadays a demanding profile among higher education institutions (Minola et al. 2016) and they should be customers’ oriented with central focus on students’ well-being. Previous studies have investigated student loyalty in relation to satisfaction, affective
commitment, calculative commitment and trust (Bowden and Wood, 2011) and whether gender is a mediator between loyalty and the rest of above mentioned constructs. In a more recent study, Pham and Lai (2015) examined the impact of disconfirmation on student satisfaction and in turn the influence of student satisfaction directly on loyalty or indirectly through commitment and adjusted expectation. Nevzat et al. (2016) examined the strength of the university Facebook community in relation to the level of identification with the university community and level of identification with the university brand trust and in turn university brand loyalty. Furthermore, Dennis et al. (2016) investigated the role of brand attachment strength in higher education. Particularly, they examined a complicated model including as a dependent variable brand equity and antecedent factors i.e., internal reputation, brand image, brand meaning, brand identity, brand attachment strength, commitment, trust, and satisfaction.

According to Dennis et al. (2016), the future research direction could focus on the actual dimensions of brand characteristics in depth by concentrating on specific higher education institutions (HEIs). In addition, it is important to find out the strength of the moderating effects of university innovative philosophy, industry innovation adoption and content of mission statement (Coudounaris, 2016), for example on brand attachment strength.

This study has the aim of investigating the impact of antecedent factors, i.e., internal reputation, brand image, brand meaning and brand identity, brand attachment strength, commitment, and trust and satisfaction in brand equity. An objective is to test the moderating effects of university innovative philosophy, industry innovation adoption and content of mission statement on brand attachment strength and consecutively commitment, trust and satisfaction.

In the remainder of the article the author focuses on a related literature review and the implemented research methodology. Finally, the findings are presented followed by a discussion of the managerial implications, limitations of the study and future research direction.

2. LITERATURE REVIEW

Though there has been limited published research relating to B2C service-markets linked to brand equity, relevant concepts are discussed: in particular, brand equity as a tool of competition, brand equity processes in the B2C context, a revised customer-based pyramid for B2C, and B2C.
<table>
<thead>
<tr>
<th>Authors</th>
<th>Names of Journals and year of publication</th>
<th>Sample size</th>
<th>Key constructs in the model</th>
<th>Comments on the model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dennis, Papagiannidis, Alamanos and Bourlakis</td>
<td>Journal of Business Research (2016)</td>
<td>On-line survey of 605 students and graduates</td>
<td>The role of brand attachment strength in education</td>
<td>Internal brand equity</td>
</tr>
<tr>
<td>Sanbacka, Nätti, &amp; Tähtinen</td>
<td>Journal of Services Marketing (2013)</td>
<td>Single case study</td>
<td>Company brand identity, company brand image</td>
<td>External branding process</td>
</tr>
<tr>
<td>Baumgarth &amp; Binckebanck</td>
<td>Journal of Product &amp; Brand Management (2011)</td>
<td>201</td>
<td>Salesperson’s personality, salesperson’s behaviour, product quality, non-personal communication, brand perceptions, brand strength and brand loyalty</td>
<td>Sales force impact on B2B brand equity. Significant positive relationships</td>
</tr>
<tr>
<td>Marquardt, Golicic &amp; Davis</td>
<td>Journal of Services Marketing (2011)</td>
<td>Two case studies</td>
<td>Brand management &amp; brand equity</td>
<td>B2B services-branding process</td>
</tr>
<tr>
<td>Baumgarth &amp; Schmidt</td>
<td>Industrial Marketing Management (2010)</td>
<td>93</td>
<td>Brand orientation, internal brand commitment, internal brand knowledge, internal brand involvement, internal brand equity and customer based brand equity</td>
<td>Internal brand equity</td>
</tr>
<tr>
<td>Gupta, Melewar &amp; Bourlakis</td>
<td>Journal of Business &amp; Industrial Marketing (2010)</td>
<td>12 in-depth interviews</td>
<td>Brand knowledge, brand representative &amp; selection of brand by resellers for resale</td>
<td>A theoretical model of transfer of brand knowledge to resellers moderated by brand representative</td>
</tr>
<tr>
<td>Rauyruen, Miller, &amp; Groth</td>
<td>Journal of Services Marketing (2009)</td>
<td>294 firms</td>
<td>a) Drivers of customer loyalty: habitual buying, trust in service provider, and perceived service quality, b) Service loyalty: purchase intentions and attitudinal loyalty, c) Brand equity: customer share of wallet, price premium 1, &amp; price premium 2</td>
<td>A conceptual model of service loyalty and brand equity</td>
</tr>
<tr>
<td>Burnmann, Hegner &amp; Riley</td>
<td>Marketing Theory (2009)</td>
<td>Conceptual model</td>
<td>Identity-based branding: major constructs: brand identity, brand image, brand promise, brand behaviour, brand expectations, and brand experience.</td>
<td>Interaction between internal and external stakeholder</td>
</tr>
<tr>
<td>Davis, Golicic &amp; Marquardt</td>
<td>Industrial Marketing Management (2008)</td>
<td>142 service providers, 71 customers</td>
<td>Brand awareness, brand image, relationship role and brand equity</td>
<td>A conceptual model among service providers and customers. Significant positive relationships</td>
</tr>
<tr>
<td>Author</td>
<td>Source</td>
<td>Type</td>
<td>Description</td>
<td>Notes</td>
</tr>
<tr>
<td>-------------------------</td>
<td>---------------------------------------------</td>
<td>------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------------------------------</td>
</tr>
<tr>
<td>Lynch, &amp; de Chernatony</td>
<td>Brand Management (2004)</td>
<td>Conceptual</td>
<td>Internal brand development and communication, external brand communication, brand information processing in the buying centre and marketing variables</td>
<td>Building B2B brands with balanced functional and emotional values</td>
</tr>
<tr>
<td>Berry</td>
<td>Journal of Academy of Marketing Science (2000)</td>
<td>4 cases</td>
<td>Company’s brand, external brand communications and customer experience with company: brand awareness, brand meaning: brand equity</td>
<td>A service-branding model</td>
</tr>
<tr>
<td>Chaudhuri</td>
<td>Journal of Product &amp; Brand Management (1995)</td>
<td>199 shoppers at a campus store</td>
<td>Brand attitudes and habit: brand loyalty; brand equity outcomes</td>
<td>A model of attitudes, habit, loyalty and brand equity outcomes</td>
</tr>
<tr>
<td>Keller</td>
<td>Journal of Marketing (1993)</td>
<td>Conceptual</td>
<td>Brand knowledge and its constructs, i.e. brand awareness and brand image associate with customer-based brand equity</td>
<td>Customer-based brand equity</td>
</tr>
</tbody>
</table>

Service brand process, building a B2C brand with functional and emotional values, internal branding in the business sector, and brand relevance – all of these have become concepts under consideration for the current framework. A full review of these concepts is, however, beyond the focus of this study.

A list of papers relevant to brand equity are included in Table 1. There are at least fourteen models incorporating the construct of brand equity during the period 1993-2016, as shown in Table 1.

Three of the models are conceptual ones, while the remaining eleven are based on empirical studies. The criteria used for incorporating studies in Table 1 are the following: a) conceptual and empirical studies providing a model on brand equity, b) the studies are included in academic journals, and c) the papers have been published in the period 1993-2016.

This study contributes to the literature by partly replicating a USA study in a different environment and integrating existing literature in the area of brand equity based on four Higher Education Institutes (HEIs) based in Estonia and Finland. In addition, the author utilizes three constructs used in another study (Coudounaris, 2016) related to innovativeness in tertiary education, i.e. university innovative philosophy, industry innovation adoption and content of university mission statement. These three constructs are tested in the current model as moderators between brand attachment strength and consecutively with commitment, trust and satisfaction. The previous work by Dennis et al. (2016) was performed with students and graduates of USA universities.

2.1 Brand equity

There are at least fourteen models that have incorporated the construct of brand equity during the period 1993-2016, as shown in Table 1 above. Three of the models are conceptual ones, while the remaining ten models are based on empirical studies. The criteria used for incorporating studies in
Table 1 are the following: a) they are conceptual and empirical studies providing a model of brand equity, b) the studies are included in academic journals, and c) the papers have been published within the period 1993-2016.

Note: * In this figure there are only three out of eight moderating effects of students vs academic staff on the relationship between antecedent factors and brand equity

Figure 1. The conceptual model of brand equity of universities and its antecedent factors

2.2 Hypotheses building

Figure 1 above shows the hypotheses that will be tested in this study. Internal reputation was examined within the context of brand equity based on the work by Chaidhuri (2002), and the hypothesis is as follows:

H1.1 There is a positive relationship between internal reputation and brand attachment strength

Brand Image, Brand Meaning and Brand Identity are concepts which were tested in different studies (Alwi & Da Silva, 2007; Escalas & Bettman, 2005; Goi et al., 2014. The hypotheses are as follows:

H2.2, H2.3 and H2.4: There are positive relationships between brand image, brand meaning and brand identity with brand attachment strength, which is operationalized based on the work by Park et al. (2010).

Furthermore, brand attachment strength influences commitment, trust and satisfaction. The operationalization of commitment, trust and satisfaction is based on the work by Jillapalli and Jillapalli (2014). Therefore, the hypotheses run as follows:
H3.1, H3.2 and H3.3: There are positive relationships between brand attachment strength and commitment, trust and satisfaction.

In addition, commitment, trust and satisfaction impact on brand equity, which is operationalized by the study Yoo et al. (2000). Therefore, the hypotheses are as follows:
H4.1, H4.2 and H4.3: There are positive relationships between commitment, trust and satisfaction with brand equity.

Furthermore, university innovative philosophy, industry innovation adoption and content of mission statement, which were all operationalized in the study by Coudounaris (2016), have moderating effects on the relation between brand attachment strength and commitment/trust/satisfaction. Therefore, the hypotheses run as follows:
H5.1, H5.4 and H5.7: The moderating effects of university innovative philosophy, industry innovation adoption and content of mission statement have a positive impact on the relationship between brand attachment strength and commitment.
H5.2, H5.5 and H5.8: The moderating effects of university innovative philosophy, industry innovation adoption and content of mission statement have a positive impact on the relationship between brand attachment strength and trust.
H5.3, H5.6 and H5.9: The moderating effects of university innovative philosophy, industry innovation adoption and content of mission statement have a positive impact on the relationship between brand attachment strength and satisfaction.

Finally, the study tests the moderator of students versus academic staff between antecedent factors and brand equity (Dennis et al., 2016). Therefore, the hypothesis is the following one:
H5.10: The moderator of students versus academic staff impacts positively on the relationship between all antecedent factors and brand equity.

3. RESEARCH METHODOLOGY

The author sent email invitations with a link to the on-line questionnaire to students, academic employees and administrative employees of four universities, i.e. the University of Tartu, Vaasa University, JAMK University of Applied Sciences and Aalto University. Three reminders were sent during the period of investigation. The collection of data lasted for 5 months between December 2016 and April 2017. It is worth noting that a link to the 10 page questionnaire was sent as an invitation to emails found on the web pages of above universities. The survey questionnaire was uploaded onto a web page platform rented from connect.ee, i.e. www.connect.ee/survey/374746316/. The questionnaire refers to different aspects of the brand equity of the above universities. In total, 172 completed questionnaires were received and used in the analysis. 99 questionnaires were received from the
University of Tartu, 33 from Vaasa University, 21 from JAMK University of Applied Sciences and 19 from Aalto University.

In addition, the author checked for nonresponse bias in the sample and common method bias. Regarding nonresponse bias, we divided the sample into three subgroups. The three subgroups were the early group (comprising the first 57 participants), the middle group (including the following 57 participants) and the late group, consisting of the last 58 participants. The t-test analysis or a comparison of independent samples revealed no significant differences among the three groups. Consequently, there were no common significant differences among the three comparisons of samples, leading to the conclusion that the phenomenon of nonresponse bias was non-existent in our sample (Armstrong & Overton, 1977).

4. FINDINGS

4.1 Estimation of the model

The researcher estimated the default model by implementing a confirmatory factor analysis (CFA). The estimation of the model had a very good fit because \( \chi^2/df \) was 1.950 with 464 degrees of freedom and the value of CFI was high, i.e. above .900 (CFI= .915) and GFI of .771 above the threshold of .7. Furthermore, RMSEA reached .075 with ECVI equal to 6.425. Additionally, NFI, RFI, IFI, and TLI values were .842, .820, .916 and .903, respectively. Figure 1 indicates the model developed with no deductions in the variables (Byrne, 2010). The attitudinal model shows a good fit because RMSEA is 0.075, which is below the critical value of 0.08 (Hair et al., 2010). Moreover, CFI is above the critical value of 0.9 (CFI=.915) and CMIN/DF is below 2, that is \( \chi^2/df \) = 1.950. It is worth noting that for the attitudinal model the calculated Cronbach α equals .905 for the construct ‘Brand Equity’, and for the remaining eight constructs ‘internal reputation’, ‘brand image’, ‘brand meaning’, ‘brand identity’, ‘brand attachment strength’, ‘commitment’, ‘trust’, and ‘satisfaction’ the values of Cronbach are α\(_1\)=0.906, α\(_2\)=0.874, α\(_3\)=0.862, α\(_4\)=0.884, α\(_5\)=0.928, α\(_6\)=0.937, α\(_7\)=0.934, α\(_8\)=0.900, and α\(_9\)=0.905 respectively. The average Cronbach’s Alpha values are above .7, specifically .903, so the manifest variables are unidimensional. Therefore, one can conclude that the Cronbach’s α of all constructs show high internal consistency reliability. The study utilized 172 cases and no outliers were found.

The model was tested for common method bias. To secure evidence of its non-existence, a CFA was performed, in which all indicators included in the structural model were restricted to load on a single factor (Podsakoff & Organ, 1986). The fit indices obtained from this analysis indicated a poor model fit, which implies that common method bias does not appear to be a problem in this study. The hypothesized associations between the constructs were tested by estimating the SEM using the
maximum likelihood technique. It is worth noting that the chi-square for the model was found to be significant ($\chi^2 = 904.730$, $p = .000$), although this statistic faces limitations.

The correlation matrix (Table 2) shows that there is good correlation between the constructs and they are statistically significant and below 0.7.

**Table 2. Correlation matrix - Pearson correlations for a sample of (N=172)**

<table>
<thead>
<tr>
<th>Constructs</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>F8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal Reputation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brand Image</td>
<td>.695</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brand Meaning</td>
<td>.554</td>
<td>.549</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brand Identity</td>
<td>.414</td>
<td>.512</td>
<td>.408</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brand Attachment</td>
<td>.480</td>
<td>.396</td>
<td>.683</td>
<td>.435</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commitment</td>
<td>.441</td>
<td>.404</td>
<td>.670</td>
<td>.448</td>
<td>.798</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust</td>
<td>.540</td>
<td>.505</td>
<td>.506</td>
<td>.580</td>
<td>.519</td>
<td>.646</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction</td>
<td>.330</td>
<td>.371</td>
<td>.560</td>
<td>.425</td>
<td>.505</td>
<td>.657</td>
<td>.573</td>
<td></td>
</tr>
<tr>
<td>Brand Equity</td>
<td>.458</td>
<td>.476</td>
<td>.594</td>
<td>.461</td>
<td>.527</td>
<td>.597</td>
<td>.550</td>
<td>.618</td>
</tr>
</tbody>
</table>

The standardized path coefficients of the latent variables and their p-values appear in Table 3. The table shows that, based on SEM analysis, all relationships are supported. The standardized coefficients of Betas, particularly for all relationships, are positive and statistically significant at the 95% confidence level. The following relationships between internal reputation and brand image ($\beta = 0.846$, $p < 0.05$), internal reputation and brand meaning ($\beta = 0.813$, $p < 0.005$), brand attachment and commitment ($\beta = 0.783$, $p < 0.05$) and satisfaction and brand equity ($\beta = 0.779$, $p < 0.05$) have the greatest impacts in the model. However, the relationships between brand meaning and brand attachment strength ($\beta = 0.375$, $p < 0.05$), brand identity and brand attachment strength ($\beta = 0.523$, $p < 0.05$), brand attachment strength and trust ($\beta = 0.468$, $p < 0.05$) and commitment and brand equity ($\beta = 0.531$, $p < 0.05$) have the lowest impacts in the model.

Furthermore, the construct internal reputation has most impact on brand image, brand image mostly influences brand attachment strength, brand attachment strength highly impacts commitment, and finally satisfaction has the most effect on brand equity. In contrast, the construct brand meaning has the least effect on brand attachment strength and brand attachment strength has a
low impact on trust. In conclusion, one can argue that the brand equity of the four universities under investigation is positively and significantly influenced by internal reputation, brand factors (image, meaning, identity), brand attachment strength, commitment, trust and satisfaction. The current results regarding the hypotheses are mostly similar to the results by Dennis et al. (2016). However, in the latter study brand attachment strength had a negative effect on satisfaction, and the path from commitment to brand equity was not significant. The positive and significant paths of this study (see Table 3) are in line with the positive and significant paths of the study by Jillapalli and Jillapalli (2014).

Table 3. Hypotheses testing through SEM analysis

<table>
<thead>
<tr>
<th>Hypotheses: Dependent variables (Independent variables)</th>
<th>Standardized Coefficients</th>
<th>p-value</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1.1: Internal Reputation Brand Image F1 F2</td>
<td>.846</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H1.2: Internal Reputation Brand Meaning F1 F3</td>
<td>.813</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H1.3: Internal Reputation Brand Identity F1 F4</td>
<td>.737</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H2.1: Brand Image Brand Attachment Strength F2 F5</td>
<td>.628</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H2.2: Brand Meaning Brand Attachment Strength F3 F5</td>
<td>.375</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H2.3: Brand Identity Brand Attachment Strength F4 F5</td>
<td>.523</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H3.1: Brand Attachment Strength Commitment F5 F6</td>
<td>.783</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H3.2: Brand Attachment Strength Trust F5 F6</td>
<td>.468</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H3.3: Brand Attachment Strength Satisfaction F5 F7</td>
<td>.749</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H4.1: Commitment Brand Equity F6 F9</td>
<td>.531</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H4.2: Trust Brand Equity F7 F9</td>
<td>.720</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>H4.3: Satisfaction Brand Equity F8 F9</td>
<td>.779</td>
<td>.000</td>
<td>Supported</td>
</tr>
</tbody>
</table>

3.2 Moderating effects of brand attachment strength on commitment/ trust/ satisfaction

Table 4 below tests whether the moderators are significant. Particularly, based on regression analysis, the moderating effects between brand attachment strength and commitment, trust and satisfaction are tested. Table 4 reveals that all the moderators are positive and significant. Specifically, three moderators have the greatest effects, i.e. the moderating effects of university innovative philosophy on brand attachment strength and commitment, the moderating effects of industry innovation adoption between brand attachment strength and commitment, and finally the moderating effects of content of mission statement on brand attachment strength and commitment.

Table 4. Hypotheses regarding moderators
### Moderating effects of University Innovative Philosophy*, Industry Innovation Adoption* and Content of Mission Statement* on the relationship between Brand Attachment Strength and Commitment/Trust/Satisfaction

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Coefficient</th>
<th>Standardized Coefficient</th>
<th>p-value</th>
<th>Adjusted R square</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>H5.1: Moderating effects of University Innovative Philosophy on the relationship between Brand Attachment Strength and Commitment</td>
<td>2.334</td>
<td>.689</td>
<td>.000</td>
<td>.472</td>
<td>Supported</td>
</tr>
<tr>
<td>H5.2: Moderating effects of University Innovative Philosophy on the relationship between Brand Attachment Strength and Trust</td>
<td>2.908</td>
<td>.484</td>
<td>.000</td>
<td>.230</td>
<td>Supported</td>
</tr>
<tr>
<td>H5.3: Moderating effects of University Innovative Philosophy on the relationship between Brand Attachment Strength and Satisfaction</td>
<td>2.847</td>
<td>.489</td>
<td>.000</td>
<td>.234</td>
<td>Supported</td>
</tr>
<tr>
<td>H5.4: Moderating effects of Industry Innovation Adoption on the relationship between Brand Attachment Strength and Commitment</td>
<td>2.415</td>
<td>.681</td>
<td>.000</td>
<td>.460</td>
<td>Supported</td>
</tr>
<tr>
<td>H5.5: Moderating effects of Industry Innovation Adoption on the relationship between Brand Attachment Strength and Trust</td>
<td>2.970</td>
<td>.479</td>
<td>.000</td>
<td>.225</td>
<td>Supported</td>
</tr>
<tr>
<td>H5.6: Moderating effects of Industry Innovation Adoption on the relationship between Brand Attachment Strength and Satisfaction</td>
<td>2.944</td>
<td>.478</td>
<td>.000</td>
<td>.224</td>
<td>Supported</td>
</tr>
<tr>
<td>H5.7: Moderating effects of Content of Mission Statement on the relationship between Brand Attachment and Commitment</td>
<td>2.192</td>
<td>.733</td>
<td>.000</td>
<td>.534</td>
<td>Supported</td>
</tr>
<tr>
<td>H5.8: Moderating effects of Content of Mission Statement on the relationship between Brand Attachment and Trust</td>
<td>2.629</td>
<td>.550</td>
<td>.000</td>
<td>.298</td>
<td>Supported</td>
</tr>
<tr>
<td>H5.9: Moderating effects of Content of Mission Statement on the relationship between Brand Attachment and Satisfaction</td>
<td>2.579</td>
<td>.553</td>
<td>.000</td>
<td>.301</td>
<td>Supported</td>
</tr>
</tbody>
</table>

Note: *University Innovative Philosophy, Industry Innovation Adoption and Content of Mission Statement are measured by a number of variables shown in Appendix 1.

Furthermore, the split-group approach was used to examine the moderating effects of students versus academic staff on the link between each of the eight antecedent factors and brand equity (see Table 5). In particular, the sample was divided into students versus academic staff. Two models were estimated for this hypothesized moderator: a constraint model, in which the path influenced by the moderator was fixed to 1, and a free model, in which all paths were freely estimated. A significant chi-square difference between the two models indicated that the moderating effect was significant in relation to the hypothesized relationship. Table 5 shows that the moderating effects of students are higher on the...
relationship of antecedent factors and brand equity than the moderating effects of academic staff. This finding supports that efforts should be focused on students by satisfying them in different ways, i.e. socially and scientifically by developing different educational clubs and bringing in foreign academics to teach them. Academic staff seem to impact in a weaker way on the relationship between antecedent factors and the brand equity of the university.

Table 5. Hypotheses testing of moderators – The effects of students vs academic staff on the link between antecedent factors and brand equity (based on SEM analysis)

<table>
<thead>
<tr>
<th>Independent Variables*</th>
<th>Beta</th>
<th>p-value</th>
<th>Supported /Non-supported</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Students (N=80), $\chi^2$=780.572</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal Reputation</td>
<td>.852</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Brand Image</td>
<td>.842</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Brand Meaning</td>
<td>2.109</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Brand Identity</td>
<td>1.134</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Brand Attachment Strength</td>
<td>1.860</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Commitment</td>
<td>2.216</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Trust</td>
<td>1.796</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>1.845</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Brand Equity</td>
<td>2.109</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td><strong>Academic Staff (N=77), $\chi^2$=830.732, $\Delta\chi^2$=50.160</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal Reputation</td>
<td>.830</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Brand Image</td>
<td>.818</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Brand Meaning</td>
<td>1.460</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Brand Identity</td>
<td>1.818</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Brand Attachment Strength</td>
<td>1.516</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Commitment</td>
<td>1.424</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Trust</td>
<td>1.519</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>1.637</td>
<td>.000</td>
<td>Supported</td>
</tr>
<tr>
<td>Brand Equity</td>
<td>1.742</td>
<td>.000</td>
<td>Supported</td>
</tr>
</tbody>
</table>

Note: * Dependent variable = Brand Equity, df=464.

4.2 Reliability and validity of the model

Table 6 below shows the estimates of standardized regression weights (based on CFA) of the variables of the nine dimensions of brand equity. For assessing convergent validity and reliability, we proceed with the following three steps. Firstly, the loading estimates (standardized regression
weights) of 33 variables are well above 0.5 within the range of 0.607 to 0.952, showing a satisfactory convergent validity. Due to the fact that 66.7% of the values of the loadings are above 0.800 and another 30.3% between 0.700 to 0.800, it can be concluded that there is an adequate convergent validity.

Table 6. Estimates of standardized regression weights

<table>
<thead>
<tr>
<th>Independent and dependent variables of the model</th>
<th>Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal Reputation 1: This university has a good status</td>
<td>.885</td>
</tr>
<tr>
<td>Internal Reputation 2: This university has a good reputation</td>
<td>.909</td>
</tr>
<tr>
<td>Brand Image 1: The brand image of our university is reassuring</td>
<td>.822</td>
</tr>
<tr>
<td>Brand Image 2: The brand image of our university is straightforward</td>
<td>.744</td>
</tr>
<tr>
<td>Brand Image 3: The brand image of our university is open</td>
<td>.607</td>
</tr>
<tr>
<td>Brand Image 4: the brand image of our university is supportive</td>
<td>.700</td>
</tr>
<tr>
<td>Brand Meaning 1: This university reflects who I am</td>
<td>.830</td>
</tr>
<tr>
<td>Brand Meaning 2: I feel a personal connection to this university</td>
<td>.738</td>
</tr>
<tr>
<td>Brand Meaning 3: I use this university to communicate who I am to other people</td>
<td>.742</td>
</tr>
<tr>
<td>Brand Meaning 4: I think this university helps me become the type of person I want to be</td>
<td>.786</td>
</tr>
<tr>
<td>Brand Identity 1: This university has a helpful website</td>
<td>.712</td>
</tr>
<tr>
<td>Brand Identity 2: This university has an outstanding mission and vision</td>
<td>.874</td>
</tr>
<tr>
<td>Brand Identity 3: This is visible university with personality</td>
<td>.849</td>
</tr>
<tr>
<td>Brand Identity 4: The staff are well trained in their roles</td>
<td>.779</td>
</tr>
<tr>
<td>Brand Attachment Strength 1: To what extent is this university part of you and who you are?</td>
<td>.907</td>
</tr>
<tr>
<td>Brand Attachment Strength 2: To what extent do you feel personally connected to the university?</td>
<td>.899</td>
</tr>
<tr>
<td>Brand Attachment Strength 3: To what extent do you feel emotionally bonded to the university?</td>
<td>.863</td>
</tr>
<tr>
<td>Brand Attachment Strength 4: To what extent is the university part of you?</td>
<td>.900</td>
</tr>
<tr>
<td>Brand Attachment Strength 5: To what extent does the university say something to other people about how you are?</td>
<td>.708</td>
</tr>
<tr>
<td>Commitment 1: I am very committed to this university</td>
<td>.904</td>
</tr>
<tr>
<td>Commitment 2: This university is very important to me</td>
<td>.917</td>
</tr>
<tr>
<td>Commitment 3: I really care about this university</td>
<td>.850</td>
</tr>
<tr>
<td>Commitment 4: I believe that this university deserves my effort in maintaining a relationship</td>
<td>.863</td>
</tr>
<tr>
<td>Trust 1: This university can be trusted</td>
<td>.882</td>
</tr>
<tr>
<td>Trust 2: This university is expected to do what is right</td>
<td>.811</td>
</tr>
<tr>
<td>Trust 3: This university has high integrity</td>
<td>.913</td>
</tr>
<tr>
<td>Trust 4: This university keeps its promises</td>
<td>.900</td>
</tr>
<tr>
<td>Satisfaction 1: I am delighted with this university’s program/degree/course</td>
<td>.927</td>
</tr>
<tr>
<td>Satisfaction 2: Overall, I am satisfied with this university’s program/degree/course</td>
<td>.929</td>
</tr>
</tbody>
</table>
Satisfaction 3: I think I did the right thing when I decided to take this university’s program/degree/course

Brand Equity 1*: Even if another university had the same features as this one, I would prefer to study at this university

Brand Equity 2*: If there was another university as good as this one, I would still prefer to study at this university

Brand Equity 3*: If another university was similar to this university in any way, it would still seem smarter to study at this university

Note: * Dependent variables

Secondly, the calculation of the variance extracted (VE) of each construct exceeds 50%, and the model has adequate convergent validity. Specifically, the variance extracted for the nine constructs was above 50% (see Table 7) and the average variance extracted was 0.84. Since each construct has VE>0.5 and the AVE=0.839>0.5, this consequently satisfies the discriminant validity criterion of AVE>0.5 introduced by Fornell and Larcker (1981). It should be noted that AVE of less than .5, which is not the case for the calculated AVE of this study, indicates that, on average, there is more error remaining in the items than there is variance explained by the latent factor structure imposed on the measure (Hair et al., 2010).

Finally, the construct reliabilities are calculated for each construct which some of them do not exceed 0.7. The mean construct reliability estimate is 0.711, which exceeds the critical value of 0.7. This suggests a satisfactory degree of reliability.

**Table 7.** Completely standardized factor loadings. Variance extracted and estimates of reliability of constructs

<table>
<thead>
<tr>
<th>Variables</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>F8</th>
<th>F9</th>
<th>Item Reliabilities</th>
<th>Eigen - value</th>
<th>Delta= 1-item reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR01</td>
<td>0.885</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.783</td>
<td>.217</td>
<td></td>
</tr>
<tr>
<td>VAR02</td>
<td>0.909</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.827</td>
<td>1.610</td>
<td>.173</td>
</tr>
<tr>
<td>VAR03</td>
<td>0.822</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.676</td>
<td>.324</td>
<td></td>
</tr>
<tr>
<td>VAR04</td>
<td>0.744</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.554</td>
<td>.446</td>
<td></td>
</tr>
<tr>
<td>VAR05</td>
<td>0.607</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.368</td>
<td>.632</td>
<td></td>
</tr>
<tr>
<td>VAR06</td>
<td>0.700</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.491</td>
<td>2.089</td>
<td>.509</td>
</tr>
<tr>
<td>VAR07</td>
<td>.830</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.689</td>
<td>.311</td>
<td></td>
</tr>
<tr>
<td>VAR08</td>
<td>.738</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.545</td>
<td>.455</td>
<td></td>
</tr>
<tr>
<td>VAR09</td>
<td>.742</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.551</td>
<td>.449</td>
<td></td>
</tr>
<tr>
<td>VAR10</td>
<td>.786</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.618</td>
<td>2.403</td>
<td>.382</td>
</tr>
<tr>
<td>VAR11</td>
<td>.712</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.506</td>
<td>.494</td>
<td></td>
</tr>
<tr>
<td>VAR12</td>
<td>.874</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.764</td>
<td>.236</td>
<td></td>
</tr>
<tr>
<td>VAR13</td>
<td>.849</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.722</td>
<td>.278</td>
<td></td>
</tr>
<tr>
<td>VAR14</td>
<td>.779</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.607</td>
<td>2.599</td>
<td>.393</td>
</tr>
<tr>
<td>VAR15</td>
<td>.907</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.823</td>
<td>.177</td>
<td></td>
</tr>
<tr>
<td>VAR16</td>
<td>.899</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.807</td>
<td>.193</td>
<td></td>
</tr>
<tr>
<td>VAR17</td>
<td>.863</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.744</td>
<td>.256</td>
<td></td>
</tr>
<tr>
<td>VAR18</td>
<td>.900</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.810</td>
<td>.190</td>
<td></td>
</tr>
</tbody>
</table>
5. CONCLUSIONS, MANAGERIAL IMPLICATIONS, LIMITATIONS AND FUTURE RESEARCH DIRECTIONS

5.1 Conclusions

This study reveals important relationships that influence brand equity. For example, internal reputation has the most impact on brand image. Brand image influences mostly brand attachment strength, brand attachment strength highly impacts commitment, and finally satisfaction has a major effect on brand equity. In contrast, the construct brand meaning has a minimum effect on brand attachment strength, and brand attachment strength has a low impact on trust. In conclusion, one can argue that the brand equity of the four universities under investigation is positively and significantly influenced by internal reputation, brand factors (image, meaning, identity), brand attachment strength, commitment, trust and satisfaction. Additionally, three out of nine moderators have important effects on brand attachment strength and commitment, i.e. university innovative philosophy, industry innovation adoption and content of mission statement. Finally, the moderating effects of students are higher on the relationship of antecedent factors and brand equity than the moderating effects of academic staff impacting the same relationship. Consequently, the efforts of the university authorities should be concentrated on the students by satisfying them in different ways, i.e. socially and scientifically, by developing different educational clubs and bringing in foreign academics to teach them. Academic staff seem to play a less important role in influencing the relationship between antecedent factors and the brand equity of the university.
5.2 Managerial implications, and limitations

The study reveals that antecedent factors of the brand equity of universities in Nordic countries, i.e. Estonia and Finland, are similar to those studied related to the brand equity of USA universities, and the relationships are positive and significant. Based on this, the university authorities in Nordic countries should think more about how to strengthen factors such as internal reputation, brand image, brand meaning, brand identity, brand attachment strength, commitment, trust and satisfaction. Furthermore, on the one hand the university authorities should pay attention to the strong relationships found in this study, i.e. relationship of internal reputation to brand image and brand meaning, brand attachment strength to commitment, and satisfaction to brand equity in order to remain important. On the other hand, the authorities of other universities in Eastern and Central Europe should investigate in future studies what is happening in their universities in order to improve the situation in their academic institutions. Apart from above implications, the university authorities of other academic institutions in Europe should improve their university innovative philosophies and develop the content of the mission statement for their institutions. Finally, governmental authorities should strive to support industry innovation adoption in their countries as this is an important moderating factor that was found in this study.

The study faced some limitations related to the responses. The author uploaded the link of the questionnaire to the facebook page of the University of Tallin and Tallin University of Technology, but no replies were received. Also the author sent invitations to different departments of the University of Tampere, but there was no reply. Further investigations should be made in other Finnish Universities.

5.3 Future research directions

Researchers should investigate external reputation measured by different international rankings and its impact on brand equity. and in addition how commitment can be initiated to produce higher brand equity of the universities. It is possible that the brand equity of universities in the UK may be influenced in a different way to Estonian and Finnish Universities and this aspect could be a possible future research direction
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APPENDIX

Appendix 1. Means and standard deviations of university innovative philosophy, industry innovation adoption and content of mission statement (these constructs are adopted from a study by Coudounaris, 2016)

Constructs and their variables

<table>
<thead>
<tr>
<th>Constructs and their variables</th>
<th>Mean</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A) University Innovative Philosophy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>My university has a strong orientation to applied research and is inclined to get involved in overall knowledge technology transfer to industry</td>
<td>4.99</td>
<td>1.46</td>
</tr>
<tr>
<td>My university has experience in industry cooperation as reflected by a high share of external funds in its budget</td>
<td>4.66</td>
<td>1.48</td>
</tr>
<tr>
<td>The philosophy of my university is such that it encourages long-term relationships with industry for transferring innovative ideas</td>
<td>4.80</td>
<td>1.50</td>
</tr>
<tr>
<td>My university has a lot of resources and funds that are used to develop innovative ideas in collaboration with industry</td>
<td>4.25</td>
<td>1.59</td>
</tr>
<tr>
<td>My university is so bureaucratic that it causes delays in the development and application of new ideas by industry (R)</td>
<td>3.89</td>
<td>1.60</td>
</tr>
<tr>
<td>The collaboration of my university with industry has exploited many good ideas for the benefit of society</td>
<td>4.61</td>
<td>1.41</td>
</tr>
<tr>
<td>The collaboration of my university with industry has developed useful products/services that have improved people’s lives</td>
<td>4.66</td>
<td>1.42</td>
</tr>
<tr>
<td>B) Industry Innovation Adoption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical innovation based on my university’s research results is readily accepted by industry</td>
<td>4.46</td>
<td>1.41</td>
</tr>
<tr>
<td>Industry actively capitalizes on innovative ideas developed by my university</td>
<td>4.21</td>
<td>1.38</td>
</tr>
<tr>
<td>Innovation based on my university’s research is perceived as too risky and is resisted by industry</td>
<td>3.28</td>
<td>1.41</td>
</tr>
<tr>
<td>Innovation based on my university’s academic research is widely accepted by industry</td>
<td>4.47</td>
<td>1.32</td>
</tr>
<tr>
<td>Industrial firms actively seek to exploit innovative ideas developed by my university’s research</td>
<td>4.29</td>
<td>1.36</td>
</tr>
<tr>
<td>C) Content of Mission Statement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>We are a broad research university with a well-defined mission to conduct research and education of the highest quality and to collaborate with the surrounding community in various ways to make the world a better place</td>
<td>4.93</td>
<td>1.39</td>
</tr>
<tr>
<td>Our university’s core strength is a combination of living traditions and constant renewal</td>
<td>4.77</td>
<td>1.29</td>
</tr>
<tr>
<td>Our faculties create opportunities not only for the pursuit of in-depth subject knowledge but also for cross-disciplinary research and teaching</td>
<td>4.81</td>
<td>1.41</td>
</tr>
<tr>
<td>We uphold our academic independence and at the same time forge relations with the wider world</td>
<td>4.89</td>
<td>1.35</td>
</tr>
<tr>
<td>We collaborate with the best universities in the world</td>
<td>4.66</td>
<td>1.53</td>
</tr>
<tr>
<td>The flow of students, teachers, and researchers between universities abroad and our university is crucial to the dissemination of knowledge, ideas and expertise, both within the university and in society at large</td>
<td>5.38</td>
<td>1.27</td>
</tr>
<tr>
<td>Our university attracts highly motivated students from Estonia and around the globe</td>
<td>4.86</td>
<td>1.35</td>
</tr>
</tbody>
</table>
Being a student at our university is about considerably more than just taking courses
We offer outstanding cultural and student environments and a unique student life
Our students meet up with the latest research in modern premises and laboratories and at same time they have the opportunity to experience centuries-old traditions and offerings of choirs, orchestras, and other activities
Our university’s mission includes the advancement and stewardship of a living cultural heritage
Our university is well poised to meet the major societal challenges of today and tomorrow
Our breadth in research and education provides strength and potential
Research pursued here helps to understand our society and to improve the world, making life easier for many people
Our research reveals new perspectives on the fundamental questions of science and, at the same time, knowledge that contributes to environmental sustainability, human health, and social progress
SOCIAL MEDIA TECHNOLOGY USE AND MANAGERS PERCEPTION. 
A PRELIMINARY STUDY IN THE ITALIAN WINE INDUSTRY
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ABSTRACT
This preliminary study contributes to enrich the empirical evidences on the role and impact of SM technology adoption in the Italian wine sector. In particular, the aims are to (i) understand the reasons that guide entrepreneurs to adopt SMs, (ii) identify the usefulness of SMs in the various business activities and (iii) examine the perception that the implementation of these tools has on the company's economic and organizational performance. In order to collect these information an electronic survey has been conducted among Sicilian wineries. Our findings show that the main reasons driving entrepreneurs to adopt SMs technology are the need to promote corporate image and to exploit a new communication channel. These tools are used to monitoring comments in order to understand both the attitudes towards purchasing and buying preferences and how messages are perceived by customers. Results confirm a positive effect of SM adoption in terms of corporate image and customer relationship management. This research has some theoretical and practical implications. If appropriately used our results can support the entrepreneurial choices taking into consideration that these tools allow to improve the customer relationship management and in particular the corporate image of the firm into the market.

Keywords: Social Media marketing, Business performance, Wine sector, .

INTRODUCTION
The firm’s need to survive to the global competition has led to a restatement of the business models. This was facilitated by the spread of Internet and digital technologies and particularly Social Media (SM) (Galati et al., 2016). According to Whelan et al. (2013), SM are able to provide to the users, interactive, fast, and inexpensive contents. Interactivity, speed, and cost-effectiveness are, in fact, the three factors that have favoured the success and diffusion of these new marketing tools at the firm level. Through interaction, users can participate in online communities by providing their judgments on products or companies (Zheng et al., 2015), can dialogue and discuss among them, can sharing ideas, thoughts and images (Utz, 2015) and disseminate information in the network through word-of-
mouth and blogging (Van Doorn et al., 2010). Reviews and comments provided by users are also considered by consumers as more reliable and truthful than other forms of advertising proposed by firms (Dar et al., 2014). In addition, the speed of these new communication channels allows to a growing number of users to connect, resulting in a greater opportunity to disseminate information about a firm brand and to break down geographic boundaries by linking individuals who share the same interests in different areas (Sakas et al., 2015). Lastly, the low investment required (Broekemier et al., 2015; Michaelidou et al., 2011) and the contraction in operating costs (Charoensukmongkol and Sasatanun, 2017) determine the viability of these new tools.

According to the Eurostat data, 45% of EU-28 firms, with at least 10 employees, declared for the year 2016 to use at least one SM in conducting their business activities (Eurostat, 2017). In the EU context, Italian data is below to the UE average data. In fact, only 39% of firms integrate SM into their communication plans. Among SM, social networks represent the most widespread category (Eurostat, 2017). As suggested by Genç and Öksüz (2015) Social networks represent real opportunities in business processes, becoming an integral part in business strategies and practices (Peters et al., 2013) and offering the opportunity to intercept the widest range of potential end users (Meredith, 2012). In EU-28, 42% of firms adopt Social Networks (SNs), while in Italy this percentage goes down to 37% (Eurostat, 2017). Facebook is judged by 66% of the Italian entrepreneurs as an effective or very effective tool for achieving business activities (Casaleggio Associati, 2016).

The diffusion of SMs among companies has fuelled a growing interest in the scientific community, focusing on the analysis of the impact of SM on consumer buying choices and Customer Relationship Management (CRM) and the relationship between SM and Business performance (Galati et al., in press; Kim and Drumwright, 2016; Trainor et al., 2014). On the contrary very few studies have investigated the role of SMs in the business process, the reasons that encourage entrepreneurs to invest in these new tools, the possible uses of business management and the level of gratification resulting from their use (Charoensukmongkol and Sasatanun, 2017; Mack et al., 2017; Dahnil et al., 2014).

With this in mind, the following research questions are proposed:

RQ1. To what extent SMs are used in business activities?

RQ2. What are the reasons for companies to be present in the SMs?

RQ3. What is the level of satisfaction resulting from the SMs use in relation to business performance?

To answer these questions, the present study aims to analyze the adoption and the role of SMs in Sicilian wineries and in particular (i) understand the motivations that guide entrepreneurs to adopt SMs, (ii) identify the usefulness of SM in the various business activities and (iii) examine the
perception that the implementation of these tools has on the company’s economic and organizational performance.

Sicily was chosen because, in recent years, numerous wineries have implemented modernization processes paying increased attention to improving product quality, packaging and marketing in particular (Giacomarra et al., 2016; Galati et al., 2015). With specific reference to the marketing and communication strategies, Galati et al. (2016) found that a prevalence of Sicilian wineries adopt internet in their own website as a means of communication to promote their image, increase their visibility and bringing down communication costs. This is in line with the growing recognition of the relevant role of digital marketing as valuable and appropriate tool to reach consumers (Viana, 2016).

The paper is organized as follows. A literature review on the relationship between SM adoption and business performance and the manager’s perceptions is presented in the second section. The third section summarizes the methodological approach used. Results are presented and discussed in the fourth section. The last section contains final considerations and some concluding remarks.

LITERATURE REVIEW

The advent of Web 2.0 technologies and the growing diffusion of SM have transformed the ways in which firms can enact their business and their marketing and communication strategies. In recent years, an increasing number of firms have incorporated SM strategies in an integrated communication and media plan by intensifying their marketing efforts and changing the way of doing business (Dahnil et al., 2014; Kaplan and Haenlein, 2010). As noted by Berthon et al. (2005) SM can be used by firms in three different ways, as traditional marketing channels, in which economic return on investment (ROI) is the firm’s main objective, in a traditional-experimental way, where purely economic aspects are associated with social interactions (social-ROI), and, as experimental approach in which the firm integrates a human voice into the social-media platform. Many studies show that firms’ adoption of marketing strategies based on SM have a positive impact mainly on the direct interaction with consumers, indeed, as asserted by Kietzmann et al. (2011), business become a network member in a system of interactions among customers and between customers and company. Is widely recognized that some firms use SM for customer relationship management (CRM), because communication in SM can be made in real-time, thereby allowing companies to interact with and respond to customers instantly (Charoensukmongkol and Sasatanum, 2017). SM technology although not be sufficient to gain immediately a competitive advantage have the potential to create capabilities that could translate into useful resources that allow firms to better meet the needs of customers and which can turn result in competitive advantages and higher performance (Trainor et al., 2014; Lau, 2011; Leonidou et al., 2011).
Empirical researches have been largely focused on the Social Media marketing and in particular on the impact of SM and SNS in consumers’ purchasing intention (Dehghani and Tumer, 2015; Gunawan and Huarng, 2015; Whan and Wei, 2012), on their effect on the brand awareness (Gao and Feng, 2016; Breslauer et al., 2009), to provide useful market research data and to generate electronic word-of-mouth conversation (Erkan and Evans, 2016; Nunan and Yenicioglu, 2013; Trusov et al., 2009).

Very few studies in the economic literature have been carried out in order to understand the effectiveness of the investments of SM tools and the determinants of the adoption of SM at the firm level. In relation to the first point, some Authors emphasize the difficulty in determining the economic impact of SM investments in terms of Return on investment and Return on sales (Wu, 2016; Kim et al., 2015; Chung et al., 2014; Kumar and Mirchandai, 2012) in relation to the complexity of distinguish customers from online community members (Ang, 2011). As funded by Moorman (2015) only 15% of marketers have been able to prove the quantitative impact of SM on their business. However, as suggested by Charoensukmongkol and Sasatanum (2017) the entrepreneurs who used SM intensively for CRM tended to report higher satisfaction with their business performance and this evidence appeared to be significantly higher for the entrepreneurs who exhibited lower level of social competency in business.

With specific reference to the determinants with the most impact on the adoption of SM at the firm level, some Authors emphasize that firms incorporate SM in their promotional plans in order to reduce both internal communication and marketing costs, and transaction costs (information, negotiation, and monitoring costs), through an improvement of the efficiency of their communication process (Bughin et al., 2011). Compared to non-virtual media or traditional marketing channels, SM represent an inexpensive promotional options with relatively low cost (Broekemier et al., 2015; Dehghani and Tumer, 2015). Kirtis and Karahan (2011) found that the use of SM as a marketing tool is a marketing strategy that can save business costs as through the use of SM, millions of consumers can be reached in a short period of time and the information can be disseminated quickly.

Companies use SM platforms, such as Facebook, in order to increase brand awareness and enlist people’s participation through online comments, posts, and other types of engagement (Wallace et al., 2014). This is especially true for products such as wine, in which the interaction between wine producers and consumers, or among consumers themselves, has a key role to orient consumer behaviour affecting the sales process. SM helps to advance wine sales due to SM platforms’ ability to spread wine consumers’ opinions to others, encouraging customers to try different wines (Quinton and Wilson, 2012; Leigon, 2011). Quinton and Wilson (2016) investigate business relationship management in the wine industry within a social media network, they found that participation in the social network can lead to enhance business performance. In particular, business performance is
enhanced through collaborative problem solving of technical or specific issue which will improve resource efficiencies, the creation of ideas which enhance the credibility of the business in the marketplace, and the establishment of new business contracts through the Social media networks which will increase revenue generation and profit.

The firms' adoption of modern digital technologies and of new and innovative tools, such as SM, is affected, as emphasized in many studies, by firms' managerial characteristics (Galati et al., 2016). Empirical evidences suggest that younger managers are more likely to adopt SM tools, and managers or owners with a higher level of education have the ability to create a favourable atmosphere for the adoption and implementation of innovative tools (Fosso and Carter, 2014; Vlachvei and Notta, 2014). The latter results has been confirmed also in the wine industry in the study of Galati et al. (in press) according to which wineries more engaged in SM were those run by managers with a high level of education, probably because such managers had increased awareness of the benefits associated with the integration of SM in their marketing plans. A different result was found by Mack et al. (2017); the Authors find not differences amongst entrepreneurs of different ages, races, and educational levels in their internet and social media use but highlighted that prior entrepreneurial experience is the most important explanatory factor in explaining the internet application and SM use. In addition, Alarcón-del-Amo et al. (2016) found that the introduction of SM tools in the business strategies is tied to managers' beliefs. In fact, managers' beliefs about the adequacy of social media capabilities for dealing with foreign customers generate a positive managerial attitude and a greater intention to use these applications.

**METHODOLOGICAL APPROACH**

*Sample and data collection*

Data were collected through an electronic survey conducted among Sicilian firms operating in the wine sector in 2017. The reference universe consisted of 245 wineries engaged in the production of wines from grape according to the classification of economic activities NACE 2007 (code 11.02). Of these, firms present in the social networks were 99 and comprised the target population surveyed. An electronic questionnaire has been sent to each of the wineries via e-mail to capture information on both the wineries and managers characteristics, and the main factors explaining the adoption of SM and the perception of firm entrepreneurs about the use and the effectiveness of social media strategies. A total of 37 questionnaires were obtained.

*Measures*

The scale adopted to analyze the main reasons affecting the manager/owner of the wineries to be present on SM and SNS in particular, the business activities in which these tools are used and the
impact of the adoption of the SM on the economic and organizational performance, were developed based on the review of prior research and modified taking into account the specificity of the wine industry. In particular, for the question related to the reasons that guide manager/owner to incorporate SM strategies in their marketing and communication plan we adapted to the sector studied the items proposed in previous empirical researches (Garay et al., 2017; Trainor et al., 2014). All items were rated on a 5-point Likert scale ranging from 1 (not at all) to 5 (Extremely important). In order to measure the SM use in the business activity ten questions built, on the basis of the research of Andzulis et al. (2012) and Charoensukmongkol and Sasatanum (2017) and modified taking into consideration the specificity of the sector studied, have been proposed. For these questions a five-point Likert scale was used. Finally, managers/owners were asked to assess to want extent they were satisfied following the social media adoption with their firm performance. A five-point Likert scale ranging from 1 (very dissatisfied) to 5 (very satisfied) was used.

RESULTS AND DISCUSSION

Sample description

On average, wineries of the sample operate in the sector for more than 35 years and produce about 270,000 bottles a year, with a range varying between 1.3 million and 4 thousand bottles, highlighting a great heterogeneity of behavior. An interesting aspect that emerges from our survey is the high investment in advertising and promotion that reaches on average 1.9% of turnover and ranging between 0% and 15%. This high investment justifies the number of employees working in this area, which averages 1.4 units.

Concerning the manager characteristics, the sample studied presents a strong presence of young owner-managers under 40 years (51%). This is certainly in line with the spread of modernization and the introduction of innovation in the wine sector and confirms recent studies that young managers are inclined to adopt SM compared to older ones (Wamba and Carter, 2014). Furthermore, results show a high level of education among the firm entrepreneurs. In fact, more than 58% of respondents have a bachelor or master degree. As Mack et al. evidenced (2017), this is a resource for the entire industry because high levels of education are associated with greater ability to acquire information and reduce uncertainty (Damanpour and Schneider, 2009), as well as being able to recreate conditions to work in a more innovative atmosphere (Wamba and Carter, 2014) and be more capable of taking deciphering and solving problems (Damanpour and Schneider, 2009).

Factors affecting the adoption of SM technology

The main reasons affection the decision of Sicilian entrepreneurs operating in the wine industry to be present in the SMs and SNs in particular are ranked in Figure 1. The results show that the key factors
driving entrepreneurs or owners to implement SMs technology in their communication plan are the need to promote corporate image (4.43) and to exploit a new communication channel (4.34). Other important factors guiding firm owners to adopt SM strategies are to communicate with customers (4.06), to introduce the company to a larger audience (3.89) and to interact with customers (3.80). These findings are in line with the results of Wallace et al. (2014) who found that SM platform is used in order to increase brand awareness and involve user’s participation in on-line comments and post. On the contrary, SMs and SNs in particular are less used as tools capable to acquire information on collaborators (2.24) and competitors (2.47) and to conduct market research (2.82). An interesting aspect that emerges from our survey is the low influence in the choice to adopt SNs of motivations linked to the opportunity to reduce advertising and communication costs, or to increase the competitive advantage. These findings contrasts with the results of some authors according to which SM are used in order to reduce transaction costs (Bughin et al., 2011) and to reduce business costs (Kirtis and Karaham, 2011; Broekemier et al., 2015; Dehghani and Tumer, 2015).

Figure 1 - Raisons to be present in the SMs

Source: Our elaboration on collected data

Findings show that Facebook and other SMs are used by firm owners to provide real time information about the product (3.94), to share and exchange information with customers about the products (3.71), to interact with, talk to, and share opinions with customers (3.62). As emphasized by Charoensukmongkol and Sasatanum, (2017) SM are used by firms mainly for customer relationship management, taking into account that these tools have a positive impact on the direct interaction with customers. Furthermore, the entrepreneurs interviewed use SNs to monitoring comments in order to understand attitudes towards purchasing and buying preferences and how messages are perceived (3.27 and 3.24, respectively). In contrast, Facebook and other SMs are less used by winery
entrepreneurs to acquire information on each customers in order to differentiate and classify customers and create a specific strategy for each group of customers.

Regarding the perceived impact due to the adoption of SM technologies, the findings suggest that the main positive effect is on the corporate image (4.26) and on the customer satisfactions (3.89). Additionally, some firm owners interviewed said that they gain a customer long term retention (3.69). Most of the entrepreneurs interviewed found no improvement in the profit and profit growth (3.06 respectively), and in the sale volume and sale growth (3.23 respectively). The latter results are probably due to the difficulty of entrepreneurs, showed by some authors (Wu, 2016; Kim et al., 2015) to determine the economic impact of SM investments in terms of profit and sales.

### Table 3 – Use of Facebook and others SMs in the business activities

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compile data for each customer who visit the page</td>
<td>2.18</td>
</tr>
<tr>
<td>Differentiate and classify customers in terms of their gender, age, career, level of education, etc</td>
<td>2.41</td>
</tr>
<tr>
<td>Create a specific strategy for each group of customers to make it easy to respond to their specific demands</td>
<td>2.62</td>
</tr>
<tr>
<td>Create groups of customers who are interested in the same types of products or services offered (such as the creation of personal groups, which makes it easy to offer products to specific groups of customers)</td>
<td>2.71</td>
</tr>
<tr>
<td>Study the needs of individual customers and offer the products corresponding to their expectations</td>
<td>2.97</td>
</tr>
<tr>
<td>Monitoring comments to understand how message is perceived, or what other information is wanted</td>
<td>3.24</td>
</tr>
<tr>
<td>Monitoring comments to understand attitudes towards purchasing and buying preferences</td>
<td>3.27</td>
</tr>
<tr>
<td>Interact with, talk to, and share opinions with customers</td>
<td>3.62</td>
</tr>
<tr>
<td>Share and exchange information with customers about the products and services offered</td>
<td>3.71</td>
</tr>
<tr>
<td>Provide real time information about the product</td>
<td>3.94</td>
</tr>
</tbody>
</table>

Source: Our elaboration on collected data

**Figure 2 – Impact of the SMs use on the business performance**
CONCLUSIONS

This study contributes to the few research on the role and impact of social media technology adoption by firms operating in the Sicilian wine sector. In particular, our findings shows that the main reasons driving entrepreneurs or owners to invest in SMs technology are the need to promote corporate image and to exploit a new communication channel. Between SMs, the SNs are the virtual platform most used for business purposes. The entrepreneurs, in fact, use SNs to monitoring comments in order to understand both the attitudes towards purchasing and buying preferences and how messages are perceived by customers. Regarding the impact of SMs adoption on the business performance, our findings confirm the positive effect of SM adoption in terms of corporate image and customer relationship management.

This study has some theoretical and managerial implications. From a theoretical point of view, our results contribute to enrich the empirical evidences on the role of SM technology and their impact on the business performance. From a managerial perspective, our results if appropriately used can support the entrepreneurial choices taking into consideration that these tools allow to improve the customer relationship management and in particular the corporate image of the firm into the market. As a result, SMs contribute to increase the business performance and to improve their competitive advantage in the wine market.

That being said, it is important to point out some limitations of this work. First, the results are based on a single region (Sicily). For this reason, future works should focus on several territories in different areas of the globe to overcome this limitation. Second, the analysis is based on a limited number of

Source: Our elaboration on collected data
wineries, which greatly limits the veracity and the applicability of the results on a large scale. In the future, it would be advisable to extend the sample to verify the reliability of the results obtained.

The originality of this study lies in being a preliminary study in the Italian wine sector, focusing on SMs technology use and on the managerial perceptions.
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ABSTRACT

The objective of this paper is dual. The first is to identify the key factors that characterize the most successful organizational models of firms operating in the Greek wine industry. The second is to verify if the adoption of third party certifications influences the firms performance. In particular, paying attention on the internal resources of firms, the Resource based view approach is proposed as theoretical framework. Through a cluster analysis has been possible gather the wineries observed on the basis of a similar organisational model, while a non parametric test has been used in order to verify the influence of voluntary certifications on firm performance. Findings show that the most successful wineries are those the most modern, with a higher orientation toward adoption of voluntary certification and managed by expert managers or owners, with a good educational level. The results could provide useful information in order to improve own performances, especially for firms characterized by a limited availability of economic and physical resources.
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INTRODUCTION

Despite the globalization phenomenon is not a new in the wine industry, in the last decades its contribution to the complex evolution of world’s wine market, has been increasingly decisive. Evidences of this change are the growth of international wine trade, the reconfiguration of the productive scenario, and the changes in the wine consumptions (more oriented toward higher quality products) (Crescimanno and Galati, 2014; Mariani et al., 2012; Rossi et al., 2012; Vrontis et al., 2011). In particular, if in one hand, the effects have been positive for stakeholders in the new producers countries (such as China, New Zealand, South Africa and Chile), in the other hand, this has presented a serious challenge to old producers countries like Italy, Spain and France (Anderson et al., 2003). As results of
the increased competitiveness in the international wine trade there is a stronger export orientation by firms operating in the largest producing countries, which, in order to preserve own competitive advantage in the market, have to adopt new strategies and organizational models more efficient (Mariani et al., 2012; Rastoin et al., 2006).

Now more than ever, the study on the key factors of a successful business model is a fundamental interest of researchers and practitioners. Whereas the success of organizations may be attained through different ways, that is, taking advantage of own internal capabilities, the external position or both (Aghazadeh, 2015), not few authors have examined the different sources of competitive advantage of firms. How emerges from the economic literature, indeed, in addition to the two fundamental perspectives suggested for the comprehension of competitive advantage, based on marketing perspective (Porter, 1985), and internal resources (Wernerfelt, 1984; Barney, 1991), a third perspective has been suggested, that considers the interaction of these two sources for the achievement of competitive advantage (Day, 1994). Not few studies, according to Resource-Based View, have put in light the influence of internal factors on the firms’ business performance (Galbreath and Galvin, 2008), in particular on internationalization process, that is, for example, one of key requirements for Small and Medium Enterprises (SMEs) in order to remain on the market (Dutot et al., 2014).

Among the internal resources capable to influence the performance of firms, there are the organizational attributes, which include characteristics of communication flow, emphasis on human resources, decision-making practices, organization of work etc. (Hansen and Wernerfelt, 1989). Among these, over the last decades, the increasing spread of quality and environmental certifications, in the agri-food sector particularly, have drove researchers to analyse the impacts generated by these certifications, both at the market and firm level.

Economic literature is full of studies about the impacts of the adoption of voluntary certifications and the important role that they play for the companies oriented to improve own economic performance and beyond (i.e. Gómez-Conde et al., 2013; Chen et al., 2015; Macheka et al., 2013; Henson et al., 2011; Suburvie and Vagneron, 2013). However, few studies have assessed the impact of the adoption of a voluntary certification on economic, financial and organizational performance of firms operating in the wine industry (i.e. Aggelogiannopoulos et al., 2007; Giacomarra et al., 2016).

In view of the above, in this paper we employed, as theoretical lens, the Resource-Based View of the firm in order to identify the key factors for a successful organizational models, in terms of superior export and economic performance, and verify a relationship between adoption of third party certifications and firms performance.

An empirical survey has been carried out in Greece, in particular, we focused in Attica and Peloponnese, two of the most important Greek wine regions both in terms of area under vines (over a
quarter of the Greek area devoted to wine grape production, is in these two regions), and qualitatively (considering that more than 25.0% of PDO wines is produced in these two regions) (New wines of Greece, 2016), both characterized by a significant presence of Small and Medium Enterprises (SMEs) and micro enterprises.

Our paper is structured as follows. After this introduction, we first introduce the theoretical framework. The following sections describe the research approach and the results. Finally, we end the paper with concluding remarks in last section.

THEORETICAL FRAMEWORK

Since decades, studies on strategic management of enterprises enhance the role of company’s internal resources, as potential sources of competitive advantage, adopting a different approach in relation to that was used previously studies mainly focused on the influence of external factors and, according to which, the competitive advantage derives exclusively from the placement of firms in the market (Porter, 1985). The Resource-Based View (Wernerfelt, 1984) agrees and supports this point of view, but also suggests a number of empirical indicators by which to identify resources that can provide a competitive advantage (Barney, 1991). The RBV has its roots in the Theory of the Growth of the Firm formulated by Penrose (1959), the first economist to recognize the role of resources in the process of growth and development of enterprises, but the analysis of the performance of companies based on internal resources has spread only after that Barney (1991) has defined the characteristics and explained how these are to be used in order to gain a sustainable competitive advantage and durable. According to the Author, in fact, companies operating within the same industry differ in terms of internal resources, in other words, each company has a unique bundle of resources that distinguishes it from its competitors. Furthermore, these internal resources beyond to be characterised by a marked heterogeneity, they have to be also Valuable, Rare, Inimitable and Non-substitutable, in order to generate a sustainable and durable competitive advantage.

Barney (1991) has also classified the resources in three different categories: (i) tangible resources, including the technology used, the facilities, equipment, geographic location and access to raw materials; (ii) intangible resources, which include human capital, such as the level of training, experience and knowledge of employers and employees, as well as their relationships that determine the quality of the work environment of an enterprise; (iii) and, organizational capital, or communication skills (within the enterprise and between enterprises), planning, control and coordination. Makadok (2001), instead, makes a distinction between a firm’s resources and capabilities. The former can be observable but not necessarily tangible asset that can be independently
valued and traded. The second are unobservable and hence necessarily intangible, cannot be independently valued, and changes hands only as part of its entire unit.

Today the RBV is one of the most widely accepted theoretical perspectives in the strategic management field, probably because is focused on the role of internal resources which, not only can affect the performance of firms, but also influence the marketing strategy decisions.

In this study our attention is focused on the role played by tangibles and intangibles internal resources of firms, associated both to the firms and managers characteristics, and to the organizational resources, in the generation of successful business models.

Concerning the firms’ characteristics, numerous studies reveal that larger size of firms in terms of number of employees or sales, that is, firms with a greater availability of resources and, are more likely to export activity than smaller ones (Erramilli and Rao, 1993; Suárez-Ortega and Álamo-Vera, 2005; Maurel, 2009). How suggested by some authors (Majocchi et al., 2005; Suárez-Ortega and Álamo-Vera, 2005) firms’ age can be considered a potent explanatory variables of the export performance, since it could be considered synonym of maturity in the field of management, international transactions, and business partnerships. Other authors (Kotabe et al., 2002; Fernandez Olmos, 2011), instead, find that one of the main determinants that can contribute to increase the degree of firms’ internationalization is the amount of investments in advertising and promotion activities.

As it is evident from the economic literature, managerial characteristics also have a relevant influence on the organizational model choice of firms. Age of managers and owners and their level of education are explanatory variables of the firms’ export performance. Some evidences, suggest that younger entrepreneurs are more associated with policies of corporate growth than older managers and more risk-oriented (Suárez-Ortega and Álamo-Vera, 2005; Serra et al., 2012), as well as, managers with a higher degree of education are more able to use the opportunity of exploring new context (Tihanyi et al., 2000; Wieserma and Bantel, 1992).

Finally, we consider the implementation of quality or environmental certifications, like a organizational resource that can represent a key factor of the successful organizational models. How suggested by Sampaio et al. (2009), the effects generated by the adoption of voluntary certifications on economic and organizational performance of companies can be grouped into two categories, namely internal and external effects. In the first category they include the impacts that occur in the interior of firms, such as the improvement of the quality of products and of efficiency of production processes (Kafetzopoulos and Gotzamani, 2014; Karaman et al., 2012; Mensah and Julien, 2011). The second one, instead, contains the external effects related to sales, marketing and communication activities. How Has been found by several authors, the adoption of quality and environmental certifications, may
represent a useful tool for improve the economic performance in terms of labour productivity (Gomez Conde et al., 2013), turnover and overseas market share (Macheka et al., 2013; Chen et al., 2015), increasing of selling price of products (Suburvie and Vagneron, 2013), and achieve higher income levels than non-certified companies (Dora et al., 2013; Handschuch et al., 2013). In particular, in the wine sector, Aggelogiannopoulos et al. (2007), with reference to a small Greek wine cellar, have shown that the adoption of a voluntary certification can result in the improvement of the level of internal communication, the growth in market share and the opportunity to enter new foreign markets. Other advantages offered by adoption of voluntary certifications has been highlighted by Giacomarra et al. (2016). In the Italian wine industry, in fact, the implementation of a voluntary certification represent a factor able to improve performance of certified wineries in terms of efficiency of production processes.

**METHODOLOGICAL APPROACH**

The questionnaire

In order to identify the key factors affecting the most successful organizational models of Greek wineries an ad hoc questionnaire was constructed based on the RBV approach. The questionnaire consist of four parts, each of which aims to capturing the needed information in order to explain the influence of firms’ and managers’ characteristics on the economic and exportation performances of wineries. The first section is focused on the general information on wineries. In particular the questions concern the location and the legal form of firm, the starting year of activity and sales in foreign markets. In add, in order to establish the physical size of firms, we ask the production capacity (in terms of annual number of wine bottles produced), and the number of fix employees. The second part allows to define the entrepreneurs or managers profile. This section gathers information such as age, years of experience in the wine sector and the education level. In the third part we collect information about commercial aspects. More in detail, in order to establish the economic size of wineries we ask the average annual turnover, wine production, while in order to assess the export orientation of firms we ask the percentage of turnover generated by the sold in the foreign markets. In the same section, are included also the questions concerning the promotion, business and marketing activities, such as sales channels (Ho.Re.Ca., wine shops, wine bar, Large-Scale Retail trade, direct selling or through intermediaries), investments in advertising (in terms of percentage of annual turnover), participation to fairs (national and international). The last part of questionnaire is focused on the adoption of voluntary certifications by wineries. To each interviewed has been submitted a list of quality and environmental management systems the most widespread in the agri-food and wine industry (i.e. ISO family, BRC, IFS Food, GlobalG.A.P.), and we asked if the own winery adopts on or more of these.
The samples

The target population is represented by the wineries operating in the Greek wine industry. In particular, the sample consist of 41 wineries, identified thanks to the lists provided by Greek Wine Federation and Central Union of Wine Producing Cooperative Organizations of Greece (KEOSOE) which include, 112 wineries, on the whole. The information was collected through the submission of the questionnaire by telephone, email or face-to-face. The samples reflect the distribution of wineries in the Attica and Peloponnese areas (with a higher number of wineries in East Attica and Corinthia).

The main characteristics of firms and managers, are synthesized in Tables 1 and 2. How emerges by data, there is a prevalence of individual firms that operate in the wine sector since 33 years on average and prefer sell through intermediaries. More than half adopts at least one voluntary certification.

Table 1 - Description of Greek wineries

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n=41</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legal form (%)</td>
<td></td>
</tr>
<tr>
<td>Individual firms</td>
<td>68.3</td>
</tr>
<tr>
<td>Companies and cooperatives</td>
<td>31.7</td>
</tr>
<tr>
<td>Physical and economic size (mean values)*</td>
<td></td>
</tr>
<tr>
<td>Number of employees</td>
<td>6 (1; 18)</td>
</tr>
<tr>
<td>Number of wine bottle</td>
<td>232.5</td>
</tr>
<tr>
<td>(thousand of bottles)</td>
<td>(1.9; 1,000)</td>
</tr>
<tr>
<td>Turnover</td>
<td>709</td>
</tr>
<tr>
<td>(thousand of euro)</td>
<td>(6.7; 4,700)</td>
</tr>
<tr>
<td>Experience (mean values)*</td>
<td>32.8 (5; 106)</td>
</tr>
<tr>
<td>Certifications (%)</td>
<td></td>
</tr>
<tr>
<td>Firms adopting quality and/or ...</td>
<td>51.2</td>
</tr>
<tr>
<td>environmental certifications</td>
<td></td>
</tr>
<tr>
<td>Fair participation (mean values)*</td>
<td>2.1 (0.0; 5.0)</td>
</tr>
<tr>
<td>Export experience (mean values)*</td>
<td>15.6 (0.0; 56.0)</td>
</tr>
<tr>
<td>Direct selling (%)</td>
<td>45.3 (0.0; 100.0)</td>
</tr>
</tbody>
</table>

* In parentheses minimum and maximum values.

Winery observed are managed by old owners or managers with a high education level and a work experience of 26 years on average.

Table 2 - Description of Greek managers

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n=41</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (%)</td>
<td></td>
</tr>
<tr>
<td>Less than 40 years old</td>
<td>9.8</td>
</tr>
<tr>
<td>Between 40 and 65 years old</td>
<td>78.0</td>
</tr>
<tr>
<td>More than 65 years old</td>
<td>12.2</td>
</tr>
<tr>
<td>Educational level (%)</td>
<td></td>
</tr>
<tr>
<td>Primary education</td>
<td>0.0</td>
</tr>
<tr>
<td>Lower secondary education</td>
<td>0.0</td>
</tr>
<tr>
<td>Upper secondary education</td>
<td>12.2</td>
</tr>
<tr>
<td>Bachelor level</td>
<td>87.8</td>
</tr>
<tr>
<td>Experience (mean value)*</td>
<td>25.9 (4.0; 45.0)</td>
</tr>
</tbody>
</table>

* In parentheses minimum and maximum values.

The method
With the aim of identifying similar organizational models among the Greek wineries observed, and verify which of these are those with the most successful, on the basis of their internal resources, we performed a hierarchical cluster analysis using SPSS software version 21. The variables included in the model are expression both of the firms characteristics and managers, as well as, of the organizational resources of firms. Among the firms characteristics, we considered the age of wineries in terms of number of activity years (Fernandez Olmos, 2011; Maurel, 2009), the export experience that is valued in terms of number of years of trade in the foreign markets of firms (Galati et al., 2014), the size of firms in terms of number of fixed employees (Maurel, 2009; Fernandez Olmos, 2011; Galati et al., 2014), the efforts in promotion and advertising in terms of annual number of participations to national and international wine fairs (Galati et al., 2014), and finally, the percentage of volume of product sold directly by firms how description of sale strategy. Regarding to the profile of managers, we have inserted in the cluster analysis the variable that is expression of their educational level (Suárez-Ortega and Álamo-Vera, 2005; Maurel, 2009; Fernandez Olmos, 2011; Galati et al., 2014), while, about the organizational resources of firms, we have included two variables (QC and EC), that are, the adoption of quality and environmental certifications (i.e. IFS Food, GlobalG.A.P., and ISO family’s certifications) in light of their positive effects on the increase the international presence of firms (Liberman et al., 2010). The Ward’s method has been selected, among the other clustering criteria, in order both to minimize the intra-cluster distance and maximize inter-cluster distance, and to obtain a similar amount of observations in each cluster and that no outliers were present among the variables included in the model. The distance among clusters has been measured using the squared Euclidean distance. In order to identify the number of cluster components, in addition to the dendrogram examination, scree plot, and the VRC using the ANOVA procedure for each of three segment solutions, we did a two-steps cluster analysis, using the same variables and specifying the most probable solution in terms of number of cluster, and we have performed the analysis again changing the order of observation in the dataset.

In order to verify if the adoption of third party certifications influences the firms performance, we carried out the Mann-Whitney U test for the comparison of two independent samples. The two samples are composed by certified and non-certified firms, respectively, and the index adopted for the measure of firm performance were, the Labour Productivity (LP) and the Export Intensity (EI). The first index, previously used in other empirical researches in order to assess the economic performance of firms (Giacomarra et al., 2016; Ullah et al., 2014; Gómez Conde et al., 2013; Starke et al., 2012), is the ratio between the annual turnover and the number of fix employees. The second index, instead, explains the export performance of firms and it is obtained by the ratio between the value of turnover on foreign markets and the total turnover. The choice to apply a non-parametric test, derives from the
fact that the values of these index are not normally distributed inside of the investigated samples (this information emerges from the test results of the normality of Shapiro-Wilk).

RESULTS AND DISCUSSION

The results of cluster analysis and the average values for the variables studied are presented in the Table 3. Each cluster includes, respectively, 11, 7, 6 and 17 wineries.

Table 3 - Description of clusters

<table>
<thead>
<tr>
<th>Cluster</th>
<th>No. of cases</th>
<th>Export experience</th>
<th>No. of employees</th>
<th>Age of winery</th>
<th>Educational level of manager</th>
<th>Direct selling</th>
<th>Fair participation</th>
<th>QC</th>
<th>EC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11</td>
<td>14.36</td>
<td>6.09</td>
<td>21.54</td>
<td>3.90</td>
<td>61.27</td>
<td>2.09</td>
<td>.72</td>
<td>.27</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>5.00</td>
<td>4.57</td>
<td>21.71</td>
<td>3.57</td>
<td>98.57</td>
<td>2.00</td>
<td>.43</td>
<td>.00</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>32.83</td>
<td>7.33</td>
<td>92.00</td>
<td>4.00</td>
<td>34.17</td>
<td>1.83</td>
<td>.50</td>
<td>.17</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>14.70</td>
<td>6.59</td>
<td>23.76</td>
<td>3.94</td>
<td>17.06</td>
<td>2.17</td>
<td>.41</td>
<td>.17</td>
</tr>
</tbody>
</table>

Table 4 shows the analysis of variance between and within clusters, the result of the Fisher test (F) and the model significance. Results show that four clusters are statistically different and three variables are statistically significant at the 99% level, while one variable is significant at the 95%. In particular, the variable “Direct selling” is the most influential variable in the profile of clusters (F=68.411), while “Educational level of manager” is the less influential (F=2.857).

Table 4 - Analysis of variance (ANOVA) between and within clusters

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Error</th>
<th>Mean square between</th>
<th>df</th>
<th>Error</th>
<th>Mean square within</th>
<th>df</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educational level of manager</td>
<td>.826</td>
<td>3</td>
<td>3.565</td>
<td>37</td>
<td>2.857</td>
<td>.050</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of employees</td>
<td>28,950</td>
<td>3</td>
<td>962.074</td>
<td>37</td>
<td>.371</td>
<td>.774</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age of winery</td>
<td>24,669.224</td>
<td>3</td>
<td>5,731.215</td>
<td>37</td>
<td>53.087</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QC</td>
<td>.730</td>
<td>3</td>
<td>9.514</td>
<td>37</td>
<td>.947</td>
<td>.428</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EC</td>
<td>.319</td>
<td>3</td>
<td>5.486</td>
<td>37</td>
<td>.718</td>
<td>.548</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair participation</td>
<td>.567</td>
<td>3</td>
<td>46.213</td>
<td>37</td>
<td>.151</td>
<td>.928</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct selling</td>
<td>36,973.549</td>
<td>3</td>
<td>6,665.671</td>
<td>37</td>
<td>68.411</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Export experience</td>
<td>2,598,848</td>
<td>3</td>
<td>5,110.908</td>
<td>37</td>
<td>6.271</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results show that wineries with the lowest experience in the sector and the highest level of adoption of quality and environmental certifications (even if these variables are not statistical significant), are grouped in the first cluster, which could mean that firms more modern and more willing to adopt innovations (like voluntary certifications). Furthermore, the same wineries are characterized also by the highest economic performance (in terms of average turnover) and highest participation to international fairs. This result partially confirming that, the adoption of voluntary certifications helps to improve the firms performances (He et al., 2015; Kafel and Sikora, 2012).

Wineries grouped in the second cluster are those characterized by the lower physical and economical size, with the lower experience in the export activities and the lower diffusion of environmental certifications. In addition these wineries are conducted by managers or owners with...
the lower education level and the lower proficiency in foreign languages, among all people interviewed. These wineries are more oriented to the local market, in light of the highest participation to national fairs and the highest volume of product directly sold.

The third cluster, is composed by the oldest and the biggest wineries (in terms of number of employees and production of bottles), with the longer experience in the export activity, among all the wineries observed, however, they show a low frequency of participation at oenological fairs or other exhibitions. Managers and owners of these wineries are the younger and they are characterized by the higher educational level and the best knowledge of foreign languages.

The last cluster includes wineries with a highest frequency of participation to wine fairs. They are characterized by the lowest spread of quality certifications and by the lowest volume of product directly sold. Furthermore, this group includes also the older managers/owners which compose our sample. These findings, considering that the same wineries are also the most market oriented (on the basis of percentage of product sold in the foreign markets), are contrasting with findings of Serra et al. (2012) and Suárez-Ortega and Álamo-Vera (2005), according to which younger managers (or entrepreneurs) are more risked-oriented and adopt market-oriented strategies. The same people show a good level of education, this confirm how asserted by Tihanyi et al. (2000) and by Wieserma and Bantel (1992), that is, managers with a good degree of education are more able to take advantage of the opportunity offered by new international markets. The high volume of product sold through intermediaries-exporters could explain the good export performance of these wineries. In line with the results obtained by other authors (Mohsenzadeh and Ahmadian, 2016; Al-Ali et al., 2013), this result underlines how a good competence in the management of marketing and sales (including the selection of distribution channels) can affect the export performance of firms. Regarding to the highest participation to wine fairs, a good promotion capability in global markets, including all marketing related activities, allows firms to adapt to foreign markets, to persuade global consumers to purchase their products (Murray et al., 2011) and increase export sales (Hultman, et al., 2011).

In the first part of our study, through a cluster analysis, we identified four different organisational models characterizing our sample, after that, our investigation continues with the verification of the existence of a relationship between adoption of voluntary certifications aside of wineries and their performances.

Table 5 shows the rank values (mean and sum) which show a substantial similarity between certified and not-certified wineries in terms of LP, while the same groups seem different in terms of EI.
TABLE 5 - MANN-WHITNEY U TEST (RANKS)

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean Rank</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Labour Productivity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certifies wineries</td>
<td>21</td>
<td>21.45</td>
<td>450.50</td>
</tr>
<tr>
<td>Not-certified wineries</td>
<td>20</td>
<td>20.53</td>
<td>410.50</td>
</tr>
<tr>
<td><strong>Export Intensity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certifies wineries</td>
<td>21</td>
<td>24.26</td>
<td>509.50</td>
</tr>
<tr>
<td>Not-certified wineries</td>
<td>20</td>
<td>17.58</td>
<td>351.50</td>
</tr>
</tbody>
</table>

How emerge by Table 6, the value of Monte Carlo significance (greater than 0.05) does not allow to reject the null hypothesis and essentially confirms the absence of differences in terms of LP and EI between certified and non-certified wineries. In other words, certified and not-certified wineries, originate from the same population. These results are conflicting with findings of Gómez Conde et al. (2013) which found that the adoption of voluntary certification positively affects both the level of internationalization of Spanish food companies (measured by an index based on the share of total sales generated by overseas sales), both their performance (expressed in terms of labor productivity). Conversely, these agree with results of Schuster e Maertens (2015) which reveal how the adoption of third party certification does not exercise any influence on the export performance of Peruvian firms.

Table 6 - Mann-Whitney U Test (Statistics)

<table>
<thead>
<tr>
<th></th>
<th>LP</th>
<th>EI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mann-Whitney U</td>
<td>200.500</td>
<td>141.500</td>
</tr>
<tr>
<td>Z</td>
<td>-0.248</td>
<td>-1.791</td>
</tr>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>0.804</td>
<td>0.073</td>
</tr>
<tr>
<td>Monte Carlo Sig. (2-tailed)</td>
<td>0.805</td>
<td>0.072</td>
</tr>
<tr>
<td>99% Confidence Interval</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower bound</td>
<td>0.795</td>
<td>0.065</td>
</tr>
<tr>
<td>Upper bound</td>
<td>0.815</td>
<td>0.079</td>
</tr>
</tbody>
</table>

CONCLUDING REMARKS

The present study shows that Greek wineries included in our sample are characterized by similar organisational models, more or less successful. In particular, the most successful wineries are those the most modern, with a higher orientation toward adoption of voluntary certification and managed by expert managers and owners, with a good educational level. However, the results of test implemented do not provide any significantly statistically evidence that confirms a relationship between adoption of voluntary certifications and firm performance (both in terms of Labour Productivity, and Export Intensity).
From academic point of view, this is one of the few studies aimed to understand the role of internal resources and, at the same time, of important strategic tools like voluntary certifications, in the characterization of organizational models in the firms operating in the wine industry. Furthermore, we empirically verified the theoretical tenets of RBV approach, according to which, firms’ resources can influence the organization and the performance of firms.

Beyond the theoretical implications, our paper provides a valuable support for firms’ decision makers which operate in this industry, for the purpose of choose the most appropriate strategy in order to improve their economic and organizational performance. Results obtained, suggest that, a greater promotional commitments and advertising investments, so as to have a greater visibility, (for example through a higher participation to national and international fairs), could help firms to improve their performance, while, has been seen also that a correct choice of sale strategy and sale channels, allows to take advantages of the opportunities offered by international markets.

For policymakers, findings suggest the need to develop policies aimed to help, in particular, the small-scale wineries in their internationalisation process, supporting them, for example, in the introduction of useful innovations, such as quality or environmental certifications required to sell in some sensible markets.

Obviously, this study shows some limitations. One of these is that study is focused in the wine industry exclusively, in addition, the area investigated, is limited to two (even though important) wine regions of Greece, and the sample analysed, is not representative for entire population, so, any effort to extend results to other industries, represents an error.

Finally, considering the obtained results and that not many studies have faced this issue in the wine industry, and in particular in the Greek wine industry, could be interesting, for future research, analyse the organizational models taking into consideration also external factors, through a multiple theoretical approach.
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ABSTRACT

The present study concentrates on risk management in SMEs and provides the hypotheses and reasons behind the non-implementation of this process.

This research represents a theoretical contribution in the field of corporate and risk governance of SMEs. It differs from other studies because it does not follow incremental gap-spotting ideals but instead emphasizes assumption-challenging in the construction of research questions, which are formulated by problematizing some dominant assumptions in existing research. To do that, this paper follows the philosophical and epistemological concepts of abduction and pragmatism, elaborated by Charles Peirce.

The purpose of this paper is to understand from which point of view it is necessary to restart analysing the topic of risk management in SMEs and to suggest a new perspective that could lead managers and owners of small and medium enterprises to improve their risk attitude.

In particular, the research underlines the necessity to concentrate on the human being and his personality and to consider risk management as an integral part of decision-making.

Keywords: risk management, SMEs, theoretical paper, decision-making, new perspectives

INTRODUCTION

Since 2008, the global crisis has revealed significant new problems in risk assessment and management, caused by the increasing uncertainty derived from a demanding environment. Risk management is a transversal process to each company and has a strategic importance because it helps managers set and possibly achieve the objectives of their companies. So why is there a lack of sensitivity in adopting a sound risk approach, especially in SMEs?

Why, despite all the literature regarding the importance of having an adequate internal control system, are there still cases of bankruptcy and scandals?

One of the most important reasons lies in the fact that the management of risks in some realities, especially in those very small, is seen as a burden and a final objective itself.

SMEs represent an important reality in the entire economic system. They are crucial in promoting economic growth at the international level and their vitality helps reduce the unemployment rate.
Therefore stability and prosperity of SMEs assume systemic value for all countries (World Trade Organisation, 2013).

In many countries, there is no regulatory or institutional code of risk management: SMEs do not usually adopt a formalised risk management process. But in some cases there is no need to formalise this process or to implement the ERM systems.

This research represents a theoretical contribution in the field of corporate and risk governance of SMEs. It differs from other studies because it does not follow incremental gap-spotting ideals but instead emphasizes assumption-challenging in the construction of research questions, which are formulated by problematizing some dominant assumptions in existing research (Davis, 1971). To do that, this paper follows the philosophical and epistemological concepts of abduction and pragmatism, elaborated by the American philosopher Peirce.

This paper has been motivated by the need to understand from which point of view it is necessary to restart analysing the topic of risk management in SMEs and to suggest a new perspective that could lead managers and owners of small and medium enterprises to improve their risk attitude. In particular, there will be the necessity to concentrate on the human being and his personality and to consider risk management as an integral part of decision-making.

The paper is organised as follows. The research design with details about the methodology and epistemological approach are stated in the second section. The theoretical background about the risk management process in SMEs is presented in the third paragraph. New perspectives on the theme and discussions about theory development instead are in the fourth section. The final paragraph instead deals with the conclusion.

**RESEARCH DESIGN**

This research represents a theoretical contribution in the field of risk management in SMEs. It differs from other studies because it contradicts incremental gap-spotting ideals, by emphasizing assumption-challenging in the construction of research questions (Alvesson and Kärreman, 2007, 2011; Sandberg and Tsoukas, 2011).

There are several works following different methodologies concentrating on the management of risks in SMEs. They focus on specific kinds of risks or on procedures to be implemented in a small- and medium-sized company. They all underline the importance of developing a sound risk governance and an appropriate approach.

But why are still there corporate failures? Why is still there an immature approach in managing risks in SMEs? Why is risk management still regarded as a burden or a major cost?

It seems that academics should investigate more the real reasons behind this phenomenon.
This study follows a methodology that is less focused on gap-spotting and incremental contributions. The aim is to formulate research questions by problematizing some dominant assumptions in existing research (Davis, 1971). Formulating novel research questions through problematization involves not just using a particular preferred meta-theoretical standpoint in order to challenge the assumptions of others (as is often the case in the paradigm debates) or as in various applications of critical perspectives (Alvesson and Sandberg, 2011). ‘Real’ problematization also involves questioning the assumptions underlying one’s own meta-theoretical position (Alvesson and Sandberg, 2013a). The ambition is to unpack one’s own position sufficiently so that some of the ordinary held assumptions can be scrutinized and reconsidered in the process of constructing novel research questions.

The aim of the problematization methodology ‘is to come up with novel research questions through a dialectical interrogation of one’s own familiar position, other stances, and the domain of literature targeted for assumption challenging’ (Alvesson and Sandberg, 2011, p. 252). This approach would support a more reflective-scholarly attitude (Abbott, 2004) and consider a different epistemological approach.

To do that, the following methodological principles are central (Alvesson and Sandberg, 2013b):

1. identify a domain of literature;
2. identify and articulate assumptions underlying this domain;
3. evaluate them;
4. develop an alternative assumption ground;
5. consider it in relation to its audience;
6. evaluate the alternative assumption ground.

Successful problematization is a matter of creativity, intuition, reading inspiring texts that offer critical insights (but without being accepted as a new fixed framework), talking to other people, having specific experiences, or making observations that may trigger new thinking (Alvesson and Sandberg, 2013a). This methodology also has the advantage of facilitating focus, working as a support for a research identity around being a problematizer and a path-up setter (and not a gap-spotter), and facilitating description of what one has done and accomplished (Alvesson and Sandberg, 2013b). The conventional notion of rigour, requesting to systematically vacuum clean existing literature to demonstrate how to make a contribution to the extant literature, should be combined with imagination (Cornelissen and Floyd, 2009; Donaldson et al., 2012; Weick, 1989). However, while conventional rigour in the sense of logical consistency and thoroughness requires to analyse the underlying assumptions of the existing literature, in this paper those assumptions are studied in order to conceptualize the subject matter in question: risk management in SMEs.
To do that, this paper follows the philosophical and epistemological concepts elaborated by the American philosopher Peirce: abduction and pragmatism.

Peirce abduction had its proper place in the context of discovery, the stage of inquiry in which we try to generate theories which may then later be assessed. In his opinion abduction is the process of forming explanatory hypotheses and it is the only logical operation which introduces any new idea. Deduction and induction, then, come into play at the later stage of theory assessment: deduction helps derive testable consequences from the explanatory hypotheses that abduction has helped the researchers conceive, and induction finally helps reach a verdict on the hypotheses, where the nature of the verdict is dependent on the number of testable consequences that have been verified.

Peirce's pragmatism has a sort of a constructivist approach because he admits the possibility to change one's own opinion, values and thought, and it represents another form of relativism in which objective and convincing critiques might change the reality and the assumptions of a researcher.

Constructivism considers knowledge and learning as the result of a collective dimension of interpretation of reality. The new knowledge is built not only on the basis of what has been gained in past experiences but also through sharing and negotiation of meanings expressed by a "community of interpreters." The "construction" is therefore based on cognitive maps that serve to individuals to orient themselves and build their own interpretations.

In this case, the study aims at creating hypotheses to solve the following research problems:

- **Research problem 1**: Why, despite several studies underlying the importance to implement control activities and procedures to manage risks, SMEs do not integrate risk management in their business?
- **Research problem 2**: In this context of profound change in the risk approach, how could researchers lead SMEs to reconsider risk management?
- **Research problem 3**: What are the theoretical bases academics should refer to in order to support the development of sound and effective corporate governance and internal control system?

**THEORETICAL BACKGROUND.**

*Risk and uncertainty: the importance of managing risks.*

It is necessary to present the theoretical background about the topic of risk and uncertainty in order to show the central role that risk management has been acquired over the past few decades.

Starting from the topic of risk, Bernoulli in 1738 proposed to measure risk with the geometric mean and to minimize risk by spreading it across a set of independent events (Bernoulli, 1954).

The concept of risk has been the subject of careful and important studies in the general economic field since the beginning of the twentieth century (Willet, 1901; Fisher, 1919; Hardy, 1931).
Knight (1921) was one of the most important thinkers and distinguished between risk and uncertainty with respect to the nature of decisions made in a company. He associated generating economic profit with making entrepreneurial decisions under uncertainties. This uncertainty is complex because it cannot be reliably hedged unless it is reducible to risk. In his opinion, the mathematics of probability that is used for risk calculations may lose relevance. Fast-and-frugal heuristics, on the other hand, provide robust strategies that can perform well under uncertainty. Therefore, risk and uncertainty are strictly linked to the topic of decision-making (Mousavi and Gigerenzer, 2014).

In the business administration field, the research of Oberparleiter (1955), Chapman and Cooper (1983) and Sassi (1940) was particularly important. The common element of all these studies is that risk can be the possibility of economic or financial losses or gains, as a consequence of the uncertainty associated with pursuing the course of an action. But more specifically risk is considered an adverse eventuality.

Risk has consequences in terms of economic performance and professional reputation, in addition to environmental and social considerations. Despite the underlying element of uncertainty, it is often possible to predict risks and to set in place systems and design actions to minimize their negative consequences and maximize the positive ones (Kaplan and Mikes, 2012). Those risks that arise from disorder can be controlled through better management and governance. This way, businesses that adopt a risk management strategy and adequate planning and programming are more likely to survive and grow (Amaduzzi, 1961; Brusa, 2012).

Therefore the concept of risk is not unique but depends on the situation in which the company operates, on the uncertainty every company might face and on the consequences of certain events. Furthermore risk is inherent to and part of the existence of every company (Bertini, 1987; Ferrero, 1987). Uncertainty and negative consequences were also discussed by Ferrero (1987). He stated that there are two kinds of uncertainties: objective and subjective. The former are linked to the unknown in an absolute sense and they depend on the knowledge and the environment that surround the company. Subjective uncertainties instead can be dominated by the management because they are linked to insufficient information and to the informative system of the company.

Risk management theories evolved in particular after the COSO Report (1992) and its updated version (2004), elaborated by Committee of Sponsoring Organizations of the Treadway Commission. The movement towards enterprise risk management (ERM) (COSO, 2004) has shifted the focus to a more holistic appreciation of risk. It highlights that appropriate risk-based controls need to be put in place to help ensure that organizational objectives are achieved (Soin and Collier, 2013).

Several researchers concentrated on the definition of the risk management (RM) process and on the Enterprise Risk Management (ERM), by analysing all phases and activities (Brustbauer, 2016;
Henschel, 2009). In particular, COSO Report underlines that the risk management process has eight components interrelated with the management process of the company. These components are the following: internal environment; objective setting and Risk Appetite Framework (RAF); event identification; risk assessment; risk response; control activities; information and communication; and monitoring.

Consequently, the risk management process can be seen in a strategic way, because it is functional to the development of the company strategy and control (D’Onza, 2008; Coso Report, 2004). Therefore it deals with planning, organising, directing and controlling resources to achieve given objectives when unexpectedly good or bad events can happen (Head, 2009) and it also provides a link between organizations and the external environment in which they operate. In addition, risk management is the key driver for value creation, competitiveness and profitability (D’Onza, 2008).

The research of Michael Power (2004; 2007; 2009) presents a different and critical approach towards risk management because he raises a number of issues, also concerning the role of management accountants, that are of particular interest for management accounting and control researchers. Two elements are particularly relevant: the side effects of risk management and the relationship between risk management and uncertainty. Power argues about the ‘risks of risk management’ and the emergence of ‘secondary’ or ‘defensive’ risk management.

He suggests that: “experts who are being made increasingly accountable for what they do are now becoming more preoccupied with managing their own risks” (Power, 2004).

Power states that this “culture of defensiveness” (p. 14) can be seen in the ‘individualization’ of risk by various professionals – whereby, experts are becoming pre-occupied with managing their own risk which necessitates reflexive behaviour (Beck, 1992; Giddens, 1990). Further side effects include blame avoidance (Hood, 2002), fear of sanctions, legalization and the re-drawing of (organizational) boundaries that arguably may lead to a re-enforcing of the ‘box ticking’ culture.

In terms of risk management and uncertainty there have been substantial developments in organizational practice that focus on risk management and issues of governance, but the impact of risk and uncertainty has not been fully explored. Managers have always faced uncertainty, which is a central feature of any organizational setting. Power (2007) underlines that when uncertainty is organised, it becomes a risk to be managed. The range of uncertainties deemed in need of management has significantly increased and includes threats such as operational risks, reputational risks and strategic risks. Therefore the new wave of risk management can be regarded as a defensive reaction to an increasingly demanding environment.
There emerge the need for an ‘intelligent’ risk management which is not control obsessed, but based on knowledge and on risk appetite framework, an impoverished concept that may lead to board failure and that should be redefined and enforced (2009).

Risk management in SMEs: the state of the art.

As regards SMEs, they have little guidance on how best to manage risk and where to turn to for advice. Over the past few years few Guidelines, representing conceptual frameworks, have been published. Some of them represent Corporate Governance Codes for Unlisted Companies (OECD, 2006; ecoDa, 2010; OECD, 2015) and in 2009 the International Organisation for Standardisation (ISO) elaborated ISO 31000:2009 about Risk Management and in 2016 ISO published a practical guide for SMEs about how to implement risk management.

The literature reveals that risk management in SMEs is still in an early phase of development and is rather fragmented (Verbano and Venturini, 2013; Marcelino-Sádaba et al., 2014). Despite that, several national and international studies highlight the immaturity with which companies and, in particular, SMEs face risks. This approach can derive on the one hand from the lack of familiarity, the fear of change and additional costs that the implementation of a risk management system could result and, on the other, from the actual lack of awareness of the benefits that an integrated risk management system might have, not only in terms of prevention, but also as regards the opportunities (Hiebl, 2013; Thun et al., 2011). Most unlisted enterprises are owned and controlled by single individuals or coalitions of company insiders (e.g. a family). In many cases, owners continue to play a significant direct role.

Good governance in this context is not a question of protecting the interests of absentee shareholders (agency theory: Jensen & Meckling, 1976). Rather, it is concerned with establishing a framework of company processes and attitudes that add value to the business and help ensure its long-term continuity and success, by satisfying the stakeholders’ needs (stakeholder theory: Freeman, 1984).

Furthermore many SMEs face resource constraints (Jarillo, 1989). Consequently, existing resources need to be used with care as erroneous decisions will have more serious complications than they would in large businesses (Amelingmeyer and Amelingmeyer, 2005). Therefore risk management would better cope with these resource constraints (Smit and Watkins, 2012) and deal with the issues of survivability and growth (Islam et al., 2008).

Vargas-Hernandez (2011) underlined that a further motivation to support the implementation of risk management in SMEs is to protect innovative projects, which are fundamental to gain competitive advantage and succeed in the market, but necessarily involve risky decisions and activities.

Many other studies focused on the role of risk management in SMEs and on the risk attitude of those companies (Gao et al., 2013; Mutezo, 2013; Gilmore et al., 2004; Hollman, 1984).
Some researchers instead concentrated on specific kinds of risk in SMEs and how they are managed (Poba-Nzaou, 2011; Sukumar et al., 2011).

Furthermore research on the most effective procedures of risk management in SMEs was conducted (Henschel, 2010), even if it is still at a very early stage (Rautenstrauch and Wurm, 2008). In particular, Henschel (2010) identified the missing integration of the identified risks into the business planning as the main problem. According to him, this integration is needed to determine the complex risk position of each company, which is also influence by the firm size.

In other studies, Islam et al. (2008) and Islam and Tedford (2012) aimed at identifying potential risks existing within the SME infrastructure, by developing and testing a strategic RM framework. This model consists of five steps: identification of disturbances (undesirable events and setbacks), identification and classification of root causes, classification of origins of disturbance, risk assessment and risk handling and monitoring and control. The research findings suggest that SMEs encounter disturbances in the areas of production, safety and business operation. These studies also highlighted a lack of systematic RM strategies among the SMEs surveyed.

McCarthy (2000) explored how entrepreneurs think about risk and deal with it in the strategy formation process, demonstrated that risk-taking propensity is subject to change, depending on the business development. McCarthy and Block et al. (2015) underlined that entrepreneurs should be considered in their own uniqueness because with learning, organisational context and history, they influence the development of a sound risk approach.

As regards risk assessment, Herbane (2010) underlined that this task represents a daily activity but it has a tacit and implicit nature rather than being formalised in a planned risk analysis. Risk framing is a result of the owner’s personal experience and knowledge derived from being part of informal networks.

**NEW PERSPECTIVES IN MANAGING RISKS IN SMES.**

The theoretical background of the previous paragraphs helps answer the first research problem, because it underlines that the above-mentioned studies in the field of risk management in SMEs concentrated on specific kinds of risks, or on the strategic aspect of this process or on the importance to develop appropriate procedures and control activities in order to assess, manage and monitor risks. The research of Power, McCarty, Block et al. and Herbane instead centre the point and the real problem: many SMEs do not integrate the risk management process in their business because there is little knowledge about the potential benefits, there is a lack of a developed risk attitude and behaviour. It is a matter of mindset, managers’ personality and history of the company. That
represents the answer to the first research problem and the first hypothesis, as explanation of the phenomenon.

Afterwards, to answer the second and third research problem, by trying to suggest an appropriate way of thinking to find a solution that might lead SMEs to consider risk management as fully integrated in the business, it is important to analyse what COSO Report (2004) states in the Executive Summary: Limitations in managing risks can result from the fact that human judgment in decision making can be faulty. Decisions on how to respond to risk and establish controls need to consider the relative costs and benefits, breakdowns can occur because of human failure, such as simple errors or mistakes, controls can be circumvented by collusion of two or more people, and management has the ability to override ERM decisions. These limitations may prevent boards from achieving the entity’s objectives.

Consequently, there emerges that risk management activities are strictly related to strategic decision-making. The new perspective for the improvement of managers and owners’ risk attitude and for the integration of the risk management process in the business of every SME is to start analysing the way decisions are made. Decision-making is the process of choosing the best alternative to achieve individual and organizational objectives (Guo, 2008). Therefore this process is inherent in all managerial functions and is closely related to the planning function. People responsible for setting and achieving certain objectives are also responsible for managing the related risks.

There are different models describing the decision-making process. In this case, the research refers to the model elaborated in 2008 by Kristina Guo for health care managers, called DECIDE, which is an acronym that stands for six different steps:

- D: define the problem;
- E: establish the criteria, being as specific and precise as possible in order to understand what should be achieved or avoided;
- C: consider all alternatives that could meet the criteria;
- I: identify the best alternative;
- D: develop and implement a plan of action;
- E: evaluate and monitor the solution and feedback when necessary.

The steps of this model are related and they are similar to those of the risk management process (Figure 1).
Figure 1.  
*Risk management process and decision-making model: a comparison.*

Defining the problem and setting the objectives are the first step in both processes. It is important to establish the risk appetite and the way decisions could be made. Afterwards, every manager should consider the possible choice to make and identify events that could generate risks. Thirdly, there emerges the need to make the choice and respond to the risk with appropriate actions. The final step of both processes consists of evaluating and monitoring the solution. It is not enough to just make a decision. It is crucial to evaluate the decision made and actions implemented and to investigate ‘what could go wrong.’ This step helps prevent, minimize and overcome all possible adverse consequences. Feedback is important because it provides information related to the decision or risk response. Feedback helps a manager find out whether the decision or control activities led to the intended results, even if unintended consequences may have occurred. Information and communication are always present during these processes.

In SMEs risk management, as entrepreneurs do not usually implement it formally, may become fully embedded when they make a decision, as they are both crucial in setting and achieving the objectives. Furthermore, improving knowledge, the risk appetite and the awareness of how decisions should be made means implicitly to start developing a risk consciousness, which can be translated into a sound risk approach. Moreover corporate culture, values and ethics play a fundamental role in each company because they represent the internal environment that can affect the business management.
CONCLUSION

This research underlines and demonstrates that in the field of risk management in SMEs it is important to understand why in most of the cases risk procedures and control activities are not implemented. There is no need to further underline the importance and the role of the internal control system and of risk governance because other researchers did. The real problem is to understand from which point of view it is necessary to restart analysing again this subject matter and to suggest a new perspective that could lead managers and owners of small and medium enterprises to improve their risk attitude.

To solve this problem, the solution might be to start concentrating on the human being and on the way he makes decisions for his company. Furthermore it is fundamental to consider that a preliminary and, often unconscious, risk analysis is conducted while making the decision. Therefore by starting improving the awareness, responsibility and sensitivity to risks, managers and owners would improve their knowledge about their company and about the risk appetite framework. Only after passing this step, then we could talk about procedures and control activities to be implemented and about the formalisation of this dynamic and transversal process.

Risk management, as integral part of the organisational decision-making process, enables the small and medium-sized company to be resilient and agile in all its activities by dealing with consequences of unforeseen events.

Integrating risk management means adopting ways to enhance and improve the managerial processes that already exist. Therefore it is necessary to first understand how decisions are made and implemented and then determine how managing risks should be integrated into those decisions.

This theoretical analysis contributes to existing knowledge as it extends the platform for research on strategic decision-making in SMEs, by associating it to the risk management process in order to provide a new way of regarding it in SMEs.

One of the limits of this paper is that it is the first step of a far deeper analysis that should lead to further qualitative and empirical investigation for researchers in the field of corporate governance and risk governance of SMEs and it might be useful for managerial practice.

Additional empirical research, regarding in particular the implementation and control of risk management in SMEs, is needed in order to shed more light on the difficulties small and medium enterprises face and to identify practical strategies to help these companies.

Multiple-case studies in particular would better fit into this framework because it is fundamental to validate and test theories and concepts analysed in this study.
For owners and managers of SMEs, a better understanding of the decision-making process and the potential benefits of having a risk-oriented mindset provides the basis for improving the risk appetite framework and therefore enhancing the setting of organisational objectives.

For practitioners and professional accountants, this study could be useful in providing the evidence that they play a key role for managers and owners of SMEs, because they are consultants with the aim of being collaborative in the decision-making process and helping them achieve the objectives, satisfy the stakeholders and create value over the long period.
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ABSTRACT
Creating Shared Value (CSV) has been presented as the saviour of capitalism, a way to vanquish the perception that business profit at the expense of society. The concept of solving societal issues by gaining economic benefits has caught the attention of companies and prominent researchers. Yet, CSV has been referred to as nothing more than a buzzword and criticized because of similarities with existing models and lack of empirical evidences. In this paper, we offer new perspectives on CSV analysing it from the points of view of related concepts, such as stakeholder theory, sustainability, social entrepreneurship, Bottom of the Pyramid, Blended Value and CSR. Examples and discussion outline fundamental differences among similar concepts, thereby shedding light on CSV and both strengths and limitation thereof. Conclusions pave the way to a clear understanding of CSV concept, the locus of which include, but is not limited to, CSR, while giving directions for further research and theoretical development.

Keywords: Corporate Social Responsibility, Creating Shared Value, Business, Society, societal value, economic value.

INTRODUCTION
The debate about CSV revolves around different paradigms according to which business can gain economic returns and create value for society. Stakeholder theory, social entrepreneurship, sustainability, Bottom of the Pyramid (henceforth, BoP), Blended value, CSR and CSV are clearly intermixed (Dembek et al., 2015) because they produce the same outcome (i.e. creating societal value), although different from each other in many ways. The objective of this article is to develop some propositions on CSV in order to facilitate a clear understanding thereof. This paper is structured as follows: we first provide an overview on CSV; we then discuss each one of the concepts overlapping with CSV in a step by step fashion, analysing both literature and practice to highlight differences and similarities with CSV, thereby contributing diverse perspectives on its theoretical stance; we finally present conclusions and indicate direction for CSV theoretical development.
Creating Shared Value

Business and society coexist and thrive alongside one another, with the former having a value creating role towards the latter (Moran and Goshal, 1996). This is the portrait of the economic and social development, or at least it used to be before the heightened public awareness of the dangers of human activities for the environment unveiled that business may also exert detrimental actions on society. Unresolved steady social problems and the urgency of global challenges such as climate change, the consequences of which appear to be every day closer, have led to an increasingly large number of individuals paying greater attention to these issues. Clamorous cases of improper business conduct and natural catastrophes associated with poor risk management practice have certainly contributed to spread the perception that business profits at the expense of society. Given the situation, Porter and Kramer (2011) came up with the concept of Creating Shared Value, according to which companies can solve societal problems in profitable ways. Strategic decisions about how to allocate corporate resources are carrying higher level of complexity because nowadays companies are also assessed on how they met social expectations (Waddock and Graves, 1997). The idea behind CSV is to integrate social issues into the capitalistic economic mechanism in order to enlarge benefits for both business and society, thereby enabling the reconciliation of the two separated realms. Porter and Kramer, (2011; 2012) identified three ways by which companies can create shared value, namely a) reconceiving products and markets, b) rethinking productivity in the value chain, and c) local cluster development. Since its inception, CSV reached the ears of many corporate leaders providing them with lens to see social problems as growth opportunities (Pfitzer et al., 2013). Scholars researched insights on how CSV initiatives might enlarge the total value created for business itself, society and the environment (e.g. Bowe and van der Horst, 2015; Schmitt and Renken, 2012; Spitzeck and Chapman, 2012; Vaidyanathan and Scott, 2012; Esposito et al., 2012), while others extended the concept (e.g. Moon et al., 2011). Therefore, there is no doubt about CSV being an appealing and useful concept, although it has been referred to as “a bit undercooked” (Schumpeter, 2011). Porter and Kramer (2011) have certainly not been particularly rigorous in the development of CSV, neither in grounding the concept with due theoretical background (Crane et al., 2014; Beschorner, 2014). In particular, the claim that CSV supersedes CSR has been legitimately criticized in the literature (Crane et al., 2014; Beschorner, 2014), giving rise to several issues concerning the originality of the concept. Because our goal is to provide a clear understanding of CSV as a theoretical concept, we analyse it through the points of view offered by stakeholder theory, social entrepreneurship, sustainability, Blended Value, BoP, and CSR, thereby “cooking” CSV a little bit more.
PROPOSITIONS: TOWARDS AN UNDERSTANDING OF CREATING SHARED VALUE

Stakeholder theory

Stakeholder theory challenged the conventional conception of the firm as a closed entity which operates solely in the interest of shareholders (Freeman, 1984; Freeman et al., 2007). According to stakeholder theory, firms have to take into account the needs and interest of the actors who either influence or are influenced by them (Freeman, 1984; Freeman et al., 2007). For this very reason, by not considering the firm in a vacuum, stakeholder theory naturally embraces sustainability and corporate social responsibility because it is in the interest of customers, governments, employees and shareholders that companies conduct sustainable and responsible businesses (Jeurissen, 2004; Freeman et al., 2007; Tricker, 2012). Stakeholder management “has become commonplace in the management literature, both academic and professional” (Donaldson and Preston, 1992: 65) primarily because business continuity strongly depends upon them. With regards to stakeholder management as source of value creation, CSV actions has been referred to as strategically effective because they simultaneously create value for different stakeholder groups (e.g. shareholders and society) and does not reduce the value of other stakeholders (Tantalo and Priem, 2014). CSV has been referred to as a stakeholder management approach (Crane et al., 2014; Beschorner, 2013). It is clear how the process by which a firm shifts to a “greener” production process, thereby contributing to pollution abatement, can be seen as a stakeholder management practice. Especially when a firm has hard-hitting negative externalities on the environment, we believe the whole population of the Earth might be considered as a stakeholder group. Therefore, CSV is certainly included in stakeholder management, but it is not limited to it. For example, at time $t$ a company may invest a significant amount of money in a foreign underdeveloped country to create the conditions wherein the demand for its product naturally blossoms at time $t_1$ because of societal development. At time $t_0$, when the decision was taken, the customers were not possibly included among the stakeholders of the firm. Therefore, we propose that CSV opportunities are not bound to the extant groups of stakeholders considered at a given time.

$P_1$: CSV is a stakeholder management practice, although opportunities to create shared value are not bound by the stakeholders considered as such by the firm.

The stakeholder approach to strategic management offers an important perspective on CSV, which also relates to the call made by Beschorner (2014: 110) for “normative corporate philosophy” to answer the questions “what does our company stand for? What is our contribution to society? What are our fundamental values and what business strategies emerge out of them?” (Beschorner, 2014: 110). These questions have been addressed through the “enterprise level strategy” by Freeman (1984: 101). Freeman (1984) suggests a firm should pursue a stockholder strategy if managers believe the externalities of the firm are mainly of
economic nature, prioritize the obligation to shareholders, and perceive economic growth as the main social issue. On the other hand, a firm should pursue a utilitarian strategy if managers perceive the firm to have diverse effect on stakeholders, prioritize the maximization of social benefit, and identify many social issues affecting the firm (Freeman, 1984). If we were to follow this line of thought, we would say that CSV as strategy represent a compromise between stockholder and utilitarian strategy, through the pursuit of which managers can attend their fiduciary obligation to shareholders while creating social benefit, not necessarily provoking misfit across the different stakeholder interests, corporate values, and societal issues as intended by the two strategies. Therefore, we propose the following:

\[ P_2: \text{Through the pursuit of CSV as strategy, managers can attend their fiduciary obligation to shareholders while creating societal value, not necessarily provoking misfit across the various stakeholder interests, corporate values, and societal issues perceived as important by the firm.} \]

\[ P_3: \text{CSV is not per se sustainable.} \]

Social entrepreneurship

Social entrepreneurship can be seen either as addressing societal problems using business-like approaches (Pomerantz, 2003), wherein the social dimension is the core objective, or as addressing societal problems to generate economic returns, wherein the social dimension is central because...
recognized as source of opportunities to be exploited. With regards to the latter, social entrepreneurs are more prone to find business opportunities in social challenges because they are not bound by narrow thinking induced by traditional business mental models (Porter and Kramer, 2011; Elkington and Hartigan, 2008). Social entrepreneurship as intended by Mort et al. (2003) consist of balancing the interests of multiple stakeholders while maintaining the social mission. Boundaries of the social entrepreneurship concept are blurred as well. Some enclose social entrepreneurship within the non-profit sector (Dees et al., 2002) bearing in mind that non-profit does not necessarily mean non-income, with wealth being a means to achieve the social mission and income being the condition for self-sustainability. Others point out that social entrepreneurship is not to be confined within non-profit boundaries (Abu-Saifan, 2012). We tend to consider particularly valuable the contribution of Abu-Saifan (2012: 26-27) who conceives social entrepreneurship as limited to “non-profit with revenue” and “for-profit with mission”. In comparison with CSV, not all the revenue-generating activities necessarily generate income (i.e. economic value) and, most important, theoretically a for-profit does not have to have a social mission to create shared value. As a matter of fact, Maltz and Schein (2012: 63-65) distinguish between “economics-first” and “mission driven” perspectives on the basis of the emphasis managers who engage in shared value initiatives place on the economic or social dimension, respectively. Hence, we propose that CSV is not limited to for-profit organizations who have a social mission as their core objective.

**P4: To create shared value, a firm does not have to have a social mission as its core objective.**

The literature on social entrepreneurship offers another perspective on CSV. Starting from Dees’ identification of social entrepreneurship as one species in the genus entrepreneurship (1998), Austin et al. (2006) differentiated commercial from social entrepreneurship, with the former being the identification and seizure of opportunities resulting in profits, while the latter being the identification and seizure of opportunities resulting in social value creation. CSV can be seen as the marriage between two types of entrepreneurship, being the identification and seizure of opportunities resulting in both profit and social value creation.

**P5: CSV occurs within the continuum between commercial and social entrepreneurship.**

**Blended Value**

Economic and social value are interconnected and indivisible, as highlighted by Freeman (1984: 40). Building on this line of thinking, the concept of blended value was introduced by Emerson (2003a; 2003b) who challenged the conventional view that economic value is separate from social value since it ignores the dynamic interplay between the two. According to him, the trade-off between social and economic value which leads to a zero-sum game is a misconception, because these values are integrated
with each other, or blended (Emerson, 2003a; 2003b). Traditionally economic value and social value were considered as separate from each other and task of different types of organizations. According to blended value, every organization generates value that comprises of economic, social, and environmental components, since each of its activities simultaneously generate all three forms of value, regardless its for-profit or non-for-profit orientation (Emerson, 2003a; 2003b). Blended value highlights the fact that economic and social value are indivisible, thereby calling for new metrics to perform better investment decisions which lead to multiple returns, including social and environmental returns rather than solely financial ones. Given that, a company creating shared value can only help investors in their pursuit of a “unified investment strategy” whereby “true value is not just a function of financial success” (Emerson, 2003b). CSV and Blended Value are complementary concepts, the one focusing upon corporate practice, while the other has a broader vision and implications for how we understand the nature and returns of capital. Hence, we propose Blended Value is inclusive of, although not limited to, CSV corporate practice.

P6: CSV is integral to blended value, the latter being a broader concept focusing on the blended (i.e. financial, economic and social) returns and nature of capital.

By carefully analysing CSV and blended value, it could be noticed how they both pave the way to overcome the misconception that organizations can meaningfully manage only one goal (Pirson, 2012) since it is not possible to pursue the maximization of more than one dimension at the same time (Jensen, 2001). Here is where blended value and shared value intersect, since they both allow for total value maximization, whereas total value consists of economic, social and environmental value. Therefore, we propose CSV is integral to blended value conception of total value maximization.

P7: CSV is integral to total value maximization, whereas total value consists of economic, social, and environmental value (i.e. blended value).

Bottom of the Pyramid

The fundamental proposition of Bottom of the Pyramid (henceforth, BoP) is that multinational companies (MNCs) can make huge profits and grow very fast by serving low income markets (Prahalad and Hammond, 2002). Prahalad and Hammond, (2002) believe that MNCs can enhance their prosperity by launching operations on untapped markets in poor regions, thereby improving the life of the local population. Therefore, BoP highlights that companies have the opportunity to alleviate poverty while creating economic value for themselves, which is the core essence of CSV. As a matter of fact, Michelini (2012) explored new business models to create shared value at the bottom of the pyramid. However, BoP concept limits its radius to the bottom of the economic pyramid while CSV considers a wider spectrum of markets.
Pc CSV is an extension of BoP, the latter focusing on the bottom of the economic pyramid while the former targeting whole economic pyramid.

Corporate Social Responsibility

There is no agreed definition about CSR primarily because it is not easy to clarify what the social responsibility of business consists of (Dahlsrud, 2008). For instance, some believe companies should be responsible to society as much as the people constituting them (Ludescher et al., 2012), while others argue that CSR is not always meaningful since lots of corporate social initiatives are just symbolic (Hess and Warren, 2008). CSR is an ill-defined concept primarily because in the literature it has been extensively discussed about the motivation underlying CSR practice. For instance, Baron (2001) intends an action as socially responsible, hence labelled as CSR, if it is taken with the ratio to serve society at the cost of profit. Further, Baron (2001) states that strategic CSR (henceforth, SCSR) is a profit-maximizing strategy which is privately, not socially, responsible. Therefore, following Baron’s line of thought SCSR cannot be labelled as CSR. This clearly explains why most of CSR practice consists of firms engaging in socially oriented activities completely detached from their core business in order them to be perceived as authentic and true (Jamali, 2007; Di Bella and Al-Fayoumi, 2016). McWilliams and Siegel (2011: 1481) wisely connect an activity to SCSR if it “allows a firm to achieve SCA [sustainable competitive advantage], regardless of motive”. Taking motivation out of the discussion was quite a good step for CSR theoretical development, which is exactly what Porter and Kramer (2011) did with CSV. Porter and Kramer (2011) left aside any discussion concerning motives to create shared value, basically because irrelevant. Motives take second place because the bottom line of a CSV initiative consists in better social condition and enlarged profits, thereby both business and society are better-off. When there is room for Pareto improvements (i.e. actions that harms no one while improving the conditions of at least one in the economy) motives have no relevance.

Pc: The motives whereby firms engage in CSV initiatives, which by definition result in the creation of both economic value for them and societal value, will not be relevant if the conditions for Pareto improvements hold.

Investigating the business case for CSR, Carroll and Shabana (2010: 102) argued that, since CSR not always positively relates with financial performance, “firms should understand the circumstances of the different CSR activities and pursue those activities that demonstrate a convergence between the firm’s economic objectives and the social objectives of society”. This is at the core of CSV theoretical stance, which consists of the identification of business opportunities in societal challenges and their seizure to create shared value. Therefore, we propose CSV resolves the debate in the literature about CSR being positively or negative related to financial returns:
CSV opportunities are those opportunities wherein CSR is certainly positively related to financial returns.

Therefore:

\[ P_{12}: \text{From the economic point of view, CSV is an economically efficient way for firms to put CSR into practice.} \]

As previously discussed, one of the most criticized aspects of CSV consists of how it intends to supersede CSR. Although it has been clearly stated in the literature that the rationale to engage in SCSR practice is profit maximization (Baron, 2001; Andrew Caulfield, 2013), Porter and Kramer (2011) reports that CSR is separate from the pursuit of profit maximization when highlighting the difference between CSV and CSR. Porter and Kramer (2011) have clearly had a partial understanding of CSR practices when they explained how CSV differs from CSR (Wilburn and Wilburn, 2014; Beschorner, 2014). However, considering the significant contribution of Porter and Kramer (2006) to SCSR development, this partial understanding might be voluntary. They were probably referring to CSR as intended in practice, given that many firms use to engage in CSR activities which are altruistic in nature and quite distant from strategic objectives (e.g. Jamali, 2007). The confusion around CSR concept should be considered when evaluating the attempt to detach CSV from CSR. Perhaps, a brand-new concept that breaks up with confusion was needed to direct business practice. For instance, Bruyaka et al. (2013) analysed 100 companies operating in the orphan drugs market and they found that although about a half of those companies were involved in CSR, less than a third included the development of orphan drugs in their CSR. These results give strong evidence of SCSR not being particularly clear to firms. We believe it is worthwhile taking a moment to look at this result through the lens of CSV: All of those companies operate in the orphan drugs market, thereby alleviating the burden of rare diseases on people (i.e. mitigating a quite big societal challenge). If those 100 biopharmaceutical companies were asked if they were solving a societal problem generating profits (i.e. CSV), only the firms who were experiencing losses could have answered they were not. Almost three decades earlier the CSV inception, Peter Drucker (1984: 55) argued that “only if business … learns that to do well it has to do good can we hope to tackle the major social challenges facing developed societies today”. Such a powerful statement has not received the due attention because submerged in the confusing waters of CSR. Perhaps it was necessary to untie the concept from social responsibility. As anticipated by Drucker (1984: 62) “the proper “social responsibility” of business is … to turn a social problem into economic opportunity and economic benefit, into productive capacity, into human competence, into well-paid jobs, and into wealth”, that is to create shared value. The reverberation of CSV could be primarily ascribed to the marketability of the concept rather than its literary foundations. The art of giving a name should not be disregarded when evaluating the diffusion of CSV, indeed. For some companies, “social responsibility” may evoke a sense
of blame for the impact they exert on society which is their duty to deal with, accompanied by the misconception that this duty always comes at a cost. On the other hand, “creating shared value” is associated to profits to the company, prosperity to society, and happiness to everyone. Therefore, we propose the reason why CSV has captured the attention of corporate leaders is in part to be ascribed to its disentanglement from the confusion gravitating around social responsibility.

P12: The success of CSV could be partially ascribed to its “detachment” from social responsibility.

We believe that CSV contribution is vital to the development of CSR practice, whereby we intend CSR as “the responsibility of enterprises for their impacts on society” (EC, 2011: 6). The simplest definition ever, yet comprehensive and clear. Boundaries are set by firm activities, the impacts of which represent what the firms must pay attention to. The European Commission has also given direction to business practice: “To fully meet their corporate social responsibility, enterprises should have in place a process to integrate social, environmental, ethical, human rights and consumer concerns into their business operations and core strategy in close collaboration with their stakeholders, with the aim of: [1] maximising the creation of shared value for their owners/shareholders and for their other stakeholders and society at large; [2] identifying, preventing and mitigating their possible adverse impacts” (EC, 2011:6).

The European Commission included CSV as a driver to meet the social responsibility of business, which we think is the real power of CSV. Since CSV scope is limited to societal issues through the mitigation of which companies create economic value (Dembek et al., 2015; Crane et al., 2014), the European Commission included the identification, prevention and mitigation of negative externalities (EC, 2011), as a separate point from shared value creation, thereby addressing also the cases wherein “business value and social value do not go hand in hand” (Beschorner, 2014: 109). Indeed, CSV cannot possibly substitute CSR since the responsibility of firms toward society cannot be limited to shared value creation opportunities. This is mainly due to the fact that, as explained earlier, CSV is not per se sustainable. Bruyaka et al. (2013: 51-52) indirectly explain the relation between CSR and CSV by saying “where CSR is successfully used in a strategic manner the firm will create shared value for itself and for various of its stakeholders or society as a whole”. To put it simple, even though the reconciliation between economic value and societal value has been extensively discussed within the corporate social responsibility framework (Snider et al., 2003), with CSV it becomes integral part of it. Hence, we propose CSV does not supersede CSR, but it is rather part of CSR and, therefore, it significantly contributes to CSR practice:

P13: CSV does not supersede CSR, whereas the latter is inclusive of, but not limited to, the former.
However, this last proposition should not be misconceived. It might be the case that CSV lies outside the scope of CSR. Think about a mobile network operator who exploited its core competencies in telecommunication and ICT to develop a e-health platform for remote monitoring of patients, which, once adopted by the medical centres of the region, permits to increase their capacity of hospitalization without expanding their facilities, thereby meeting the needs of an increasingly large numbers of elder individuals with chronic diseases. In this case, even if the product that allows for shared value creation helps medical centres to meet their corporate social responsibility, it lies out the scope of the corporate social responsibility of the ICT firm who developed the CSV initiative. In other words, the shared value initiative portrayed in the aforementioned example does not finds its root within the CSR of the firm initiating it. In fact, quite the opposite may be true, as new social responsibilities may emerge from this CSV initiative (e.g. privacy concerns of personal sensible data transmissions). Hence, we propose that a CSV initiative which falls outside the scope of the CSR of the firm initiating it may give rise to new social responsibilities for that firm.

P14: Extra-CSR initiatives which create shared value may give rise to new social responsibilities for the firm initiating them.

This extra-CSR nature of CSV is to be ascribed to the fact that CSV is, de facto, part of value creation, whereby shared value is not limitedly intended as value shared by business and society (Porter and Kramer, 2011), but rather as value shared by the firm and a multitude of different stakeholders (e.g. Adner and Kapoor, 2010), a broader topic that falls outside the scope of the present work.

CONCLUSIONS

In this paper, we analysed CSV from different perspectives offered by stakeholder theory, sustainability, social entrepreneurship, Blended Value, BoP and CSR. This analysis triggered several propositions which altogether may be useful to achieve a better understanding of CSV. These propositions intended to settle the debate around the validity of CSV and the theoretical stance thereof by conceiving CSV as a useful, yet not sufficient, approach for companies to meet their Corporate Social Responsibility, which need to be complemented by negative externalities-minimization criteria and mechanisms. However, we pointed out that CSV initiatives could lie outside the scope of a firm’s CSR, giving rise to new corporate social responsibilities for it.

Even though a more complete profile of the CSV concept emerges from this paper, it remains an open question whether CSV can really help businesses in gaining legitimacy from society. With respect to CSR communication, we believe the operationalization of CSV may offer great opportunities to provide the large public with tangible proofs about the interiorization of CSR into the organization. We expect companies who create shared value better transmitting their “CSR Identity” (Crane and Glozer, 2016: Global and national business theories and practice: bridging the past with the future
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to external stakeholders, who can perceive social responsibility as part of the corporate identity through direct observation of the social outcomes. Researching the legitimization effect of CSV would certainly contribute valuable insights for both CSR literature and practice. Another topic of interest related to social legitimization could be the ability of CSV to break with the controversial argument about historic corporate social responsibility of companies (Schrempf-Stirling et al. 2015), i.e. companies held accountable on the basis of their past harm-doing. More specifically, the pursuit of a CSV strategy may reveal itself as an effective way for companies to “right their wrongs” by emphasizing their present well-doing to the eyes of society rather than their past harmful behaviour. Furthermore, we proposed that a firm can pursue a CSV strategy without having a social mission as core objective, whereby managers can attend their fiduciary obligation to shareholders while creating societal value, not necessarily provoking misfit across the various stakeholder interests, corporate values, and societal issues perceived as important by the firm. If so, we expect CSV to spread across those enterprises who have not been particularly oriented towards social issues as well. The alignment between self-serving purposes and public-serving ones patently taking place in CSV initiatives offers organizations the opportunity to “…conceive CSR as a meaningful part of their business strategy” (Jamali, 2007: 23). It may be interesting to explore whether CSV has the power to direct capitalism towards societal problem resolution, regardless if motives fall within opportunism, altruism, or points in between.
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ABSTRACT

This paper refers to two recent political phenomena: the Brexit, separation of the United Kingdom from the European Union, and the election of Donald Trump as President of the United States. It is important to note that the results on both occasions did not meet the expectations based on opinion polls, on one hand, and, on the other, seemed to be influenced by the adoption of populist attitudes by some of the people and parties involved. It is therefore necessary to deepen the knowledge about the two situations, their fundamentals and their outcomes. That is the objective of this paper. To gather published information and try to use it for the understanding of the results based on existing theories and thoughts.
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INTRODUCTION

The political geography seems to be changing (Buhaug, et al., 2016) with the Brexit, that will lead to the separation between the United Kingdom and the European Union, as well as with Donald Trump’s victory in the American presidential elections at the end of 2016. Disruptive phenomena are normally associated with economic stagnation or depression in the past. These create conditions for strong expansionist programs, where redistribution is the key word, as stated in the initial work of Dornbush and Edwards (1990). But that was not the case in the two situations mentioned, even though both the UK and the United States have suffered the effects of both the sub-prime crisis initiated in the USA in 2007 and had been hit by the progressive globalization and commercial openness, with social consequences that are being evaluated. Traditionally, international commerce has been described by economic theories as a source of progress and increase in efficiency among countries (Gilpin, 2016; Broadberry, et al., 2016; Clarke et al., 2017). However, the experiences of Brexit and, even more strongly, the election of Donald Trump in the United States, should drive our attention to the sensation of many citizens that feel being excluded by the system that may not have protected them as they were
expecting. As a matter of fact, negativity towards the institutions of formal politics is currently a concern across much of the democratic world (Clarke and Ricketts, 2017).

Europe and the United States have benefited from half a century of prosperity and growth practically since the end of the Second World War until the sub-prime crisis. The increased liberalization of the world trade and the globalization of the economy resulted in strong gains for the economies of these two countries, only momentarily interrupted by the oil crisis that occurred in between. And both the USA and the UK recovered quickly from the sub-prime crisis, as the improvement in economic indicators shows. Thus, the general economic situation of both countries when the referendum on Brexit and the election of Donald Trump occurred were good. Those weren't, in fact, periods of economic recession or accelerated unemployment. Other factors emerged, namely populism, with long time prospects that should be studied. In fact, the current surge of populism in Europe and the US is a significant challenge not only for mainstream political parties but, more importantly, for the prosperity and political stability of advanced economies across the world (Andersen et al., 2017). Since 2016 and 2017, there is a proficient literature about the Brexit phenomenon and the Donald Trump election on USA from various fields of science, but none of these deals with the social-economic fundamentals and the citizen's attitudes that are in the basis of Brexit and Trump's election.

The problem of this paper is how to prevent "new" populist movements and what causes / theories are at their origin. Do the current theories explain these phenomena or not?

The objective of this study is then to contribute to the identification of the causes that originated these social attitudes in such different social and political contexts as were lived in the UK and the USA at the time and find the theories that may explain the observed changes.

FROM THE LATIN AMERICAN POPULISM TO THE PROTEST VOTE IN THE UK AND THE TRUMP'S ELECTION

The pioneering work from Dornbusch and Edwards, (1990) about macroeconomic populism analysed the two populist economic programs, in Chile, during Allende’s Unidad Popular (1970-1973) government, and Peru, under Alan Garcia’s rule. According to these authors, the initial condition for the implementation of both programs was the dissatisfaction of citizens with the country’s growth performance. Most typically, though not always, the countries had experienced moderate growth, stagnation or outright depression as a result of previous stabilization attempts. Once the debate was initiated, a number of studies were developed, mainly in Latin America, with the aim of determining the main causes and the consequences of populist policies. Damill, et al. (2015) analysed macroeconomic policy in Argentina in the period starting in 2002. The results, based on panel time-
series data and analysis, confirm the prediction that recently elected governments coming into power after periods of political dictatorship, and which are faced with demand for redistribution, end up engaging in populist (or redistributive) policies, which tend to lead to high inflation and overall poor macroeconomic performance. Fonseca (2011) confirmed these results for Brazil in the time of Vargas’ economic populism. According to this author, the Second Vargas Administration in Brazil (1951-1954) is commonly associated with the phenomenon of populism. The author concludes that “besides, based on this historic experience, it is advocated that there is no incompatibility between developmentalism and the adoption of macroeconomic stability-oriented measures”. With the recent economic crisis, conditional lending and mandatory structural reforms arrived in the European Union. On the opposite way in European countries “with the recent economic crisis, conditional lending and mandatory structural reforms arrived in the European Union. Greece and a number of other crisis countries were subjected to a rigorous process of economic adjustment in exchange for emergency credits from the troika (European Commission, European Central Bank, and International Monetary Fund)” (Hermann, 2016). With the recent economic crisis, conditional lending and mandatory structural reforms arrived in the European Union. (Hermann, 2016).

Populism is conceived of as a political style essentially displaying proximity of the people, while at the same time taking an anti-establishment stance and stressing the (ideal) homogeneity of the people by excluding specific population segments. Second, it is pointed out that defining populism as a style enables one to turn it into a useful concept that has too often remained vague and blurred. (Jagers, and Walgrave, 2007; Abts and Rummens, 2007). Although these phenomena were initially associated with economic recession or depression, instability, and inflation in Latin America, their political geography changed to North America and Europe, the most recent examples being Brexit, Trump’s elections, but also the growth of populist parties in The Netherlands, France, Austria, Italy, Germany, Hungary and so on, despite the fact that macroeconomic and social conditions are substantially different from the ones that were in the basis of the populist movements in South America. Scholars of contemporary Europe’s Mediterranean strategy note that efforts by Europe to link with its southern neighbors do more than simply establish norms for external relations. They are also used to define what (and where) Europe is (Steinberg, 2016). However, in recent times, the warlike conflicts in the Mediterranean countries and the growing wave of migrants have somehow conditioned the policies in Europe and had effects in Trump voters. According to Steinberg (2016), Notwithstanding this dream of free and peaceful commerce across a tamed inland sea, whenever there is interaction there is also the potential for hostility. As such, just as the designation of the Arctic as a Polar Mediterranean is used to promote a vision of Europe (and North America) peacefully extending its frontiers, it is also used to suggest a vision of the inland sea as an arena of conflict. In the last three years, the number of deaths from war
has once again risen, mainly due to the bloody civil war in Syria (Gleditsch, Nordás, 2014). This war has had profound impacts at the European and American political level, which is difficult to predict at the level of the voters' sense of voting. States had engaged in a variety of border enforcement practices to reassert control over migration and territory in spite of international human rights obligations. State responses to asylum seeking are illustrative of the subsequent movement and proliferation of borders far from the territorial borderline (Gorman, 2017).

**METHODOLOGY AND DATA**

The methodology includes a qualitative and quantitative analysis. At the quantitative level analysis, a study was carried out of all scientific papers published in the SCOPUS indexed database and the Social Science Citation Index and Web of Science, which included 116 papers in the different scientific areas published between 2016 and 2017. After were selected all those scientific papers included in the Social Sciences / Economic / Econometric / Miscellaneous / and Management scopes. All these works are duly analysed and referenced in this work. At the level of the quantitative analysis, two types of analysis were performed: a univariate analysis and an econometric analysis with the ARIMA model (in progress). Univariate analysis includes two distinct procedures. First, the macroeconomic indicators were analysed on the basis of OECD databases; The World Bank and the European Commission, referring to the years 2009 and 2016. Secondly, the data concerning the Ipsos Public Affairs Inquiry for the database on the economic situation in UK and USA were analyzed. The ARIMA Econometric model was based on data referring to the years 2009 to 2016 regarding the socio-economic and political conditions that foster these populist movements. The variables include a formed panel data based on quantitative indicators for 32 European countries and the United States as a comparative term. The variables include economic indicators relating to educational levels (EDU) of citizens; Indicators for economic growth (GDP) (GDP growth rate); Employment scientific (SE). At the level of investment of GDP in R&D, as well as social data such as average annual average income and by category (YA). In addition, we created a dummy variable that evoked the existence of extreme phenomena in 2016 (EX), as well as a trend variable @TREND. The econometric model was based on Choi and Varian (2009) made use of simple autoregressive models augmented by the index taking the following form: \( AR-1 \) model \( y_t = b_1 y_{t-1} + b_9 y_{t-9} + e + u \) for the period 2009 a 2016.

\[
\ln y_t = \alpha_0 + \alpha_1 \ln y_{t-1} + \alpha_{12} \ln y_{t-12} + \beta x_t + u_t \quad (1)
\]

Where \( y_t \) is the value of the series under investigation year \( t \); \( y_{t-1} \) is the value of that series in the previous year \( y_{t-9} \) is the value of the serie of 9 years earlier and \( x_t \) is the value of the series of 9 years earlier and \( xt \) value of the dummy trends query for the terms associated with the series.
Because simple fixed annual dummies may offer an alternative approach to the modelling of the populism movements in the studied countries, for each data term we began with a general unrestricted model (2) according Choi and Varian (2009) that included a secular time trend (TREND) and fixed annual dummies \((S_j)\) as well as the 1-period and 9-period lags of the dependent variable (POPU) and the value of the relevant value of populism searched.

\[
\ln y_t = \alpha_0 + \alpha_1 \ln y_{t-1} + \alpha_{12} \ln y_{t-12} + \beta x_t + \gamma \text{TREND} + \sum_{j=0}^{10} \theta_j S_j + u_t \tag{2}
\]

RESULTS AND DISCUSSION

Socio-Economic conditions in the UK and the USA

Table 1 presents the main economic indicators in USA and UK in 2009 and 2016, during and after the subprime crisis. Recession in the USA reached -8% of GDP, -2.3% in the United Kingdom. Results started to improve in 2010, though, and it could be said that there is now a moderate economic growth. Unemployment among young people was strongly affected, reaching 16 and 20%, respectively, in the United States and the UK, in 2009. And it decreased to 11 and 13% after 2010. Despite the improvement, the rate of young people that cannot find a job is still 6 to 8 points higher than general unemployment in those countries. On the other hand, trade balance was always negative, increasing 50% in the USA from 2009 to 2016. The UK performed better, with a decrease of around 10% along the same period.

<table>
<thead>
<tr>
<th>Economic data</th>
<th>USA</th>
<th>2009</th>
<th>2016</th>
<th>2009</th>
<th>2016</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP grow rate (%)</td>
<td>-8</td>
<td>2</td>
<td>-2.3</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>Balance of trade (millions of $ (USA) or (GBP in UK)</td>
<td>-30000</td>
<td>-45000</td>
<td>-5800</td>
<td>-5200</td>
<td></td>
</tr>
<tr>
<td>Unemployment rate (%)</td>
<td>5.3</td>
<td>5.0</td>
<td>6.1</td>
<td>5.1</td>
<td></td>
</tr>
<tr>
<td>Inflation Rate (%)</td>
<td>-2</td>
<td>3</td>
<td>2</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Debt to GDP (%)</td>
<td>95.2</td>
<td>104.7</td>
<td>65.7</td>
<td>89.2</td>
<td></td>
</tr>
<tr>
<td>Youth Unemployment Rate (%)</td>
<td>16</td>
<td>11</td>
<td>20</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Productivity (Index Points)</td>
<td>98</td>
<td>106</td>
<td>98.5</td>
<td>108.5</td>
<td></td>
</tr>
<tr>
<td>Private Debt to GDP (%)</td>
<td>212.28</td>
<td>197.2</td>
<td>237.8</td>
<td>229.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Economic outlook of USA and UK Source: OECD, 2016.

Socio-Economics Characteristics of the Brexit voters

As for the socio-economic characteristics of the voters favouring Brexit, it is possible, according to Brooks et al., 2016 and O'Reilly et al., (2016), to distinguish them by socio-professional characteristics, such as the profession associated with educational level, level of wealth (heritage) and religious factors. Nearly two thirds of manual workers (64%) voted “Leave”, and their voice was augmented by approximately half of the middle classes with the same behaviour. The majority of the professionals and managerial classes (57%) voted “Remain”. An observation of the housing characteristics of “Leave”
voters illustrates this unusual ‘contradictory coalition’. Most of those who owned their own home, without a mortgage (most likely older voters and the very rich), and two thirds of council and housing association tenants voted “Leave”. Homeowners with a mortgage voted “Remain”.

Gender divisions did not prove evident, but ethnic divisions were; and they were also fractured. White voters were slightly more likely to vote “Leave” (53%) than to vote “Remain” (47%). Two thirds (67%) of those describing themselves as Asian voted to remain, as did three quarters (73%) of black voters. Nearly 6 in 10 (58%) of those describing themselves as Christians voted to leave, while 7 in 10 Muslims voted “Remain”. However, some migrants from the Commonwealth voted “Leave” only because they wanted a fairer system of migration that did not give preferential treatment to East Europeans over people from their own countries (Parveen, 2016; O’Reilly et al., 2016). The economic crisis, the refugee crisis, pressures on the Euro and immigration, combine to stress the shortcomings of the EU. Brexit is also one kind of expression of democracy. Inglehart and Norris (2016) analyses whether populist support is associated with economic or cultural variables. Their results confirm that cultural values are consistent predictors of support for populist parties strengthened by anti-immigrant attitudes, mistrust of global and national governance, support for authoritarian values, and left-right ideological self-placement. According to Andersen et al. (2016), economic indicators are not reliable predictors. It thus seems likely that economic policies have not directly led to a populist backlash, but have indirectly reinforced it, by creating a world of greater labour mobility, and growing prominence of supranational government. The current surge of populism in Europe and the US is a significant challenge, not only for mainstream political parties but, more importantly, for the prosperity and political stability of advanced economies across the world.

The main factor that explains the Brexit was the lower educational level of the population and lack of investment in education (Streeck, 2014). In fact, UK, together with Greece, has the lowest share of secondary education students learning two or more languages, below 10% and decreasing since 2009. (EUROSTAT, 2016; Streeck, 2014). Meanwhile, good reasons existed for some section of the population to vote for Brexit. If the EU and the elites do not protect citizens from the crisis and economic difficulties, why bother? The Brexit vote most importantly underlines income and territorial inequalities, a growing cleavage between globalization winners and losers and a profound Brexistential crisis about the future of the Union European (Le Galès, 2016).

Socio-economics characteristics and attitudes of the Trump voters

As for the socio-economic characteristics and attitudes of the voters of Trump election (Table 2 and Table 3), it is possible to distinguish them by socio-professional characteristics, such as gender, race, age, education, geographical location of the voters, religion, the profession associated with educational level, and attitudes about the situation and the future of the country, immigration and openness to
international trade and mistrust towards mainstream politicians: voters have serious mistrust about the qualities of the politician in which they vote and political ideology is mainly conservative in Trump voters. Trump voters are mainly politically conservative, male (52%), 45-64 years old (53%) and 65 and over years (53%), less educated (51% of people having high school or lower degrees, and 52% of those some college/associate degree), 50% of voters with average income in the $50,000 - $99,999 bracket. The low-income voters, receiving under $30,000 or between 30,000 - $49,999 voted mainly for Clinton. One other characteristics of Trump was place of residence - the majority lives in suburbs (50%) and small city or rural areas (62%) - religion - Protestant or other Christian (58%) or Catholic (52%), while Clinton attracted 62% of voters with no religion and 69% of those with other religious belief. As far as attitudes and values, 69% of the Trump voters consider that the direction of the country is seriously off track, they are mainly concerned with the emigration (64%) and worried about the economic situation of the country (42%). When asked about the family financial situation, they consider that it is worse today (78%) and expect for the next generation of Americans to have a worse life than today (63%). About 65% consider that the effect of trade openness with other countries on U.S. jobs takes jobs away from American workers, 86% agree with the construction of the wall along the entire U.S. border with Mexico and 84% strongly agree with the deportation of illegal immigrants working in the U.S.A. For 84% of Trump voters the most important candidate quality is that he can bring needed change. These results seem to indicate that Trump voters correspond, on one hand, to those excluded from globalization and the system, and, on the other, probably to the revolt of the elites towards the political system. They are thus willing to take more risk and vote for a candidate with no political experience and outside the political mainstream.

Voter’s Socio-economic characteristics

<table>
<thead>
<tr>
<th>Gender</th>
<th>Male</th>
<th>Female</th>
<th>Gay, lesbian, bisexual or transgender</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trump (%)</td>
<td>53</td>
<td>42</td>
<td>14</td>
</tr>
<tr>
<td>Clinton (%)</td>
<td>41</td>
<td>54</td>
<td>78</td>
</tr>
<tr>
<td>Race</td>
<td>White</td>
<td>Black</td>
<td>Hispanic/Latin</td>
</tr>
<tr>
<td>Trump (%)</td>
<td>58</td>
<td>8</td>
<td>29</td>
</tr>
<tr>
<td>Clinton (%)</td>
<td>37</td>
<td>88</td>
<td>65</td>
</tr>
<tr>
<td>Age</td>
<td>18-29</td>
<td>30-34</td>
<td>45-64</td>
</tr>
<tr>
<td>Trump (%)</td>
<td>37</td>
<td>42</td>
<td>53</td>
</tr>
<tr>
<td>Clinton (%)</td>
<td>55</td>
<td>50</td>
<td>44</td>
</tr>
<tr>
<td>Education</td>
<td>W</td>
<td>Some college/associate degree</td>
<td>College graduate</td>
</tr>
<tr>
<td>Trump (%)</td>
<td>51</td>
<td>52</td>
<td>45</td>
</tr>
<tr>
<td>Clinton (%)</td>
<td>45</td>
<td>43</td>
<td>49</td>
</tr>
<tr>
<td>Income ($/year)</td>
<td>Under $30,000</td>
<td>$30,000 - $49,999</td>
<td>$50,000 - $99,999</td>
</tr>
<tr>
<td>Trump (%)</td>
<td>41</td>
<td>42</td>
<td>50</td>
</tr>
<tr>
<td>-----------</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>Clinton (%)</td>
<td>53</td>
<td>51</td>
<td>46</td>
</tr>
<tr>
<td>Residence</td>
<td>City over 50,000</td>
<td>Suburbs</td>
<td>Small city or rural</td>
</tr>
<tr>
<td>Trump (%)</td>
<td>35</td>
<td>50</td>
<td>62</td>
</tr>
<tr>
<td>Clinton (%)</td>
<td>59</td>
<td>45</td>
<td>34</td>
</tr>
<tr>
<td>Religion</td>
<td>Protestant or other Christian</td>
<td>Catholic</td>
<td>Jewish</td>
</tr>
<tr>
<td>Trump (%)</td>
<td>58</td>
<td>52</td>
<td>24</td>
</tr>
<tr>
<td>Clinton (%)</td>
<td>39</td>
<td>45</td>
<td>71</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Voter’s attitudes</th>
<th>Trump (%)</th>
<th>Clinton (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direction of country</td>
<td>Generally right direction</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Seriously off track</td>
<td>69</td>
</tr>
<tr>
<td>Most important issue</td>
<td>Foreign policy</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>Immigration</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>The economy</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>Terrorism</td>
<td>57</td>
</tr>
<tr>
<td>Condition of the nation’s economy</td>
<td>Excellent</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Good</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Fair</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>Poor</td>
<td>79</td>
</tr>
<tr>
<td>Family financial situation</td>
<td>Better today</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Worse today</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>About the same</td>
<td>46</td>
</tr>
<tr>
<td>What do you expect for the next generation of Americans?</td>
<td>Better than life today</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Worse than life today</td>
<td>63</td>
</tr>
<tr>
<td>Condition of the nation’s economy</td>
<td>Excellent</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Good</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Fair</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>Poor</td>
<td>79</td>
</tr>
<tr>
<td>Effect of trade openness with other countries on U.S. jobs</td>
<td>Takes away jobs</td>
<td>65</td>
</tr>
<tr>
<td>What should happen to most illegal immigrants working in the U.S.?</td>
<td>Deport</td>
<td>84</td>
</tr>
<tr>
<td>Building a wall along the entire U.S. border with Mexico</td>
<td>Support</td>
<td>86</td>
</tr>
<tr>
<td>Best description of vote</td>
<td>I like my candidate but with reservations</td>
<td>49</td>
</tr>
<tr>
<td>Most important candidate quality</td>
<td>Can bring needed change</td>
<td>83</td>
</tr>
<tr>
<td>Political ideology</td>
<td>Conservative</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>Liberal</td>
<td>84</td>
</tr>
</tbody>
</table>
Results about the attitudes and perceptions of the citizens from UK and USA about the economic situation of the country

Data are taken from Ipsos Public Affairs (2017). Citizens in the UK, USA and other 23 countries assessed the current state of their country’s economy. The first question was: “Now, thinking about our economic situation, how would you describe the current economic situation in? Is it...”. The answers should be given in a modified Likert scale, with four possible results: Very good; Somewhat good; Somewhat bad and Very bad. The number of answers was a thousand in each of the countries involved. In Figure 1 one can see the results for the UK. Globally, the results show that 49% of the respondents consider the economic situation somewhat bad. The social-economic characterization of these respondents shows that there is a difference according to gender. More than 52% of women and only about 46% of man gave that answer. Other characteristics include 54% of people in the 50-64 years age bracket, 44% of those under 35 years old and 50% of respondents aged between 35-49. Also, 51% of the persons who answered somewhat bad were unemployed; 52% of the people with high salaries and 44% of those with medium and low incomes gave this answer; 52% were married, from whom 52% did not have a chief income earner; 52% did not occupy a senior executive place. It should be noted that only 37% of people in high hierarchical position were in this group of respondents. For 39% of the people inquired, the economic situation in the UK is somewhat good. 41% of these respondents were male, 37% female. This answer is equal for the highest age groups, with 37%, but only 34% of people under 35 years old voted this way, probably as a result of high unemployment in this age group; 39% belonged to a low income household, 44% to a high income. Votes were independent of marital status. Citizens sharing this opinion had mainly, 44%, low education levels. Only 34% of medium and 39% of highly educated people agreed with this answer; finally, 41% of chief income earners shared the same opinion, against 37% of not chief income earners and business owners. The economic situation is very bad only for a total of 8% of the respondents. There is no evidence for a gender discrepancy. But, on the other hand, it seems that it is within the bracket age under 35 and lower education levels that this answer is mostly chosen. The contrasting choice, the economy is very good, is chosen by only 4% of the persons, mainly among men with lower education but high income households, including business owners and chief income earners.

In conclusion: the majority of the sample, 57%, in the United Kingdom considers that the economic situation of the country is bad or very bad. It is mainly among women, with medium educational level or unstable employment and lower hierarchical positions, low income, part-time jobs and risk of
unemployment, within the age bracket 35-49, that this opinion prevails. These results confirm the findings of O’Reilly et al. (2016) that two thirds of the voters in favour of the Brexit were manual workers and that their voice was reinforced by approximately half of the middle class (Stewart et al., 2016).

The same question was asked in the United States to a sample of 1000 inhabitants according to Ipsos Public Affairs (2017) methodology. The results, shown in Figure 3, confirm significant differences in the perception of American citizens when compared to their British counterparts. As a matter of fact, 52% of the people submitted to the questionnaire considers that the economic situation in the USA is good or very good. It mainly is among males (59%), aged under 35 (63%) – in contrast to the 48% of those between 35 and 49, or 43% older than 49 – married (52%), living within high income households, and with a Chief Income Earner (77%), Business Owners or Senior Executives (78%), with higher education (67%) that this opinion prevails. As far as geography is concerned, these results are favorable especially in the US Midwest Region (54%), US South Region (53%) and US West Region (53%), being smaller in the US Northeast Region (48%).

Figure 1. Economic situation in UK, 2017 (Source: Ipsos Public Affairs (2017)).
Possible explanations of the results

Several authors tried to forward explanations for the results of the elections: Clarke, and Ricketts, (2016) through the return of the Jacksonian tradition; (Newmann, 1957; Neumann et al., 2013).) using the critical theory. Clarke and Ricketts (2016) concluded that in many respects, the 2016 presidential race witnessed the return of Jacksonian sentiment to center stage in American politics to challenge the post-Cold War consensus on foreign policy. Although these results refer to the UK, their conjugation with the factors based on the Jacksonian theory, may partly explain Trump’s election, which cannot be based on the economic factors, since, as previously stated, most the respondents to the Ipsos Public Affairs inquiry (2017) considers them to be good or very good. It may be added that they also express that the economy is not their main source of worries, since the negative effects of the subprime crisis seem to be surpassed. On the contrary, in the UK, the inquiry shows that the majority (57%) of the respondents consider the economic situation in the country bad or very bad. On the other hand, economic indicators show that the subprime crisis negatively affected the economy. Young people were among the most affected, despite their academic qualifications and thus the Prospect Theory was not confirmed. However, older less educated persons opted to vote for Brexit, as their American counterparts voted for Trump. It may be concluded that the Jacksonian Theory may be applied in both situations, with people expressing negative feelings towards formal political institutions, be them national, in the case of the USA and UK, or supranational, in the case of the UK. At economic level the Prospect Theory proposed by Kahneman, and Tversky, (1979) could explain these electoral or referendum phenomena. Choices among risky prospects exhibit several pervasive effects that are inconsistent with the basic tenets of
utility theory. In particular, people underweight outcomes are merely probable in comparison with outcomes that are obtained with certainty. This tendency, called the certainty effect, contributes to risk aversion in choices involving sure gains and to risk seeking in choices involving sure losses. The application of the Prospect Theory to the results of the Presidential Elections in the United States and the Brexit referendum in the United Kingdom would justify that voters who faced negative experiences in the past are more receptive to vote in a riskier proposal (whose consequences they do not entirely know), but that offers them higher potential of additional gains, instead of choosing a safer alternative with smaller potential advantages. Fuchs, (2017) based on Neumann, (1957) and Neumann et al., (2013) explain the Trump election on the basis of the Critical Theory, namely, in such situations, the “fear of social degradation [...] creates for itself ‘a target for the discharge of the resentments arising from damaged self-esteem’”. persecutory anxiety can lead to ego-surrender in the mass through affective identification with a leader.

*Consequences of the Brexit and Trump’s Election*

The analysis of the Brexit referendum reveals that the regions that voted strongly for Leave tended also to be those with the greatest levels of dependency on European Union markets for their local economic development (Galbraith, 2017). Donald Trump’s victory showed how market reaction to populism is hard to predict. Globally, populist policies are focused more on immigration, trade, and governance, which are typically market negative. As such, populist electoral victories would imply modest downward revisions to baseline growth forecasts and risk greater instability. It has not been the case so far. Populist electoral victories in Europe would result in unsettling brinkmanship and provide an existential threat to the EU, though compromise is the most likely outcome since subsequent risks are two-sided.

**CONCLUSION**

The election of Donald Trump as President of the United States and the Brexit, separation of the United Kingdom from the European Union must be seen as the result of a complex situation involving social, political and economic aspects. Firstly, it is evident that there is a growing mistrust of a large part of the citizens on traditional institutions, political parties and long term politicians, be them national, in the case of the United States, or national and supranational, in the case of the United Kingdom. Secondly, citizens tend to feel that, in some way, they have been abandoned by the state to the effects of globalization and immigration without any effort being made to protect them. This in turn justifies the support for policies based on isolation and the growing believe that, on their own, with restrictive trade and immigration policies, both the United States and the United Kingdom would perform better.
Finally, it is also evident from the study that the groups that favored Trump’s election and the Brexit are those who think have more to lose with the current policies and are, therefore, open to try other ways, even if they may doubt the outcome.

REFERENCES

Gilpin, R. (2016), The political economy of international relations, Princeton University Press.


CORPORATE SOCIAL RESPONSIBILITY AND CORPORATE
GOVERNANCE FOR NON-PROFIT ORGANIZATIONS AN EITHER / OR
CHOICE?

Eller, Helene

ZHAW School of Management and Law, Winterthur, Switzerland

ABSTRACT

Non-profit organizations provide services and goods for its clientele, with profit being a minor objective. With this definition in mind it is obvious that the goal of non-profit organizations is to serve several bottom lines and not only the financial one. This approach is underpinned by the no-distribution constraint. Single shareholders who might have an interest in such an organization would be unable to benefit from its prosperity personally. Good governance is mandatory in order to support the aims of non-profit organizations.

Looking for a measure for good governance the principals of corporate governance gain attention. Corporate Governance (CG) reaches this goal by focusing on supervision and control. Today, there exists an enhanced measure for this aim: Corporate Social Responsibility (CSR). The focus of this concept is on a so-called triple bottom line, which means to consider economical, social and also ecological concerns when making profits. The purpose of this paper is three-fold: Firstly, it is to find out if Corporate Governance and Corporate Social Responsibility are intertwined concepts based on their theoretical background. Secondly, both phenomena are discussed within the non-profit area. Finally, it is to ascertain, whether non-profit organizations should adapt also Corporate Social Responsibility to reach their goal of good governance. It is alleged that these organizations with their distinctive features are already unconsciously applying elements of Corporate Social Responsibility in their Corporate Governance and for this reason good governance is assured by the application of an enhanced Corporate Governance.

Keywords: corporate social responsibility, corporate governance, profit-organizations, non-profit organisations, shareholder wealth, stakeholders, sustainable profits
INTRODUCTION

Corporate Governance\(^1\) and Corporate Social Responsibility have already been widely discussed in science. Both concepts received attention in the scientific world thorough several incidents. The breakthrough for the attention of Corporate Governance was many worldwide crashes of corporations due to a lack of guidance and supervision. Corporate Social Responsibility received its attention in science due to a changing world. It is no longer enough to know how profits are used but above all how profits have been made. At a first glance, it might appear that there is no interconnection between both concepts.

This discussion paper starts with an overview of the theoretical background of both concepts. Afterwards, the question whether Corporate Governance and Corporate Social Responsibility should be applied as an “either/or choice” is elaborated. Furthermore, both concepts are transferred to non-profit organizations and an interconnection of both concepts shows up, as well. Finally, the proposition that non-profit-organizations are already applying an enhanced Corporate Governance with elements of Corporate Social Responsibility is evaluated.

CORPORATE GOVERNANCE AND CORPORATE SOCIAL RESPONSIBILITY – LITERATURE REVIEW

Corporate Governance

Corporate Governance got its attention in science because of many worldwide crashes of corporations due to a lack of guidance and supervision. The confidence in “good governance” was lost. The true and fair view of balance sheets has been questioned. Sir Adrian Cadbury put a landmark with his definition of Corporate Governance in 1992 as “…the system by which companies are directed and controlled” (Cadbury, 2000) to start an intense scientific discussion. The visible result of this discussion is the development of several Corporate Governance codes. Today, there exist Corporate Governance Codes in each of the current EU member states with compulsory character as well as the US. Over the past ten years the EU has put effort on harmonizing all these country-specific codes (Walsh and Lowry, ©2011). Due to the worldwide importance of the topic, even the OECD has published principles of Corporate Governance. According to OECD “Corporate Governance involves a set of relationships between a company’s management, its board, its shareholders and other stakeholders” (OECD, 2015). Research and thorough discussion about Corporate Governance which started in 1992 has its result in various definitions in the extension of a wider or narrower focus: Sir Cadbury focuses his

---

\(^1\) The author has already undertaken thorough investigations into the field of Corporate Governance for non-profit organizations in the context of a doctoral study programme.
viewpoint about Corporate Governance on the system, i.e. the structure of a company whereas the OECD-definition explicitly mentions the various relationships and involves even stakeholders.

*Corporate Governance – theoretical background*

The theoretical background of corporate governance is multi-layered. It depends on the focus, which will be put on this concept. There is no doubt that agency theory is the predominant theory to explain the mechanism of Corporate Governance. In the centre of attention is the relationship between a principal and an agent where the principal delegates the execution of an action including decision making to an agent (Jensen and Meckling, 1976). The focus has to be on the principal as he is the bearer of the residual loss. The problem is that the agent may not act in the best interest of the principal. Different goal-orientations, risk preferences, information asymmetry are described as agency problems. Control will help to solve these agency problems (Fama and Jensen, 1983).

Agency theory is based on a special type of people. Between both parties, the principal and the agent, it is assumed that there is a trade-off between their goals. Both parties are assumed to be self-interested. In contrast, stewardship theory has been developed to draw attention to an opposite type of people acting in organizations, above all non-profit organizations. Stewardship theory’s parties are the principal and the agent, too, but the agent – better defined as “steward” – maximizes the principal’s interest by maximizing his personal goals at the same time (Davis et al., 1997). The behaviour of a steward in stewardship theory is diametrically opposed to those of an agent in agency theory. This underlying assumption has far-reaching consequences: As already mentioned, the focus in agency theory is on control to cope with the divergent interests over the agent through more or less sophisticated incentive systems and governance structures. Control is also a matter of stewardship theory but with a completely different focus: Trust is an important prerequisite to install a control system, which presumes itself high identification with an organization. It gives the managers a high level of autonomy and working-conditions, which support trustful decision-making (Hernandez, 2008).

The attempt to understand Corporate Governance by using only one theory is hardly one-sided. A comprehensive picture of the basis of Corporate Governance is only possible by looking at further theories, too. The company or an organization’s environment consists of a network of relationships with stakeholders. This focus is also emphasized by the Corporate Governance definition of the OECD. A company not only has shareholders but also a lot of stakeholders who might have a stake in an organization. Within for-profit organizations the shareholder is seen as the most important stakeholder, and therefore the focus is on it. Regardless this focus, stakeholders play an increasingly important role even in for-profit companies. Stakeholders are in the central focus of non-profit organizations as they represent the missing owner. The well-known definition of Freeman that a
A stakeholder is any group or individual who can affect or is affected by the achievement of the organization’s objectives (Freeman, 2010, 1984) is central to this paper as it belongs also to the concept of Corporate Social Responsibility, which will be discussed below. Stakeholder theory’s actors are stakeholders. Stakeholder of a company or organization can be everybody who is of interest to a company or organization. The number of stakeholders depends on the size, mission and legal form. In theory, there have been developed several methods to reduce the number of stakeholders. The most important concept refers to that of Mitchell/Agle/Wood where power, legitimacy and urgency are attributes to reduce the number of stakeholders (Mitchell et al., 1997).

The comprehensive picture of theories of Corporate Governance is not conceivable without business ethics. The purpose of a business is to create value for all groups and individuals who have a stake in the business (Freeman, 1993). This valuable purpose of business reflects two concepts which are business ethics and normative stakeholder theory. It becomes obvious that these concepts might be interconnected. But the assumption exists that ethics do not go together with attaining business goals such as maximizing profits. According to Elms et al. it is surprising that business ethics in the form of applied ethics have the same origin as strategic management. Unfortunately they grew apart as strategic management focused on profit making and business ethics on ethics itself. But by focusing the value creation process it becomes obvious that effective strategic management includes the considerations of ethics as well (Elms et al., 2010).

**Corporate Social Responsibility**

Corporate Social Responsibility gained attention in Europe in the years of 1990 although first ideas were released in the US in the late 1800s (Sitnikov, 2013). At this time, the concept was not attractive enough to be widely discussed in science. Obviously, the world had to change so that this concept perceived its value. The consequence of the various research activities in this field is that there does not exist a common definition, which states the unique understanding of the concept (Dahlsrud, 2006). Scholars claim the unclear situation regarding a unique meaning and try themselves to enrich the scientific discussion with their definitions or further explanations (This situation resembles those of the research field of Corporate Governance). It is still the responsibility of the author to choose an adequate understanding, which suits the discussed context. Carroll is the author who provides the most commonly accepted definition. He defines Corporate Social Responsibility as “… the social responsibility of business as encompassing the economic, legal, ethical, and discretionary expectations that society has of organizations at a given point in time” (Carroll, 1979).

The discussion about Corporate Social Responsibility has also attracted the European Union (EU) and the EU acknowledged the importance of this concept by providing a green paper. The understanding
of Corporate Social Responsibility in this paper is those that companies should integrate social and environmental concerns in their business operations and in their interaction with their stakeholders on a voluntary basis (Commission of the European Communities, 2001).

Corporate Social Responsibility – theoretical background

Today's meaning of Corporate Social Responsibility has been evolved over the years from previous theories and concepts like corporate social performance, corporate responsibility, business ethics just to mention a few examples. The concept is still far-reaching and offers a wide range of matters to focus on. Consequently, the underlying theories have to comprise all these matters, too. There exists hardly any more comprehensive overview of relating theories for this concept than those of Garriga/Melé (2004): The authors have classified the approaches and corresponding theories. The classification is done along underlying theories and has been clustered in four groups: The first group summarizes theories where the economic aspect of the interaction between business and society is focused. Social activity is welcomed only for the purpose of creating wealth to the corporation. These theories are called instrumental theories. Agency theory is represented within this group of theories. The second group of theories emphasizes the social power of the corporation with respect to its responsibility in the political area: political theories. The third group of theories looks at corporations in a way that they might have to integrate social demands in their business: integrative theories. Stakeholder theory, which is also used to explain Corporate Governance is an important theory within this group. The last group of theories deals with ethics: ethical theories. Business ethics has been mentioned above as well in the range of theories to explain Corporate Governance.

It is important to perceive that the theoretical concepts, which are used to explain Corporate Governance and Corporate Social Responsibility are partly congruent. In the next chapter it will be evaluated whether the discussed concepts are interconnected or have only the same starting point and then drift apart.

CORPORATE GOVERNANCE AND CORPORATE SOCIAL RESPONSIBILITY – AN EITHER/OR CHOICE

The central idea of both phenomena is “good governance” but with various interpretations. Corporate Governance itself has been developed due to big worldwide crashes of companies. These crashes called for “good governance” with a growing meaning till today.

Good governance is ensured by focusing on defining roles, responsibilities and power among different parties, i.e. the board, the management and shareholders within an organization. Furthermore, at that time the focus of companies was on profit maximization only which means a
single focus on the financial bottom line. How profits are made was not in the primary interest even sustainable growth. Corporate Social Responsibility’s focus lies on sustainable profits and growth. The single focus on the pursuit of the financial bottom line with the unique purpose to satisfy shareholders has been enriched to a broader view: Profit organizations are forced to gain sustainable profits and not short-time profits. Shareholder wealth is still in the focus of interest but it should be achieved by sustainable growth, which includes also social and ecological aspects. Within Corporate Social Responsibility good governance is achieved by following a so-called triple bottom line.

The more embracing interconnection of both concepts will be discussed on the following overview of Schmidpeter (2013). In this overview (see fig. 1) several concepts are arranged hierarchically. The overriding is Corporate Social Responsibility. Corporate Governance is classified as part of Corporate Social Responsibility, but its meaning is narrowed only to compliance, anti-corruption and transparency or boni for the management. Compliance means to obey relevant rules, standards and laws for an organization. Compliance has to be understood as prerequisite for good governance. It can be called the “hard law” (Brändle and Noll, 2013). However, “good governance” comprises an extended set of rules, i.e. laws and firm-specific standards, upon an organization is governed. Corporate Governance Codes, for example of Austria and Germany, state in their preambles that the rules refer to international standards of “good governance” in a broader sense including not only the shareholders but also stakeholders (German Corporate Governance Code, 2015). Schmidpeter shows with his overview that Corporate citizenship and responsible lobbying are also part of the overwhelming concept of Corporate Social Responsibility. Corporate citizenship means activities like donations, corporate volunteering or investment in regions and responsible lobbying and industrial standards focus on the creation of framework conditions for companies (Schmidpeter, 2013).

Figure 1. Fields of Corporate Social Responsibility
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To reinforce the discussion about the interconnection of Corporate Governance and Corporate Social Responsibility, it is to state that Corporate Social Responsibility with its triple bottom line has already inspired Corporate Governance Codes (Mullerat, ©2011). And depending on the applied focus or used definition, especially for Corporate Governance, there is hardly any difference between the concepts. The drawback of Corporate Social Responsibility is that its appliance is voluntarily and therefore these ideas might not have already reached the reality of profit-organizations. Shestack underpins the meaning that companies of the 21st century will have to balance their visions by taking into consideration multiple stakeholders. A profit-organizations is no longer only an economic organization with the focus on shareholder wealth, it is a human or social organization, too (Shestack, ©2011).

Corporate Governance and Corporate Social Responsibility are intertwined concepts. Their interconnection has shown up. There is no either/or choice. Today, the single focus on profit maximization is no longer defensible as shareholders have a growing interest in sustainable profits, too. Today, good governance has obtained an enriched meaning. The limited issues of Corporate Governance in the shown narrow meaning are not far-reaching enough. The awareness towards the consideration of multiple stakeholders and other additional dimensions is apparent.

CORPORATE GOVERNANCE AND CORPORATE SOCIAL RESPONSIBILITY FOR NON-PROFIT ORGANIZATIONS

The discussion about Corporate Governance within the non-profit-area dates back to the very beginning of the 21st century. The outcome of the discussion within the non-profit area have been a few non-profit governance codes as well, for example in Germany (Diakonie, 2016), Switzerland (Zewo, 2016) and also Austria (Wirtschaftsuniversität Wien, 2013). The adoption of corporate governance to the non-profit area was put forward, because accountability and reliability of the board have become important topics also within this field. This refers above all to huge non-profit organizations as such organizations resemble more firms than typical non-profit organizations. The decision-making process in these huge organizations is mostly hierarchical. Corporate Governance structures have been implemented to increase reliability and accountability to the address of potential stakeholders (Bachert, 2006). Even smaller non-profit organizations have to prove their accountability towards their stakeholders above all if they gain their financial means through donations or membership fees. The formal implementation of this concept will be ensured by the several constitutions in its first step (Siebart und Reichard, 2004).

The thesis for this research is that Corporate Governance for non-profit organizations is not a mere concept of compliance but rather an enhanced one towards Corporate Social Responsibility. The
question is, if non-profit organizations have to put effort into adapting also Corporate Social Responsibility as a second concept or they enhance their exiting governance concepts with valuable aspects of Corporate Social Responsibility. Arguments are discussed along the model of Schmidpeter which has been presented in the chapter above.

Non-profit organizations are an important social, political and cultural part of a civil society. The non-profit sector is huge and the inherent organizations are different regarding scope, mission, social and political importance and professionalism (Zimmer and Hallmann, 2005). The cornerstone to underpin the statement of an enriched Corporate Governance for non-profit organizations is the fact that non-profit organizations pursue special missions. Non-profit organizations have no owner but founders. Non-profit organizations are multiple stakeholder organizations, too. A narrow definition of Corporate Governance is concerned with the enhancement of shareholder value and protection of shareholder interest. The consideration of other stakeholders is not the primary interest. However, the daily business of non-profit organizations demands for consideration of complementary, conflicting or concurring stakeholder interests. The phenomena of Corporate Social Responsibility has the range of stakeholders in its central attention.

According to the model of Schmidpeter (2013) Corporate Governance is narrowed to anti-corruption, transparency, legal compliance and management-boni. Of course, transparency and legal compliance are topics which are also in the interest of non-profits but a narrow definition of Corporate Governance is not the Corporate Governance of non-profit organizations for the following reasons:

Non-profit organizations in the legal framework of associations (Freise and Pajas, 2004) work with volunteers. Volunteer’s interest is to give time freely to benefit for example an organization (Eller, 2013). Consequently, agency theory which is used to explain Corporate Governance in for-profit organizations is not adequate to explain this phenomena within associations. Stewardship theory is more relevant to understand such organizations with their special missions (Eller, 2015): The board of non-profit organizations as associations operates on a voluntary basis and furthermore, a lot of volunteers are necessary to provide services to the relevant stakeholders, above all members (Eller, 2013). Non-profit organizations face the challenge of multiple bottom lines (Schuhen, 2005): According to their characteristic as not-for-profit-organizations the financial and economic perspective is only the basis of their activity. The primary mission is to provide services and goods for charitable, religious, educational, etc purposes (Hay, 1990). Besides, the non-distribution constraint does not allow non-profit organizations to distribute their profits (Hansmann, 2010). Non-profit organizations have no primary interest in making profits due to their missions. Gaining of management-boni based on profits is consequently not relevant. Whereas profit-organizations can measure their performance via financial measures latter are of limited use for non-profit organizations. The total performance will be
assessed mainly on a range of qualitative measures and additionally by the multiple stakeholders. In this respect, Corporate Governance in non-profit organizations resembles more Corporate Social Responsibility.

Corporate Social Responsibility claims also to achieve ecological goals. Such goals can be a prerequisite of the activities of certain non-profit organizations. For example, the World Wildlife Fund (WWF), it acts worldwide and its mission is to strengthen people’s awareness towards the protection of nature (WWF). Another example are Alpine Clubs: Such organizations located in merely all European countries have a statutory commitment to protect the Alpine environment (Austrian Alpine Club (UK)). However, an environmental interest as overall basis of the activities of non-profit organizations might have to be adopted consciously in statues or further organizational rules. The consequence would be that an organization always should have an environmental focus in mind with all its activities, e.g. employees are motivated to travel by public transport not by car or they use environmentally friendly cars.

Cost pressure may force non-profit organizations to question their ecological and social consciousness regarding their human and natural resources they need to provide services for their stakeholders. Social standards for employees, i.e. working conditions have to be adhered like also profit-organizations have to. Regarding social standards, employees in non-profit organizations are more intrinsically motivated and may cope with minor working conditions better. Payment for example is not the primary source of motivation. Besides this, non-profit organizations have to consider which companies/organizations they hire for services or from which they buy raw materials or office equipment for themselves. To act in an ecologically and socially responsible manner includes also these areas.

The triple bottom line compels for the consideration of economic, social and ecological aspects in their operations. Non-profit organizations may apply a triple bottom line to a certain extent unconsciously. Corporate Social Responsibility could support them to integrate a triple bottom line consciously on a strategic level.

According to the overview of Schmidpeter, Corporate Citizenship and Responsible Lobbying also belong to the all-embracing concept of Corporate Social Responsibility. The question here is if these two concepts could also be transferred to non-profit organizations or these concepts are more applicable to profit-organizations. Corporate citizenship addresses topics where non-profit organizations are typically beneficiary, like donations or investments in regions or corporate volunteering. These social activities should support non-profit organizations to fulfill their mission. It is possible that a huge non-profit organization influences social life in its region for example as big employer. If such a non-profit organization also has an environmental focus in its mission, an
influence could also be possible regarding protection of the environment. Without going into much detail this part of Corporate Social Responsibility might only be partly adapted to non-profit organizations.

Non-profit organizations as associations have three functions, i.e. the service function for members and further stakeholders. Along this purpose, non-profits provide services according to their constitution, e.g. sports clubs provide education in sport. Community building as social function and integration of volunteers are vital functions of associations. With the representation of interests (advocacy), non-profit organizations’ duty is to represent the interest of sometimes minor groups and influence politics if necessary and save availability of special collective goods (Leitner et al., 2008). Responsible Lobbying is also important for non-profit organizations. To get worldwide attention and to achieve the power to influence in politics it is important to co-operate worldwide which huge non-profit organizations practice.

Corporate Social Responsibility is an important phenomena even for non-profit organizations. This chapter shows that non-profit organizations are likely to implement ideas of Corporate Social Responsibility as they already practice parts unconsciously. The overwhelming concept of Corporate Social Responsibility is not transferable to non-profit organizations without any adaptation. It is shown that some special issues within this conceptual frame to understand Corporate Social Responsibility might be of minor interest to these organizations.

CONCLUSIONS AND FURTHER PROSPECT

Corporate Governance and Corporate Social Responsibility are two important concepts and their intertwining has shown up. Despite this fact, all efforts regarding Corporate Social Responsibility are of voluntary nature for profit organizations. Companies can still focus on the sole profit making goal. Unfortunately, it would need some legal pressure to convince profit organizations to apply consequently the triple bottom line-concept. Additional pressure could come also from knowledgeable consumers who preferably would like to buy products from companies who act in an economically and ecologically healthy manner. In contrast to Corporate Social Responsibility, the rules of Corporate Governance are of compulsory nature. Companies have to explain in the appendix of their annual reports why they do not follow certain Corporate Governance rules. The binding character of these rules have definitely supported its far-reaching implementation. Today, within the introduction of some Corporate Governance Codes ideas of Corporate Social Responsibility have been already adopted which might follow in a slight legal pressure to consider also these ideas. It is also Mullerat who understands Corporate Social Responsibility as the Corporate Governance of the 21st century (Mullerat and Brennan, ©2011).
With respect to non-profit organizations this research shows that non-profit organizations are in favour of applying Corporate Social Responsibility due to their mission and their distinctive features. Going through the areas of Corporate Social Responsibility there are a lot of proofs that non-profit organizations already apply elements of Corporate Social Responsibility. The Corporate Social Responsibility concept for non-profit-organizations could be characterized as an enhanced Corporate Governance and the advantage could be that these organizations do not have to adapt a further concept but just to enrich their already installed Corporate Governance. Of course, there is still enough room to elaborate a comprehensive concept of Corporate Social Responsibility for non-profit organizations.

This paper shows that for profit and as well as non-profit organizations the implementation of Corporate Governance and Corporate Social Responsibility is not an either/or-question, it is a question of the level of integration of both concepts.

The character of this scientific paper is a discussion paper. Its function is to open the path for deeper investigations in this field. A further step should be an empirical research to underpin that Corporate Social Responsibility could be a valuable concept for non-profit organizations even some elements might be already applied unconsciously. So far, Corporate Social Responsibility has got craven attention within the scientific research in the non-profit area. A deeper investigation might support the research in this field.
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ABSTRACT

This paper aims to be a first approach to the SWOT (strengths, weaknesses, opportunities and threats) matrix, as an analysis tool for knowledge and business planning, in its application to the context of diagnosis for social intervention. It is an instrument that based on a survey of the strengths and weaknesses of an organization can approach planning with greater objectivity in order to face weaknesses and threats. In the same perspective, it can be used in other areas where planning is key of success. The hypothesis presented in this paper is that SWOT analysis in the social field can be a valid instrument in the diagnostic phase, both in an institutional and community analysis or in the study of geographical-administrative spaces, as in situations of family diagnosis.
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INTRODUCTION

The text presented is a first approach to the SWOT (strengths, weaknesses, opportunities and threats) matrix, as an analysis tool for knowledge and business planning, in its application to the context of diagnosis for social intervention. It is an instrument that based on a survey of the strengths and weaknesses of an organization can approach planning with greater objectivity in order to face weaknesses and threats. In the same perspective, it can be used in other areas where planning is key of success. The hypothesis presented in this paper is that SWOT analysis in the social field can be a valid instrument in the diagnostic phase, both in an institutional and community analysis or in the study of geographical-administrative spaces, as in situations of family diagnosis. In the former there are experiences that point to the use of this practice (see municipal social diagnoses based on administrative and territorial), but it still appears timidly in the analysis of individual and / or family situations. The health area was one of the first to consider its worth in the family approach to the disease. In the social field, it is considered that, in conjunction with other techniques, the SWOT analysis can be a valuable aid in planning actions aimed at the welfare and development of the family in both economic aspects and personal development, and inter-family relations in the analysis phase of situation and diagnosis, with implications in planning and definition of strategies of action, as well as
in the more fragmented analysis of daily life in the advances and constraints of the families and subjects of the action. But it is worth submitting the SWOT analysis in the social field to the verdict of the method itself.

What strengths weaknesses opportunities and threats does the SWOT analysis present if applied to the social domain? Its strength is the ability to introduce reflection on positive elements presenting the two faces that any situation involves. However, it is the possibility of participation of the subjects in the elaboration of their own diagnosis, even from the collective point of view, which makes it a tool of extraordinary reach in the participation of the populations.

Therefore, it is not only an instrument for diagnosis and planning, but it is also part of the strategies of action in the development and empowerment of the participants. Opportunities are revealed from an operative point of view since the matrix allows an immediate reading and its exchange between different entities and technicians involved in the process. The lack of scientific rigor is often referred to as constraints or threats. This constraint can, however, be minimized or even exceeded in the technical methodological choices and instruments to be applied in its formulation, that is, in context analyzes, and in collection of data and information.

In addition, it can be minimized through the theoretical configuration that feeds them, considering that any diagnosis is captive to the theoretical and ideological options of the professional. In fact, it is the success of the theoretical and empirical dimensions that Guerra (2000) values in the perspective of social diagnosis.

**SWOT ANALYSIS**

*Technique or instrument - the complex differentiation*

The discussion of the instruments and techniques present and essential to the professional exercise lacks the previous discussion of the concept of instrumentality as a field of mediation in which rationality patterns and instrumental actions are processed (Guerra, 2011). Such a conception implies thinking about the theoretical-methodological dimension, ethical-political dimension and technical-operative dimension, as constituents and constitutive of social service. They are, as a whole that allow the interlocution between normative and strategic teleological parameters of professional practice, questioning why, what and how actions can be developed. We will not dwell on the first two dimensions, because according Guerra (2011), it is the instrumental dimension (technical-operative) that has greater visibility in the service of the profession, to the complexity and diversity achieved by the professional intervention as operationalization of the response to the set of demands and requisitions of society.
The discussion of the operationalization leads to the question of technique and instruments, considering the first as the set of procedures deduced from scientific knowledge, which allow apply it (Durozoi, Roussel, 2000). Faleiros (1993) considering the methodology of social work considers that the isolated technical science, theory is just a repetitive practice, isolated, technocratic. On the other hand, the instrument is what serves to perform some work or make some observation, so it is the tool that allows you to apply it in concrete situation. We base the option of this work that, without ignoring the theoretical imperatives underlying any strategic choice, is dedicated to the study to the study of the possibilities of applying this instrument to the professional intervention of the social service, both at the micro level in the intervention with individuals family nuclei And communities, or at a macro level in collective social diagnoses of wide scope.

**SWOT Matrix**

In the field of organizations, the formulation of the strategy implies an understanding of the internal and external environment in which the organizations are inserted, as well as the definition of the future environment in which the organization wishes to be. For Porter (2008) strategy means to consciously opt for the development of a set of activities in order to obtain a certain position in the market. Thus, the strategy is to create a unique, differentiating and valuable position that results from a set of activities carried out by the organization. According to Kotler (2000) well-managed companies are aware of what is happening in their internal as well as external environment.

The strategic planning process is defined between two extremes within the organization, strengths and weaknesses, as well as the opportunities and threats to which they are prone as well as the choice of a strategy in this context (Ansoff, 2007). Thus, the development of a good strategy will depend on the knowledge of the internal and external environment of the organization and its strengths and weaknesses. Only through its analysis an assertive strategy can be outlined.

According to Thompson et al. (2008) the strategy must take into account the strengths, weaknesses and competitive capacities of the company. The SWOT analysis stems from the understanding that the development of a good strategy depends on the knowledge and understanding of the business and the internal and external environments in which the organization is inserted. Thus, the SWOT matrix, also known as the Harvard model, emerged between 1950 and 1960 and allows the analysis of the intrinsic characteristics of the organization, strengths and weaknesses, and extrinsic characteristics, opportunities and threats of the environment in which the organization is implanted. That is, the SWOT analysis collects a set of information about factors internal and external to the organization that, are related to its area of activity and have an impact on it (Pickton and Wright, 1998). The main objective of this analysis is to make the resources and competencies of the internal environment
(strengths and weaknesses) in the value of the organization (Coman and Ronen, 2008) and to identify phenomena and events in the external environment, taking advantage of those that may have Positive effect (opportunities) and mitigating those of negative effect (threats) to the organization (Johnson et al., 2008).

SWOT analysis has become a simple analytical tool given its ability to demonstrate to managers the position of the organization allowing a better analysis of the business diagnosis. In relation to the internal environment, the strengths and weaknesses of the organization must be identified. Strength represents what the organization has as a strong point to face the market, competitors, difficulties, among others, but that is as distinctive as possible to competitors. Strength is controlled by the organization and can also be used to influence the external environment. Generally, a force can be understood as an internal condition, current or potential, capable of substantially aiding the organization’s performance for a long time. With regard to weakness, it corresponds to the identification of obstacles that weaken the organization’s performance, and may refer to an internal question with the possibility of being reversed or attenuated, since it can be controlled by the organization. In short, a weakness can be seen as an internal condition, actual or potential, with the ability to substantially hamper organizational performance.

As far as the external environment is concerned, the environment in which the organizations are inserted, an environment that is not an organization or a group of organizations, but of all the organizations that are in the business. In this environment lies the market that undergoes mutations according to the intentions of the clients and the evolution of the society. Both threats and opportunities reach all organizations alike, but they have different impacts, which can be diametrically opposed according to the level of preparation of each. Opportunities apply equally to all organizations in the market, but those that are better prepared can benefit better and faster from them. The analytical tool then allows the organization to perceive the imminence of a change in the market and to have a high probability of obtaining advantages from it, preparing for it.

Opportunity lies outside the control of the organization and is what the external environment offers, that is, it is an external situation, current or potential, which, if used, can contribute, to a high degree and for a long time, to the achieve the objectives or to improve the performance of the organization. Regarding the threat, it is also beyond the control of the organization and can cause serious damage if it stands in the way chosen and has the potential to undermine the organization's performance if it is not removed. The threat corresponds to a current or potential situation present in the external environment, which, if not properly removed or maintained at a distance, can significantly harm the achievement of objectives or the organization's performance for a long time.
In order for the SWOT analysis to produce the desired effects it is necessary that the factors to be included in the matrix represent the reality observed in the most reliable way possible, since it is from these that an analysis is made on the internal and external environment of the organization. The conclusions should highlight which issues are most relevant to the future development of the organization. This is a practice that requires the discipline necessary to establish a commitment to the development of a robust and fundamental strategy for the organization’s performance. There are several ways and methods of applying this analysis tool. Johnson et al. (2008) propose assigning a score of +5 to -5 that aims to make the relationship between the environment and the organization’s strengths and weaknesses. Johnson et al. (2008) report that positive values indicate in the case of a force that it will help the company to overcome a problem resulting from an atypical environmental change or that a weakness can be compensated for by this change. On the other hand, negative values indicate that strength is reduced, or that weakness may prevent the company from overcoming the problems associated with that change.

SWOT analysis being performed correctly can be a powerful catalyst for the planning process, but if done incorrectly it will be a great waste of time for the company as well as other important resources (Ferrell and Hartline, 2005). However, SWOT analysis and its application also present problems and disadvantages, including lack of objectivity, dispersion propensity and lack of precision in the classification of strengths, weaknesses, opportunities and threats. In addition, the SWOT analysis also has the propensity to be too direct, and there is sometimes no consistent result in terms of explanatory content (Johnson et al., 2008). Another limitation arises from the difficulty in creating and implementing the concrete measures resulting from the analysis, as well as the inexistence of cause and effect relationship between the variables of analysis, making this model with few evaluation methods in the changes introduced in the medium and long term, either Strengths and weaknesses (Coman and Ronen, 2008).

In conclusion, the SWOT analysis is a tool for strategic decision making, which presents several alternatives and solutions for decision making, as well as detailed diagnoses on factors related to the operational activity, being used based on the resources available in the attempt to maximize, empower and reap the greatest competitive advantage (Hamidi and Delbahari, 2011).

THINKING ABOUT DIAGNOSIS IN SOCIAL INTERVENTION

The centrality of social diagnosis and the reference to its global character was expressed from the beginning of the profession. Considered by one of the founders of the profession as accurate as possible knowledge of the social situation and personality of a certain needy (Richmond, 1917, 1950), social diagnosis is the concern of assessing social realities aiming at them to intervene is their objective.
This requires knowledge of all the elements that, although may seem insignificant or dispensable, looking at themselves, can, when taken together, shed light on the case, in particular, with respect to social work, satisfying the question of how to proceed to place a needy person in his or her rightful position in society (Richmond, 1917, 1950). It is this perspective also found by Vaisbich (1978) in the systematization of the thinking of several authors on the social diagnosis. Thus, Hamilton (1940) defines diagnosis as thought directed to the nature of the problem and its causes. Holis (1965) states that in the diagnosis the technician seek to assess the client's ability to use the various types of treatment in Social Work Case to overcome their difficulty (Vaisbich, 1978). On the other hand Greenwood (1955) points out the urgency of establishing diagnostic typologies that allow that, based on certain factors observed in the problem situation, it is correctly placed within an already established typology.

Despite the attempt of a certain standardization, Greenwood points out the need to consider the unique character, or in what differs from others of its type (Vaisbich, 1978). The weight of some of the concepts used by the authors referenced, little cited in current time, shows its wear and tear on the evolution that the social service profession has set in motion from its origin to nowadays. However, the approach to diagnosis is constant and significant as something that requires the knowledge of the situation in question considering causes and effects that leads to an action directed to the problem and the characteristics of the subjects. The dynamic character of social diagnosis, by the dynamic force of reality, is already visible in the origins and remains to this day. According to Richmond, there is no doubt that a diagnosis can and should be reviewed at all times (Richmond, 1917, 1950) and Helen Perlman (1965) considers that the social worker needs to know the dynamic and multifaceted nature of the problem presented by the customer. In a very pragmatic way, it is essential to identify the various types of problem that exist within the same situation, so that the social worker's action is planned and not only based on mere impulses and attempts, gathering, analyzing and organizing all the facts concerning the person, the problem and the situation (Vaisbich, 1978). More recently, Idáñez and Ander-Egg (1995) also address the dynamic nature of diagnosis that must be open to incorporate new data and information, new adjustments derived from new relationships and interdependencies that are established from available data or from new data that are being obtained. As a new category, Faleiros (1993) shows the complexity of the process and its political dimension, referring that what is called diagnosis is not an isolated task of pure data collection, but of elaboration and placement of strategies for a change in the relation of forces facing the problem. In conclusion, Guerra (2000) sums up more modern thinking by stating that what is at stake, when we speak of diagnosis, is the scientific knowledge of social phenomena, is the ability to define interventions that reach the causes of phenomena and not their apparent expressions. Referring to the diagnosis in its more comprehensive
version of the analysis of wider territorial contexts, the author says that a good diagnosis ensures the adequacy of responses to local needs and is fundamental to guarantee the effectiveness of any intervention project (Guerra, 2000). Synthesizing, in all cases of individual diagnosis, collective family in general, this presupposes the interaction between needs / vulnerabilities and potential / resources, opportunities and threats. Thus, the SWOT matrix, whose usefulness we intend to refer to in this article, appears in this author.

The diagnosis in Social Work

The intervention's fundamental phase varies according to different authors. For example Ader-Egg (1995) considers in the diagnosis:

- The nature of the problem or need - analyze the different dimensions to answer the question - What is it? What is the problem?
- The magnitude of the problem or need - degree or extent of the problem, persons affected, frequency and distribution.
- The seriousness of the problem or necessity - the danger of them.

Guerra (2000) states that since diagnosis are the first step in planning the intervention, it includes three operations that may be of different intensity: pre-diagnosis, diagnosis and prioritization. Pre-diagnosis is the first contact with the situation and / or subjects involved. De Robertis and Pascal (2007) systematize the diagnosis in three initial moments of the intervention as follows:

1) Placement of the problem or demand, starting point of any diagnosis to answer the question of what is and by what route reaches the professional?

2) Analysis of the situation is the moment of collection and systematization of the information regarding the elements necessary to understand the problem. It involves equating social relations in that context; the knowledge of the medium institutions services and other alternatives directed to the problem; and the identification of public policies (social and other) that may come into play in addressing the issues identified.

3) Preliminary and operative or diagnostic evaluation. The first can be born immediately when the problem is set, or require a longer time of exploitation, arising in the sequence and development of the situation analysis. The operative or diagnostic evaluation is the most advanced result and is already aimed at defining the intervention project, setting priorities and other context variables. Based on the interpretation of Guerra and De Robertis, a non-contradictory but rather complementary perspective, it is argued that it is in these phases that the use of the SWOT matrix will be useful as a way of systematizing the varied information and data collected and its analysis in a reflective perspective with theoretical foundation.
THE SWOT MATRIX AS SYSTEMATIZATION AND CENTRAL AXIS OF MICRO ANALYZES OF SOCIAL INTERVENTION

Taking the family reality as the basis of the exercise, the SWOT matrix can work in similar ways to those applied in business and / or institutional analyzes. In this process, therefore, it is essential not only to introduce the daily life of the nuclear family, such as the close context of the extended family, the work of society and the state, which can represent weaknesses, strengths, threats or opportunities. The state of relations between family members may be the support in adversity, as it may set a new threat.

The fact that the family establishes bridges with the surrounding environment, that is, being more open or closed to the outside, can mean more or less opportunities for social and institutional relations work. But also the outside environment can pose potential threats or opportunities. In social intervention the main objective of the SWOT matrix is to lead the technician / researcher to discover the positive side of the situation and the subjects involved, without neglecting the potentially perverse effects for a prevention or correction perspective.

But as we said earlier, when referring to virtues, in a process of social intervention the SWOT analysis can become not only an instrument of analysis but also itself, in its dynamics, a factor of transformation and awareness and therefore extremely efficient to achieve strategic objectives. Particularly in collective processes, Montero (2004) considers that participatory diagnosis is an organized, collective, free and inclusive process, where there are several actors, activities and levels of commitment, which is guided by shared values and objectives, whose implementation allows Collective and individual transformations. Although very wide, also in the individual or family diagnosis, such dynamics can happen and constitute a process of awareness, which enables it to enter into the historical process as a subject, avoiding fanaticism and inscribes it in the search for its affirmation (Freire, 1987). However, the main objective is undoubtedly the possibility of considering as forces the existing variables that represent the positive aspects that can come either from the image, from the competence or the lived experiences, or from the ambition, namely:

- Personal social and professional skills developed throughout life, both in terms of training and experience
- Existence of cohesive family group
- The own resources (economic of personal and familiar relations and others)
- Motivation and ambitions
- The age factor
• Health (the good state)
• The good image
• Education and / or vocational training
• Insertion into belonging groups

The verification of these conditions, in whole or in part, will allow the foundations of anchoring of new projects or the recovery of others, with the certainty that the best positioned will be important in the decisions and choices that have to be made.

With regard to weaknesses, some are the antonym of forces, but when well considered and assumed by the self, they can be reversed in the intervention process. It is necessary to identify the one that is easier and immediate to solve, for example to improve the visual aspect (positive stimuli are also important in the intervention), as well as the one that proves to be a determinant of all others, but that reveals to be a more time-consuming solution (Academic qualification or vocational training). Examples are:

• Sickness or existence of some type of disability
• Shyness and other personality traits that prove to be hindering positive socialization
• Low education level
• Low self-esteem, lack of interest and lack of investment in oneself
• Existence of violent environments, both individual and in broader spaces
• Carelessness in personal image

Opportunities are external forces that can influence positively, may be narrow or broader. For instance:

• Reopening of a relationship in a situation of rupture
• An unexpected placement or possibility of entrepreneurship
• The assignment of a house, new or more adequate to the needs of the family
• Inclusion in a support group
• The existence of services that guarantee needs (health, education, cultural, etc.)
• Proximity to other groups and services
• Good relationship with services
• The announcement of new measures of social policies that promote future benefits
Threats are external forces capable of overturning or hindering good intentions and positive conditions. They may be national, regional or local. They correspond, at the outset, to the negative direction of the opportunities, but may have other compositions such as:

- Social and/or political instability
- Changes in social policies
- Lack of services of support and/or social responses

These should be identified and monitored during the intervention in order to minimize the risks and hazards affecting the subjects.

*How to formulate SWOT analysis*

The first step is to use other techniques and/or instruments with different functions to obtain information and/or collect data: questionnaires, interview or focus group, reports, home visits, consultation of official and/or credible statistics. These are important elements in view of the more individual or collective dimension in which the intervention will take place. It will be useful to technically master the tree of problems and objectives and the analysis of social networks (Fialho et al., 2015). At this stage of the process it is also appropriate to use the genogram and the ecomap to better clarify and visualize the relations between the family elements and the exterior. In a second phase it is necessary to choose one of several models available for SWOT analysis and start to fill the fields not randomly but according to intentionalities. Fialho et al. (2015) advise for social intervention the priority filling in weaknesses or weaknesses. Considering the centrality of the problem in a social intervention, this is the more pragmatic perspective, but we must not forget that the forces that are the starting point for intervention.

**CONCLUSION**

In the process of analysis and synthesis, it is essential to be able to read the reality and the interpretation of the phenomena in question and the relations between them, either on the part of the responsible technician or the team in the case of a more comprehensive diagnosis.

Because of its origins in management and business planning, the SWOT analysis seems to be more focused in the social field for the domain of entities and organizations that provide services and social responses to a given population, but it has proved to be appropriate in the social study of geographic-administrative spaces.

The present proposal puts the SWOT analysis in the axis of individual and/or community diagnoses, where, due to its characteristics and requirements of procedures, it can prove to be an important
instrument for planning and action. It is essentially based on the daily experience of professionals, rather than on the study of the rules and results of their application, they justify bringing it to the fore.
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ABSTRACT

Corporate scandals undermine integrity and reputation, in that generating a legitimacy gap. Through a multiple-case study analysis, this paper provides qualitative evidence on the CSR initiatives undertaken by Multinational Enterprises (MNEs) in response to CSR-related scandals, in order to restore their legitimacy to operate. We consider four scandals in the apparel industry that “hit the headlines”, namely Walmart, Moncler, Nike, and H&M. We classify CSR initiatives according to the dimensions of corporate behaviour framed by Sethi (1975) and interpret them through the lens of the legitimacy theory. Our findings show that all MNEs undertook several CSR initiatives, primarily acting on ethical norms, operating strategies and social accountability. They tended to issue or revise code of conducts, develop new relational approaches with the suppliers, and publish the CSR report, while neglected or made limited reference to the external assurance of CSR reports. Some MNEs also accepted investigations by Non-Governmental Organizations (NGOs) on their initiatives. Besides such common behaviours, some differences arise, especially with respect to the MNEs attitude towards the refusal or admission of their responsibility in the scandals. Our study confirms previous arguments suggested by CSR literature by providing evidence that MNEs shape both the internal and external environment to make it more favourable to ethical behaviours, and rely on social and environmental accountability to pursue legitimacy, even in a peculiar situation like a corporate scandal. The study contributes to the scant but growing literature on CSR in the aftermath of corporate scandals.

Keywords: Corporate Social Responsibility (CSR), corporate scandals, CSR initiatives, ethical norms, CSR report, assurance, multiple case-study, apparel industry.

INTRODUCTION AND RESEARCH OBJECTIVES

Corporate Social Responsibility (CSR) as the integration of social and environmental concerns in business operations as well as in the interactions with stakeholders on a voluntary basis (CEC, 2001)
has gained increasing importance in the economy and the society. This matter of fact concerns especially Multinational Enterprises (MNEs), as business entities which conduct business operations in various countries through their subsidiaries and affiliates (OECD, 2011). Indeed, MNEs are constantly overseen and evaluated by shareholder, consumers, suppliers, governments, Non-Governmental Organization (NGOs) and other stakeholders (Andersen and Skojett-Larsen, 2009). Ultimately, stakeholders legitimise companies to operate, eventually assuring economic survival to the most sustainable, correct and transparent ones (Adams, 2004; Deegan, 2002). As legitimating strategies, CSR initiatives undertaken by MNEs may be pursued by assuming a defensive, reactive or proactive attitude. Such attitudes shape the corporate behaviour toward different dimensions, such as ethical norms, operating strategy, and social accountability (Sethi, 1975).

The occurrence of a corporate scandal, i.e. any situation (legal dispute, accident, or an ethical scandal that could be attributed to a company) that mines the integrity or reputation of a company (Sims, 2009), generates a legitimacy gap. Corporate scandals are usually brought on by adverse or negative media attention, generate public scrutiny of organizational, managerial and communication practices, invoke discourses about systemic change, and problematize firms’ legitimacy (Kuhn, 2003). In such situations, MNEs need to restore their credibility as economic players and may activate new CSR initiatives to recover their legitimization to operate. Corporate scandals may therefore stimulate reactive CSR policies and renew the company approach towards one or more dimensions of behaviour.

Consistently with such premise, this paper provides qualitative evidence on the CSR initiatives undertaken by MNEs belonging to the apparel industry in response to corporate scandals that “hit the headlines”, like those of Walmart, Moncler, Nike, and H&M. More specifically, we investigate whether the selected MNEs enhanced their CSR after the scandal and which specific dimensions of behaviour they strengthened. The study is grounded on the legitimacy theory (Deegan, 2002) and makes reference to the framework by Sethi (1975) to define the dimensions of behaviour. Through a multiple-case analysis, it aims at contributing to the scant but growing literature on CSR in the aftermath of corporate scandals (Fombrun and Foss, 2004; Sims, 2009; Lungu et al., 2009).

The paper is structured as follows: next paragraph offers a theoretical background about CSR initiatives and their legitimization power, especially following corporate scandals. The further paragraphs present the research design and discuss the findings from the case-studies analysed. Finally, main findings are discussed under the lens of the legitimacy theory and some concluding remarks are drawn.
THEORETICAL BACKGROUND

Legitimization power of CSR

Enhancing CSR strategies has become an unavoidable and undeniable part of MNEs activity, being those strategies highly required and evaluated by the stakeholders which, ultimately, have the power to legitimize company survival (Sethi, 1975). According to the legitimacy theory, there is an “unspoken social agreement” between the society at large and the firm that legitimise the latter to operate. Several business case arguments for CSR practices are presented in the literature. They are linked to the benefits arising from the improved ability of the company to attract consumers, investors and employees. Cause marketing, corporate philanthropy, and disclose of information are some reported examples of CSR activities aimed to enhance corporate legitimacy and reputation (Carroll and Shabana, 2010).

Companies’ attitude toward legitimization, and CSR is no exception, may be defensive, reactive or proactive (Sethi, 1975). van Staden and Hooks (2007) underline that many studies on corporate environment reporting find evidence of the reactive approach, meaning that companies publish environmental information in reaction to some event or crisis facing either the company or the industry. According to Sethi (1975, p. 60), “legitimization involves not only the type of corporate activities, but also the process of internal decision making; the perception of external environment; the manipulation of external environment—physical, social, and political—to make it more receptive to corporate activities; and the nature of accountability to other social institutions in the system”. In the search of legitimization, companies may therefore act on the side of ethical norms, operating strategy, social accountability, reduction of social and governmental pressures, and philanthropy (dimensions of behaviour according to Sethi, 1975).

This study aims at investigating the corporate behaviour to retrieve legitimacy in response to a situation of corporate scandal. The focus will be on different CSR initiatives pertaining to the dimensions of behaviour above listed.

CSR initiatives: an overview

Despite its increasing relevance, CSR maintain a voluntary nature. Each MNE may therefore freely shape CSR strategies accordingly to the needs and expectations of its stakeholders, while managing the specific social and environmental risks implicit in its core business (Bartlett and Ghoshal, 1989). CSR initiatives are therefore differentiated in their nature and scope. We briefly summarize below some relevant initiatives for our study.

Lungu et al. (2009) underline that MNEs are involved in complex business-integrity issues and shall respond to multiple requests from shareholders and other stakeholders in different markets with different regulations and governance systems. Mackenzie (2007) emphasises the role of boards of
directors in ensuring that companies maintain/improve their reputation for high standards of business
cconduct and attention to the impact of business operations on the community and the environment. He
shows that in large UK companies boards define policies and standards, monitor compliance with
them, and create ad-hoc committees which review CSR issues and reporting, identify non-financial
risks, monitor risk management, and oversee philanthropic activity. Referring to the apparel industry
and the “sweatshop” concerns along the supply chain, Emmelhainz and Adams (1999) underline the
need to develop specific standards of employee welfare to which suppliers must adhere (i.e. code of
conduct). Moreover, they suggest that supplier compliance with standards be monitored, e.g. through
on-site visits and plant inspections, and call for enforcement policies to secure effective responses in
cases suppliers violate the code of conduct.

Kolk (2008) stresses the role of CSR reporting in reducing information asymmetry between economic
actors and their stakeholders, as well as in adding credibility and reliability to the social and
environmental initiatives undertaken. According to CorporateRegister (2013), honesty and
transparency in communicating the social and environmental impact of business operations, including
sharing bad news and detailed data, help building a solid reputation as responsible firm and generate a
series of benefits closely related to the firm imagine, such as attract investors and workforce, obtain
consumers’ loyalty and influences their consumption decisions. Clarkson et al. (2015) argue that
companies that are more responsible and upstanding have greater interest in disclosing and
communicating their strategies and results to the public.

Finally, external assurance on CSR reports is recognized as a mean to strengthen their reliability and
increase confidence that the communication strategies are transparent. Peters and Romi (2013) and
Alon and Vidovic (2015) maintain that, through external assurance of CSR reports, companies with
upstanding CSR initiatives and a valid internal CSR department aim at gaining better reliability and
strengthen their reputation of responsible enterprises. Among others, Manetti and Becatti (2008) argue
that the main benefit of external assurance is to strengthen the positive effect of CSR reporting and
filling the credibility gap between the firm and its stakeholders, by reducing the information asymmetry
and agency costs. In such regard, Perego and Kolk (2012) suggest that stakeholders tend to award
responsible firms with higher trust, as long as the assurance is provided by professional and
independent assurors. Finally, Cho et al. (2010) and Clarkson et al. (2015) suggest that investors may be
willing to pay a premium for the companies obtaining external assurance, especially when the latter
relies on precise sustainability indicators or when remuneration policies are linked to CSR
performance.

CSR and corporate scandals
In the aftermath of the well-known corporate scandals of early 2000s (e.g. Enron, Arthur Andersen, Worldcom), Fombrun and Foss (2004) find three principal responses that emerged from boardroom discussions to corporate ethics questions: the infusion of ethical principles and values into corporate cultures, the appointment of chief ethics officers, and the adoption of stricter ethical guidelines and codes of conduct. The authors show that big companies increasingly base ethics initiatives on a values-based approach, so that the stated principles may be readily applied and shared with suppliers and other stakeholders. The importance of improved compliance procedures and board oversight is also underlined.

Sims (2009) explores the issue of rebuilding corporate reputation following ethical scandals and maintain that, if managed properly, the damage to the organization’s reputation can be minimized, without leading to sustained reductions in market capitalization and earnings. This view portrays media as a social-control agent, whose role gains relevance in the social construction of wrongdoing in case of a scandal (Clemente and Gabbioneta, 2017). Indeed, the corporate scandal per se is defined as a highly mediated event that causes public disapproval (Thompson, 2000), is originated from a challenge to existing norms and needs a remedy (Entman, 2012). With respect to the latter point, van Wensen et al. (2011, p. 72) argue that a suitable corporate reporting is a crucial element to obtain “a social ‘license to operate’ and the mitigation of criticism from external stakeholders and NGOs”. Moreover, they regard the scandals in accounting, environmental performance and human rights as one possible motivation at the basis of the increase in ethical considerations (reactive attitude), which produce a strong impact on the image of businesses among the stakeholders. Consistently, Arvidsson (2010, p. 340) argues that corporate scandals provide “a perfect hot-bed for CSR”, regarded by managers “as a means to decrease mistrust and restore stakeholders’ confident in management teams”. Her findings suggest that the increase in CSR communication started as a reactive approach to the corporate scandals aimed at restoring the stakeholders’ damaged confidence and trust.

As emerging from the above review, existing literature on CSR in the aftermath of corporate scandals is mainly focus on CSR reporting, while other initiatives are almost neglected. Our study contributes to the understanding of a broader range of CSR initiatives through the research design described below.
<table>
<thead>
<tr>
<th>Dimensions of behavior</th>
<th>Multinational Enterprises</th>
<th>Ethical norms (year)</th>
<th>Operating strategy (year)</th>
<th>Social accountability for corporate actions (year)</th>
<th>Philanthropy (year)</th>
<th>Other CSR activities (year)</th>
</tr>
</thead>
</table>


Table 1, CSR initiatives to restore legitimacy in the aftermath of corporate scandals
RESEARCH DESIGN
With the aim of providing qualitative evidence on the CSR initiatives undertaken by MNEs in response to corporate scandals we adopt a multiple case-study approach. The focus on MNEs is motivated by the fact that they are socially more observable and more exposed to public scrutiny (Arvidsson, 2010), therefore they may experience greater pressure to act—and react—in a desirable way after a scandal. We select four MNEs operating in the apparel sector which were involved in scandals of social and/or environmental impact in the last two decades. In the selection process, we consider both the media attention to the scandal and the relevance of its damage in reputational terms by referring to press articles and television reportages. As a result, the MNEs under analysis are Walmart, Moncler, Nike, and H&M.

Relying on secondary sources like corporate websites, newspapers and news releases, annual and CSR reports we identify the CSR initiatives developed by MNEs in order to restore their legitimacy. As a framework of reference, we classify CSR initiatives according to the dimensions of behaviour described by Sethi (1975), slightly revised as listed in Table 1. To interpret our findings, we adopt the legitimacy theory argument, according to which a company achieves legitimacy by operating within the norms and expectations of the society (the so called “social contract”). Legitimacy theory allows to motivate how companies behave and engage in voluntary activities in order to achieve (or restore, in case of scandal) legitimacy (van Staden and Hooks, 2007).

FINDINGS
In this section, we briefly describe each scandal and the CSR initiatives developed by each MNE as a reaction to the scandal itself. Table 1 provides a summary of the findings, by classifying CSR-related initiatives according to the dimensions of behaviour framed by Sethi (1975), properly adjusted to our purpose.

Walmart and child labor

Walmart Stores Inc. was established in the US in 1962 and exponentially grew till becoming the largest supermarkets chain in the world, even in 2016. In 2005, Walmart was accused of child mistreatment in two factories in Bangladesh where children earned wages for less than 50 dollars per month. After the news release, under the pressure of NGOs, workers and consumers’ protests, Walmart began a deep renewal in terms of business sustainability. In accordance to existing business policies, Walmart broke up commercial relations with Bangladesh vendors responsible for the mistreatment. In 2006, the company issued the first CSR document (called Report on Ethical Sourcing) with reference to the year
of the scandal. In the report, Walmart claimed it ceased trading with 141 suppliers as they employed child labor and listed in detail the results of the audits carried out directly on the suppliers’ sites, the kind of violation and the geographical area where it was found. In addition, the company renewed its commitment to implement further monitoring and verification measures for its suppliers. Walmart develop operating strategies aimed at increasing the use of renewable resources and minimizing production and packaging waste. Huge investments in innovation, technology and CSR are declared. In 2009, in collaboration with the NGO The Sustainability Consortium, Walmart launched the Walmart Sustainability Index that helps retailers and suppliers to improve products quality and sustainability, integrate sustainability into the business of buying and selling merchandise and the whole supply chain, and reduce costs. Walmart prepares CSR reports according to the Global Reporting Initiative (GRI) guidelines, but it does not submit them to external assurance. Walmart transparency and social responsibility is appreciated by US consumers, who, in 2016, have chosen it as the most reliable mass merchandiser retail store (Business Wire, 2016).

Moncler and the plumage

Founded in France in 1952 and established in Italy in 1992, Moncler S.p.A. is a luxury brand specialised in the winter clothing production. On November 2, 2014, the Italian TV program Report aired a special investigation on some of Moncler plumage suppliers in Hungary and Moldova, blaming them to implement procedures not compliant with the European legislation. In particular, the program showed how plucking was done live (illegal practice) and through methods that cause animals injuring. Moncler was therefore accused of using poor quality and low price plumage, obtained through brutal methods, and not labelling the supply chain, as other brands already did. Immediately, the company denied any involvement, stating that all feathers used by the company came from suppliers contractually obligated to ensure compliance with the principles of animal protection, as reported by the Moncler Code of Ethics. Meanwhile, the press and animalist associations (including the Italian Antivivisectionist League) condemned Moncler, also supporting their allegations with the fact that the Italian apparel company did not release a CSR report. A few months after the scandal, Moncler’s general manager and two board members resigned. However, the company denied any link between this change and the scandal. In 2015 Moncler created a Sustainability Unit and appointed the Control, Risk and Sustainability Committee. As for the operating strategies, the company established a Down Integrity System and Traceability (DIST) protocol for supplier certification, to be completed by 2016. Moncler also relies on external audits for about a quarter of its suppliers. Moncler reaffirms its responsibility for the information contained in the labels of its products and its commitment to pay careful attention to the origin of fur and plumage.
However, up to date the reference to the geographic location of its suppliers remains vague and identified only at the continent level. In 2015, the MNE released its first CSR report, of which several pages are dedicated to the feather production line and the standards it must adhere to. Curiously, the scandal is even not mentioned. Since the beginning, Moncler submits its sustainability report to external assurance, although in a limited form.

*Nike and the “sweatshops”*

Nike Inc. was founded in 1962 in the US and owns one of the best-known sport brands in the world. Since the 1990s several “sweatshop” charges were imputed to Nike, especially in Asian countries. Among them: in 1992, the denounce of miserable wages paid to Indonesian workers; in 1996, child mistreatment in Pakistan for the production of balls and very low workers’ wages in China, Vietnam and Indonesia; in 1997, abuses of women workers in Vietnam; in 2001, punishments and mass layoffs of Mexican workers who were protesting for unacceptable working conditions. In August 1998, the CEO called a press conference to present the initiatives aimed at addressing the exploitation of labour in Asian countries, also through collaborations with NGOs for educational and humanitarian issues, and at implementing new and more reliable ways of monitoring and inspection within supplier factories. Again, three years later the human rights NGO Global Exchange published a report titled “*Still waiting for Nike to do it*”, denouncing the inertia and false promises by top management. Eventually, Nike began developing a new approach to its productive chain, by reinforcing the Supplier Code of Conduct and cultivating new relationships with its suppliers, based on mutual collaboration, open communication and joint problem solving. It established a wide range of monitoring forms of its socio-environmental impact, including collaborations with NGOs and specialized agencies, dialog with stakeholder groups, and assignments to external auditors. CSR initiatives in the field of operations were active campaigns to increase the minimum wage in the host countries, improve the hygiene and safety of its plants, and increase the quality and sustainability of its products paying attention to the environmental impact. In terms of accountability, Nike began to openly and transparently report the issues it faced, especially with reference to its suppliers. Since 2005 it publishes a report containing a list of all suppliers, inclusive of registered conditions (including abuses, poor hygiene and security systems, and remuneration policies) and the results of the on-site controls carried out. The company realised the first two CSR reports in 2000 and 2001, then stopped for some years. Only since 2004 CSR reports are issued on an annual basis, provide extended explanations of the reported data (even when negative), and are drafted according to GRI guidelines and the principles of the UN Global Compact. Nike does not submit its report to a comprehensive external assurance, but the management seem willing to obtain external assurance in the next years.
Finally, in 2003 Nike donated $1.5 million to the Fair Labor Association (FLA), an active group in controlling production processes and protecting human rights, which is composed by NGOs, universities and other stakeholder groups.

**H&M, child labor and factory security**

Hennes & Mauritz AB, known as H&M, was founded in 1947 in Sweden and is one of the largest clothing multinationals, borne under the idea to produce fashion at affordable prices. This strategy is the engine of H&M success, but it has caused the MNE involvement in numerous scandals related to the use of low-cost labour in the Asian regions. Among the numerous allegations addressed to H&M, the followings had the greatest media coverage: in 2007, the company was accused of collaborating with a cotton producer in Uzbekistan exploiting child labour in plantations; in 2011, in a Cambodian factory producing for H&M around 300 workers fainted in the workplace, in a week, due to chemical fumes, poor sanitation and malnutrition; in 2013 a couple of factories collapsed in Cambodia and Bangladesh, with more than 1,000 victims (BBC News, 2013); again in Bangladesh, over the past decade inhumane working conditions, low wages, and the lack of security in production plants were reported. H&M seems to invest in CSR initiatives in response to this series of scandals. In 2012 H&M developed a Code of Conduct for suppliers. The following year was a turning point, since the company took a number of strategic initiatives in social and environmental issues, including “provide for fashion conscious customers” and “be ethical” among the major corporate commitments. In the same year it also published its *Roadmap to a Fair Living Wage* on the efforts of the *Clean Clothes Campaign*, a global alliance dedicated to improving working conditions and empowering workers in the global garment and sportswear industries. In 2012 H&M introduced incentive measures for the most responsible suppliers and H&M launched its *Conscious Collection* within a heavy ethical and eco-sustainable campaign to offer high-end environmentally friendly pieces, with the aim of obtaining all cotton from sustainable sources by 2020. In May 2013, the company signed an agreement on the risks of fire and health in Bangladesh, promising to perform renewals in order to secure the H&M apparel manufacturing factories. Another declared commitment is to implement initiatives to achieve minimum wages by 2018, however to date no agreements or negotiations have been promoted with host countries. As for social accountability of corporate actions, H&M publishes the list of suppliers on its website since 2012. The company published its first Sustainability Report in 2002, i.e. before the occurrence of the scandals. Looking to the reports realised since 2012, positive and praiseworthy tones are adopted, although not supported by equally positive data. Explicit references to the scandals about working conditions in the textile production are almost absent. Since 2012, H&M submit its CSR reports to external, limited assurance. While in 2012 the indicators under external control were limited
to the supply chains, materials used, and energy consumption, the scope of control has gradually expanded afterwards, including assurance on materiality, stakeholder engagement, emissions, the use of renewable energies, the reuse and recycling of materials, and, ultimately, the risks of fraud or corruption. Overall, CSR initiatives undertaken by H&M were highly appreciated and the latter is now included in the Dow Jones Sustainability Index and the FTSE4Good Index. CSR report of 2013 was ranked first in the section “Openness and Honesty” of the CR Reporting Awards assigned by Corporate Register, a global online directory of corporate responsibility. Finally, following the agreement on workplace safety in Bangladesh, H&M has allowed some NGOs to evaluate the state of progress of the project and to issue specific reports on the point. In September 2015 and January 2016, the reports underlying the company being in lag. Also, the Clean Clothes Campaign initiative acknowledged that some steps have been taken, but require more effort. In 2013 H&M gave rise to a philanthropic initiative through the creation of the H&M Foundation.

DISCUSSION AND CONCLUSIONS

The findings about the four case-studies highlight that, to restore legitimacy after the scandals they incurred into, all MNEs undertake CSR initiatives by acting on multiple dimensions of behaviour at the same time or in a short time period. Some similarities and recurring tendencies may be underlined with reference to specific initiatives.

Most MNEs tried to regulate better the relationships and the behaviour of their suppliers, which were often the real protagonists of the scandal. Indeed, MNEs face high business risk due to their engagements with independent suppliers and vendors, which can hardly be controlled. To favour ethical behaviour, most MNEs formulated or revised the code of conducts, especially for the suppliers-related norms. They also adjusted operating strategies by breaking up or changing the approach to trading relations, by requiring supplier certifications according to suitable protocols, by investigations on site, and/or by providing incentives to the most responsible suppliers. These initiatives are aligned with the suggestions made by previous literature on the “sweatshops” concerns along the supply chain in the apparel industry (Emmelhainz and Adams, 1999; Mackenzie, 2007). Monitoring the supply chain through a number of governance and managerial mechanisms is regarded by MNEs as an effective reaction to restore their legitimacy after heavy scandals. More attention was also dedicated to CSR investments and collaborations with NGOs at different levels, and in some cases philanthropic initiatives and commitment to build better work conditions on the host countries.

A second common element is that all MNEs become more accountable of their corporate actions in terms of CSR. Some companies published the list of their suppliers of the website. Most of them
started issuing the CSR report in the year after the scandal, as only one MNE already prepared it. All MNEs adhere to qualified guidelines for their CSR reports and progressively extend the CSR content. It could be the case that, as a communication tool, CSR reports are perceived as an effective initiative to respond quickly to the needs of a wide range of stakeholders. This is consistent with the role assigned to CSR reporting by existing literature (Kolk, 2008; van Wensen et al., 2011). However, only two MNEs submit the CSR report to external assurance, choosing a limited form only. Despite the potential assigned to such CSR initiative by professional associations and previous literature (a.o., Manetti and Becatti, 2008), this mechanism is not yet widespread and regarded by corporations as an effective tool to restore legitimacy in case of scandals. This perception may be due to the technical nature of the assurance process in situations in which more “visible actions” may be preferred. However, the lack of external assurance on CSR report might give rise to the suspect of impression management or greenwashing strategies implying the information power of CSR reports.

A third common aspect is that all MNEs undertook several actions on the side of regulation, governance system and operating strategy. Besides being the advocates of such actions, some MNEs also looked for a cooperation with NGOs and accepted different forms of investigations by NGOs on their operating strategies. The approach to accountability tends to be different, however, as MNEs prefer to exert an active role, avoiding external assurance or accepting it only in a limited form.

Some differences may also be noticed from the findings of the multiple case-studies analysed, especially with respect to the attitude assumed by MNEs towards the refusal or admission of their responsibility in the scandals. The first attitude is adopted by those companies that were accused of more than one scandal in the analysed period. Indeed, Nike and H&M make many justifications for getting rid of their responsibilities in their CSR reports. Conversely, when the scandal is directly and uniquely linked to a specific irresponsible corporate behaviour, either geographically or temporally (Walmart and Moncler), there is a prompt admission of guilt, followed by the implementation of new CSR initiatives according to the expected reactive attitude.

Overall, we found evidence that besides selecting to strengthen some types of CSR activities instead of others, MNEs shape both the internal and external environment to make it more favourable to ethical behaviours, and rely on social and environmental accountability. In such regard, our findings confirm the arguments put forwards by Sethi (1975) on legitimization, even in more recent times and in a peculiar situation like a corporate scandal.

To conclude, this paper highlights that MNEs assume a resilient attitude in response to CSR-related scandals. The relevance of CSR activities to restore the legitimacy to operate, when the latter is compromised by adverse events, is clearly demonstrated in the multiple initiatives undertaken in most of the dimensions of behaviour, and especially ethical norms, operating strategies, and social
accountability. Only the aspect of external assurance of CSR report is results to be neglected. Further studies might investigate the perceived value of the assurance statement by the various users of the CSR report, so as to clarify whether MNEs attitude towards this tool is due to its recent introduction and evolving nature and/or to a lack of business culture able to gain its potential benefits. Moreover, further studies may explore the reasons behind the gap between CSR initiatives declared but delayed, as well as the reactions of stakeholders in such cases.
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ABSTRACT

This paper investigates the way in which a food firm can develop business model innovations taking into account the importance of social and environmental issues. To answer to our research question “how food firms can develop a sustainable business model innovation?” we have studied an Italian pizzeria implementing the single case study methodology. We contribute to extant research introducing the concept of sustainable innovations within the business model’s literature. We conclude that within the food industry, the development of sustainable business model innovations is particularly important because the industry is itself linked with nature and human respect.
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INTRODUCTION

The business model is essential for a firm given that it concerns the way in which a product or a technology is commercialized and how it creates value (Chesbrough and Rosenbloom, 2002). Studies suggest that firms should reconfigure the business model in one of more elements in order to compete and re-shape the value proposition (Chesbrough, 2010). In fact, business model innovation guarantees higher returns compared with product of process innovation (Massa and Tucci, 2013).

In the same way, environmental-friendly activities have been integrated within the strategic management (Aragon-Correa and Sharma, 2003; Sharma and Vredenburg, 1998) because also sustainability is considered a key factor to reach the competitive success (Ameer and Othman, 2012; Mass et al., 2014). Therefore, it seems logical that environmental thinking should be included in the business model, and in particular, should be the object of business model innovations.

Especially, the food industry is particularly competitive and many business model innovations have been developed so far (Amit and Zott, 2010) taking into account environmental and social aspects.

For “sustainable business model innovation”, we mean the Osterwalder’s business model configuration that focuses its attention on environmental and social aspects.
Despite this, academic literature does not seem so abundant in this regard (McCarthy et al., 2016). This paper intends to fill this gap by answering the following research question: “how food firms can develop a sustainable business model innovation?” To reach this goal, this work applies the case study methodology, by studying a small firms producing pizza through a sustainable and innovative business model, according to Osterwalder’s business model configuration.

**THEORY DEVELOPMENT**

*Business model and business model innovation*

The business model of a firm is important as it regards the way in which a product or a technology is commercialized and create value (Chesbrough, 2010). In fact, a product or a technology itself does not create value without an effective and valuable business model (Chesbrough, 2010).

More specifically, a business model is the way in which the value proposition is articulated, the target market is identified, the revenues mechanisms are defined, as well as the structure of the whole value chain (Chesbrough and Rosenbloom, 2002). Similarly, a business model can be defined as the logic according to which a firm operates and creates value for stakeholders (Casadesus-Masanell and Ricart, 2010).

The business model configuration of Osterwalder (2004) considers other two main elements, namely the cost structure, generated by key resources, partner network and key activities, and the revenue flows, generated by client segments, client relationships and distribution channels. All the elements within this business model configuration hinges on the value proposition which is the core of the firms’ activities.

This and other business model configurations provide managers with a strong tool to develop alternative business models to cope with the increasing competition.

In fact, business model can be also considered a tool used in contexts of uncertainty in order to compete and re-shaped the offering (Tell et al., 2016). In this case, a business model innovation is achieved. Thus, it is an improvement of one or more elements of the business model (Osterwalder and Pigneur, 2010). It allows managers to connect innovative products and services to a valuable proposition; in turn, the business model may be also a source of innovation itself (Massa and Tucci, 1999). In detail, business model innovation refers to the activity of designing (creating, implementing, validating) a new business model (Massa and Tucci, 1999). Moreover, a business model innovation can be achieved by new formed firms or by incumbent firms by a business model reconfiguration (Massa and Tucci, 1999). In this regard, a business model innovation is especially valuable in times of...
crisis and high competition because it provides firms with a way to avoid direct competition and discover Blue Ocean (Kim and Mauborgne, 2014).

Business model innovation in food industry

The food industry is considered mature and slow growing by some studies on literature (Sandven and Smith, 1993; Costa and Jongen, 2006; Rama, 2008; Hou and Mohnen, 2013). Other studies suggest that the food industry is an important part of the European economy (Costa et al., 2016; Tell et al., 2016).

Some changes from a socio-economic point of view are posing challenges to food firms, calling for new innovative and creative business models. In fact, customers can easily access information about products and require both more product variety with specific dietary and customized facets (Costa et al., 2007) and more healthy food that does not affect the natural environment and human health. These factors have increased the pressure on food firms to be more innovative.

For these reasons, more and more firms operating in the food industry are experimenting innovative business models to compete in the market (Jolink and Niesten, 2015), especially the smaller firms who traditionally do not have the resources and capabilities to growth. Despite this, most of the studies on innovation in the food industry have tackled the issue concerning how improve product innovation and therefore business model innovation is neglected (Ulvenblad et al., 2014). Conducting a systematic literature review on innovation in food industry, Tell et al. (2015) found that food industry articles are primarily qualitative, empirical studies that focus on one or a few companies (i.e. case studies), and the specific focus on business model is lacking, especially for smaller firms.

Sustainable business model innovation in food industry

There has been an increasing interest in sustainable business model. This concept is used in reference to environmental and social aspects as corporate social responsibility, business sustainability, sustainable agriculture, food security and safety, and eco-system services. In fact, firms increase their consideration of the aforementioned aspects in their business models (Birkin et al., 2009) showing the strong interconnection between them.

For example, McCarthy et al. (2016) found that Chinese consumers are turning towards certified food for health reasons and are sceptical about genetic modification (GM) food.

Previous research shows the positive effects of green practices and a sustainable business model, but in particular how innovation is the means by which firms improve a sustainable development performance (Hart and Milstein, 1999; Hart and Sharma, 2004; Porter and van der Linde, 1995a, 1995b,
Senge and Carstedt, 2001). Innovation is regarded as a panacea for sustainable development (Hall and Wagener, 2012: 183).

Despite the lacking of studies on business model innovation in food industry, Bossle et al. (2016) indicate that food firms engage in eco-business model innovation for internal and external factors. The most important internal factors are the human resources followed by environmental managerial concern and environmental capability. In turn, collaboration is the most important external factor followed by normative pressures and environmental regulations. Moreover, the authors suggest that government support is a deficient in adopting an eco-business model innovation.

**METHOD**

To answer to the research question “how food firms can develop a sustainable business model innovation?” we have applied the case study methodology. In fact, it seems particularly suitable to answer to the “How” and “Why” questions (Yin, 1994) and to study innovation in food firms (Tell et al., 2015).

In order to achieve our aim, we have structured the research methodology in three phases (Stake, 1995). During the explorative phase, we have collected secondary sources as news from social media or television or newspaper, database and web site. The main scope of the explorative phase is to collect the most important data for the development of this work. In particular, we have first studied the topic, making a review of the existing literature on the three main topics: business model innovation, food industry and sustainability applied to business. In fact, according to the previous studies, the literature review has the ability to accomplish the same aim of the real-life context (George and Bennett, 2005; McKeown, 2004; Yin, 1994).

Studying newspaper, website and other secondary sources information, we have identified few target firms. Among others, we have chosen Pizza (Pseudonym for privacy reasons) as the main representative firm in the food industry regarding a sustainable business model innovation.

During the second phase we have collected primary data. To do so, we have first sent a questionnaire composed by thirteen structured questions based on level of measurement (5 point Likert scale) and asking the availability to be interviewed. The primary data source was the semi-structured interviews with the founder, now also CEO, of the firm. He invited us to visit the restaurant personally. Therefore, our data collection consisted of several primary and secondary data sources: phone call, face-to-face meeting, email, questionnaire, internet and media coverage of the firm. The triangulation...
of data helped us to improve the completeness of information (Eisenhardt, 1989) and the degree of correctness of our findings (Jick, 1979). The analysis of the collected data was the last phase.

It seems mandatory to describe the activity and the features of Pizza.

Pizza was founded to provide a quality delivery-pizza. In fact, as the founder explained, every Wednesday he and his friends used to have pizza. However, every time they were disappointed by the taste, ingredients and quality. Therefore, they have decided to create a new business based on the production of digestible and light pizza made by only semi-wholemeal organic flour. The selection of ingredients is particularly important. In fact, they use only fresh, seasonal and Italian products. Furthermore, they have implemented primary and secondary activities based on the respect of the nature and the importance of healthcare. For example, they use only biodegradable products (as cutlery, glasses and napkins) and sustainable facilities to not produce CO2 (as a electric oven and electric delivery-bikes).

We believe that, thanks for its characteristics, Pizza is a unique, representative, leading case (Yin, 2003).

**GREEN BUSINESS MODEL INNOVATION IN THE PIZZA CASE**

Pizza is a very new firm, which started its activity in April 2016. This aspect is particularly relevant for two reasons. First, because the founder had the chance to develop the business model from scratch. In fact, the founder (which is also the CEO) is an engineer that had previously worked as project manager. Second because the business model innovation was done during a time of crisis (Kim and Mauborgne, 2014). Therefore, implementing the food activity, the founder has paid particular attention to the business-economic aspect: *certainly, the economic part cannot be set aside, it is crucial* – Pizza CEO.

In line with this, analyzing the business model of Pizza, we have found sustainable/innovative aspects for each of the business model points (Osterwalder, 2004). Therefore, the discussion of the case study stresses the innovative and/or sustainable aspects of each of the 9 element of the business model.

The innovative business of Pizza is focus on a specific client segment. This identification was made a priori. In fact, focusing on the particular kind of food, not a “normal pizza” but a healthy, light and a kilometer zero pizza, the CEO decided to focus on 25 to 50-year-olds and families (in particular mothers with young sons), so people who pay attention on the food quality *seen not only as the taste but as a selection of ingredients. This for them is the predominant element* – CEO Pizza. Several are the reasons behind this choice. First, he decided to focus on who are health-conscious because they are willing to
pay more for a high quality product. For this reason, he decided to not to include very young clients, as high school or college student that are not prepared to pay higher price. Because you can pay only by card, he said that he decided to exclude low-cultural or not digitalize person that do not have credit card.

Linked to the segment, is the relationship that the firm can have with its clients. In fact, we have already said that these types of clients are digitalized, that means that are supposed to use technologies and social media. Thanks to their propensity to use high-tech, Pizza can have reliable and affordable feedback on its activity. People can express their opinion on social media as Trip Advisor, Facebook, Twitter, Instagram and so on. In fact, “network involvement” is considered one of the main determinants of greenness of innovation (Triguero et al., 2014). Therefore, Pizza can establish a relationship with clients, and can use the customer’s comments as opportunities to get closer to their preferences and improve their business. Social media has evidenced that initially clients come because of the “Idea of a different pizzeria”, not because of the product but for the idea for the pizza to zero impact, and for the project "one pizza for one tree". In short, due to the fact that it is conceptually more similar to a company that to a simple restaurant. Later, what clients stress is the quality and taste of the product.

Pizza has two main distribution channels: takeaway delivery and eat-in restaurant. Both of them are characterized by sustainable innovation. The takeaway channel is made by bicycle or electric scooter, which is coherent with the “sustainable activity and ideology” and you can pay only online using credit card. This innovative choice was made to avoid that the delivery man has to waste time waiting for cash and the change: he must open his jacket to take the wallet and he probably will not have the exact change, and if it rains all things will get wet, with the result that waste time and other pizzas get wet- Pizza CEO. The takeaway delivery channel is both innovative and sustainable. Obviously it is linked with the client segments, that we have discussed above.

The second distribution channel is the eat-in. Pizza has a small restaurant in which you can have a pizza. All the cutlery, glasses and napkins are biodegradable. Walls are covered with “sustainable quotes” to get the attention of customers on the importance of zero impact activities and the importance of implementing sustainable innovations. These aspects are examples of environmental orientation of Pizza in Eco-innovativeness (Triguero et al., 2014).

In line with the previous elements, Pizza revenues flows are lower than a “classic pizzeria”, because it does not cover part of the potential clients: we do not have the revenue of a normal pizzeria because we have half of their clients (because of age and cultural level) and, of course, our market is already smaller –Pizza CEO. Revenue flows exclusively came from credit card or online payment that made all of them traceable.
Now we can discuss of the costs structure of Pizza. Some costs structure are higher than those of competitors are, but they are necessary to ensure the sustainability of the business model. In fact, some ingredients and resources, that are seasonal or biological or zero kilometre, have higher cost but are necessary for the business model of the firm and for the quality of the products. Nevertheless, the fact that most of the ingredients are “zero kilometre” or national means that on the one hand the environmental impact is reduced, on the other hand the ingredients cost is higher. Another element of cost is that all the machineries used are “at zero impact”. This is a very innovative element in a food company, especially in an “Italian high quality pizzeria” where it is usually use traditional wood oven. Obviously, the technology and the innovativeness of an electric appliances and machineries lead the increasing of cost structure.

Summarizing, high cost structure is necessary to validate the sustainable business model innovation.

Linked with the cost structure, there are the key resources. In fact, resources selection is fundamental in the whole business model of Pizza. In particular, the firm uses only national, seasonal and DOP ingredients (guarantee by Italian regulation), such as semi-wholemeal organic flour. This guarantees the quality of the products. As we already said, most of the ingredients are local. This aspect has two main implications: first Italian local ingredients are considered good and high quality, second it is a sustainable strategy because it avoids emissions due to large distance transportations.

Moreover, in line with the sustainable view of Pizza, all the machineries are electric in order to avoid CO2 emissions, and the energy used comes from renewable sources.

But there is more: within the restaurant are used biodegradable cutlery, glasses and napkins for both the customers and the cooks in order to decrease the environmental impact of the production and offering processes. This is a particularly sustainable innovation. In fact, as the Pizza’s CEO said, most of the restaurants that follow sustainable strategy use only few biodegradable object. Instead, all the tools, as glassed, napkins, cutlery, tablecloths and so on used in the restaurant are environmentally friendly. Obviously, having all these organic products is more expensive, but if you do not mean that you are implementing eco-innovations as a marketing activity, not as a real part of your mission and your business – Pizza CEO said.

Partnerships are becoming a cornerstone of many business models (Osterwald and Pigneur, 2010: 38). In line with this concept, partnerships are seen as essential in the Pizza business model. In particular, the firm collaborates with Eden Reforestation Projects in order to devolve part of the revenues in favour of the reforestation. For each pizza sold, one tree is planted. This creates a great impact on the social responsibility of the firm, and creates an engagement with a customer who is therefore indirectly responsible for the reforestation of the world.
Furthermore, several partnerships are conducted in the online distribution channels. Pizza has three key partners in this regard, one of which is very strategic. On the online platform of this partner is possible to order a customized pizza, increasingly widespread phenomenon among consumers. The delivery service, made by Pizza’s partners, is provided by electric transports such as electric scooters and bikes.

To produce a healthy-light-innovative-sustainable pizza, Pizza implements few key activities. For example, the dough is very slow in order to make the pizza light and savoury. The recipes are developed based on seasonal ingredients in order to ensure the freshness of the products. These activities are crucial for the success of the product. The innovation of these activities lie in the total coherence with the sustainable values of each activity.

**IMPLICATIONS AND CONCLUSIONS**

Given the increasing competition in the food industry, the business model as a strategic tool is essential, although has been little used in food literature, especially in food services and pizzerias and in simple configurations such as the one presented by Osterwaler.

The food industry, especially restaurants, is very fierce and often it is difficult to expand or grow internationally. However, famous cases (such as Starbucks, McDonald) demonstrate that restaurant players, who have succeeded a national or international level, are the ones who have implemented a completely new business model. Our case has developed a business model that has focused on sustainable innovation, and is a unique example in Italy.

This research adds to the literature on the food industry, analysing the possible development of sustainable business model innovations. In fact, little attention was paid on this aspect that is particularly important in a business that is constantly changing as the food industry.

In fact, we are considering essential goods. Consumers are questioning every day on their consumption choices, and increasingly want to be updated on product quality and on firm’s business model choices. In a world that is pointing more and more to sustainable development, we believe that sustainable innovation is a winning strategy to reach the business success, especially in the food industry that is closely linked to sustainability from nature and human health point of view.

Therefore, we can conclude that within the food industry, the development of sustainable business model innovations is particularly important because the industry is itself linked with nature and human respect. In fact, environmental and social respect is fundamental to reach the business success, and it is strongly linked with innovation: *companies will have to develop innovative solutions. That will*
happen only when executives recognize a simple truth: Sustainability = Innovation (Nidumolu et al., 2009: 12).

To do so a very precise business model is needed. This is another important contribution of this study: many previous works on business models do not use specific patterns to describe the business model of the analyzed cases. We have analyzed every single element of the business model configuration of Osterwalder (2004). We believe that this methodology can give a better and more precise overview of the business model.
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ABSTRACT

The article presents the results of the research of Kazakhstan national pharmaceutical complex (NPhC) development in the modern system of international relations. The best practices of the world development in the field of pharmaceutical industry on the example of China and India (countries with emerging markets) were investigated. Based on the statistical data and comparison with achievements of emerging markets we assume that existing model of NPhC of Kazakhstan (country with transition economy) is not adequate to new conditions. The purpose of this paper is to estimate the level of Kazakhstan NPhC international development on the base of authors’ methodology and offer the strategy of its future development in order to be integrated into the global pharmaceutical market. The traditional methodology approach is focused on a quantitative analysis but it is not enough. Therefore, we propose the qualitative approach (on the base of interviews). Regression model lets us to study the main factors and trends of the future development. In the final part of this paper the main elements of the strategy of internationalization (recommendations for the road map) for the national pharmaceutical complex of the Republic of Kazakhstan were formulated.
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INTRODUCTION

The process of globalization brings to the forefront new problems of sustainable development of the national economy in the modern system of world economic relations. The Republic of Kazakhstan is one of the countries whose national economy is of particular interest for researchers. The country has already integrated into the world economy system and has achieved some success, including: 56th place in the ranking of the life level (among 142 countries), 79th place – according to the global
innovation index. However, the share of the natural resources export from Kazakhstan remains high (about 85% in 2015), 45th place in the global competitiveness index (in 2015).

At the same time we know that the global players in the world economy are not only countries, TNCs, integration groups, etc., but in the globalizing world, new players are emerging, i.e. clusters, industrial regions, technology parks, internationalized reproduction processes (global value chain), etc. Our hypothesis is as follows. A system of production, scientific-technical, investment and other entities (units) has created a national pharmaceutical complex (NPhC) in Kazakhstan. Despite the fact that Kazakhstan belongs to the countries with transition economies the level of the NPhC development under the conditions of the new architecture of the world is not low. The global pharmaceutical market is going through a change of leadership and Kazakhstan has the opportunity to be integrated into the global pharmaceutical reproduction process along with other emerging markets. The further development of the national pharmaceutical industry on the base of the new strategy will allow the country to overcome natural resources dependence, to improve the international competitiveness of the national industry in the field of pharmaceutics.

The development of such strategy should be based on international best practices. In pharmaceutical industry it is especially demonstrated by the emerging markets – India, China. So, the experience of internationalization of pharmaceutical companies is presented in this paper. The aim of the paper is to evaluate the current level of the NPhC international development of the Republic of Kazakhstan in the system of modern world interactions (in the field of pharmaceutics) and clarify the strategy (offer some recommendations) for its further economic development in accordance with the features of the globalizing world.

**BRIEF LITERATURE REVIEW**

A lot of theories are devoted to the problem of the word and national economy development. The Kazakhstan scientist Husainov emphasizes that “the national economy acquires a new quality in the modern era, ... the country is simultaneously under the influence of two processes: autonomy (sovereignty), on the one hand, and integration (cooperation), on the other hand” (Husainov, 2012). A lot of scientific articles focus on the different aspects of the national industry activity. National industrial complex (NIC) as a set of the different enterprises, firms, companies is the subject of the world economy (along with TNCs, international organizations, etc). So, the NIC development is based both on the classical theories of the world economy and the alternative theories and a new concepts. Classical theories (the theory of the international trade, international business, internationalization) consider such aspects as the comparative advantages, international competitiveness, national security, openness of the economic system, etc.). For example, Porter investigates this problem through the
prism of the international competitiveness (Porter, 1998). It is a well-known theory. Let us investigate unknown concepts especially those which reflect the characteristics of developing countries, emerging markets. For example, the infant industry theory is especially important for the developing countries at early stages of industrialization, emerging markets. The infant industry argument is largely based on Frederick List’s writings and focuses on the government support (Mehdi, 2000).

However we need a newest concepts because “national economies and their industrial complexes as a subjects of the world economy acquires a completely different quality in modern conditions (in a globalizing world)” (Rodionova, 2016). Traditional theories can’t answer new questions and explain the contradictions. For example, inconsistency is present in the scientific judgments of the scientists: on the one hand, countries operate as independent elements of the world economic system, but on the other hand, there is the erosion (disappearance) of the boundaries between their economies. Alternative theories and new concepts give us such answers. Firstly, it is geoeconomics (geo-economics). As a new paradigm geoeconomics explains that we are talking about the elimination of “economic borders” but the “territorial boundaries” remain intact, reproduction processes come beyond the national boundaries (Jean & Savona, 1997). National economics and their structures under the circumstances of globalization have developed new orienting points to be included into the world economy sphere: one of the main new global players is internationalized reproduction processes which generate the borders of economic activity and within the framework of these processes the world income is formed (Frolova & Frolova, 2015). Geoeconomic approach lets us offer the complex of indicator in order to assess the level of the international development of the national industrial complex (the kind of goods form in export contract, the place in “technological pyramid”, etc.).

But the production process in the modern world has become more fragmented and we have to explain the theory of production fragmentation. According to Kierzkowski, Chihelkova and some others “internationalization and globalization have also led to fragmentation of production and global activities... production process is divided into various activities which are placed in the different places in the world” (Chihelkova, 2014). So, now it will be better to study industrial development through the prism of the global production networks or global value chains (GVCs). The value chain approach has firstly been used in the field of industrial development as a process of structural transformation. For many countries, especially low-income countries, the ability to effectively insert themselves into GVCs is a vital condition for their development” (Gereffi, 2011). The global value chain comprises “the full range of activities that are required to bring a product from its conception, through its design, its sourced raw materials and intermediate inputs, its marketing, its distribution and its support to the final consumer”. Global production networks or global value chains (GVCs)
constitute important opportunities for developing countries to become part of the global economy (Gereffi, 2011). A lot of scientists investigate the different aspects of the GVC. Among them are: Gereffi (management within a value chain), Porter (the structure of a GVC), Kierzkowski (“smile curve economics”), Wallerstein (commodity chain), Ferraris (management, services including logistic).

There are some differences between internationalized reproduction processes and GVC and we must take them into account:

- two types of the links in the structure of a GVCs: forward linkages in GVCs and backward linkages in GVCs;
- concept of a value chain has been used to analyze the international trade and contribution of each country (main indicator is add value);
- different groups of the risks and factors for involving into the internationalized reproduction processes or participation in the GVCs for the developing country firms (for example, developing countries could remain providers of a low-value primary materials, the risk of remaining in low value added positions within the chain).

Conclusions of the traditional and new theories are important for us. So, we have to combine the classic and new approaches. For example, we can offer such additional indicators as “the depth of the involvement into the GVC”, “the length of the GVC”, etc.

In accordance with these theories and concepts we can offer the new methodology for the assessment of the national industrial complex international development.

**METHODOLOGY**

Assessment methodology of the international economic development for any object provides a large number of algorithms (options). Their advantage is to systematically evaluate the quantitative aspect of the industry or market development. But the industrial complex includes industrial and commercial enterprises, logistic and marketing firms, etc. Among the disadvantages of the methodology we highlight the neglect of the analysis (both quantitative and qualitative) of other chains of the investment-reproduction processes. We offer to assess the level of the international economic development of the national industrial complex (NIC; for the pharmaceutical industry case – NPhC) in accordance with the following steps. The result of this procedure will show us the depth of the NIC’ integration into the world economy system and the orientation for the further development.

**Stage 1. Quantitative general analysis of international activities of the NPhC.** For its implementation we use a set of traditional indicators, taking into account the indicators of the present stage of the world economy development.
1.1 Assessment of the operation of the NPhC (foreign trade aspect): industry level. For the assessment we use the traditional indicators that characterize the foreign economic activity (both in the context of the world economy system and integration unions): volume (changes in the volume) of production and sales of pharmaceutical products in the country; contribution of the pharmaceutical industry in the GDP; volume of import and the share of imported pharmaceutical products in the total consumption; volume of export of pharmaceutical products; index of the openness, etc.

1.2 Calculation of the traditional indicators for NPhC: business unit level. There are well known indexes such as the index of internationalization, index of transnationalization, index of network spread etc. We propose to calculate them for the NPhC' entities (units, companies). In other words, the NPhC' index of internationalization is equal to the sum of these indices for the enterprise units.

1.3 Forming the base for the comparison and comparison of the national characteristics with the best foreign practices. Firstly, the base of comparison is the performance of the global market and industry. Secondly, the benchmark for comparison is the emerging markets achievements. For the pharmaceutical market there are countries as India, China and Russia. Key indicators for comparison are: a share in pharmaceutical world production, a share in world exports of pharmaceutical products, the level of internationalization, etc.

1.4 Identification of the main factors that affect the development of the national pharmaceutical complex (NPhC) using mathematical methods. All factors of the regression model are divided into five groups:

- macroeconomic indicators ($E_1$ – GDP, % to the previous year, $E_2$ – the share of pharmaceutical industry in GDP (%);
- market indicators ($K_1$ – the share of domestic producers in the market (%); $K_2$ – the number of people employed in the pharmaceutical industry);
- investment indicators ($I_1$ – investments in the pharmaceutical industry (%); $I_2$ – the share of foreign investments in the pharmaceutical industry( %);
- innovation indicators ($T_1$ – the share of innovative enterprises in the pharmaceutical industry (%); $T_2$ – the share of innovations in the pharmaceutical industry (%).

Stage 2. Qualitative analysis (assessment) of the level of the international activities development of the NPhC at its constituent entities (primarily, enterprises). Only quantitative analysis of the NPhC integration into the world economical system is not enough because of the lag of statistics which does not reflects the essence of the changes. Qualitative analysis allows us to eliminate this disadvantage. To do it, we recommend using a technique of the geo-integrity index ($I_{gi}$) (Frolova, 2011; Frolova and Frolova 2015) because the above mentioned geoeconomic concept (Jean and Savona, 1997) has shown that the traditional indicators for the analysis and assessment of the NPhC international development level...
need to be supplemented by individual specific indicators, which reflect the features of its spatial development and operating in the global geoeconomic space. However, it was designed for the country level and this index calculates a rating for the country. So, firstly, it is necessary to adapt it to the conditions of the industry sector. The other words, the components of the formula must be adapted to the level of national industrial complex. Secondly, existing index reflects the peculiarities of the internationalized reproduction chains (geoeconomic chains). But as we noted above, there are distinctive features between the internationalized reproduction chains and GVCs. Thus, the existing index needs to be adapted to the conditions of the GVC. In this case the formula takes the following form:

\[ I_{gi} = \frac{I_1 + I_2 + I_3}{3}, \]

- \( I_1 \) – this subindex reflects the model of international economic relations and includes such indicators as involvement into the international division labor; the depth of involvement into the internationalized reproduction pharmaceutical process (system) etc.;

- \( I_2 \) – it reflects the kind of the local system in the context of the national industry (pharmaceutical) complex and includes such indicators as location of «head-quarters» of the biggest pharmaceutical TNC in the country; the level of decision-making: participation in management of the world pharmaceutical industry; membership in the international pharmaceutical Committees, Founds, Allies; etc.;

- \( I_3 \) – it reflects the level of the technological development and includes such indicators as the kind of goods form in export pharmaceutical contract; the depth of raw materials pharmaceutical manufacturing, etc.

In order to estimate this index you have to interview experts. The information base for calculation of the index components responds to the survey questions (table 1). The table is filled by directors and top managers of NPhC companies. Such an indicator as "the model of the country's participation in the profits of the company" allows answering the question: what part of dividends remains at the site of localization of the enterprise for the national economy (territory) development. Feature of the geoeconomic model of international economic relations is to sell products in countries not participating in the production process. So the indicator "the share of products allocated for implementation in the partner country (left in the country of origin) in the total volume of export" allows identifying the type of the model. The questionnaire is designed in order to reveal (clarify) the essence of the index components (for the future management decisions). For example, in order to make the value of the indicator "the participation of the NPhC in the global income" high, the company should to use two contracts in its activity (simultaneously): the commercial contract of
delivery of the goods (operational level) and the agreement to receive dividends from the project (strategic effect).

Question Answer

Is the company a member of national and international professional associations (enumerate)?

How do you estimate the recognition of the national commodity brand in the world?

What is the commodity form of your products?

What percentage of the country’s participation in the gross profits of the company?
- share of national capital in the ownership capital;
- share of profits for the payment of dividends;

What is the ratio of domestic and foreign components (in average for all levels of the investment and reproduction chain)?

What is the share of foreign equipment?

Table 1. The questionnaire (fragment)

Next, the researchers define the value of the index \(I_{gi}\) components on the basis of the following scale (Table 2).

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Estimation scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>The depth of involvement into IRC(process) - system</td>
<td>2-3 links of the IRC chain</td>
</tr>
<tr>
<td>Collaboration with all links of the IRC chain</td>
<td>Interaction only in one trade link</td>
</tr>
</tbody>
</table>

| The country (place) where commodity, product (finished product) is selling | Market of non-participants | Both (manufacturing process) member |
| Location of «head-quarters» of biggest TNC in the country | World level | National and Only regional level |
| ... | ... | ... |

Table 2. The rule for experts (fragment)(Frolova, 2011)

Also we offer such indicators as the “the depth of the involvement into the GVC”, “the length of the GVC”, “the participation in the world income redistribution”, “the level of the availability of brand-holder status”, etc.
RESULTS AND DISCUSSION

According to this methodology we have estimated the level of the NPhC international development (the case of the Republic of Kazakhstan) in the modern world interactions system (in the field of pharmaceutics).

Stage 1.1. The assessment of the operation of the NPhC on the base of the traditional indicators that characterize the foreign economic activity is presented in the table 3 (the data for this table are taken from the Committee on Statistics of the Republic of Kazakhstan).

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Volume (year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution of the pharmaceutical industry in GDP</td>
<td>0.08%</td>
</tr>
<tr>
<td>The volume of production, mln. $</td>
<td>11.4 (2010)</td>
</tr>
<tr>
<td></td>
<td>24.0 (2015)</td>
</tr>
<tr>
<td>The volume of export, mln. $</td>
<td>1.6 (2010)</td>
</tr>
<tr>
<td></td>
<td>2.0 (2015)</td>
</tr>
<tr>
<td>The volume of import, mln. $</td>
<td>90.2 (2010)</td>
</tr>
<tr>
<td></td>
<td>98.0 (2015)</td>
</tr>
</tbody>
</table>

Table 3. The current parameters of the pharmaceutical industry and market of the Republic of Kazakhstan (fragment)

This table presents that contribution of the pharmaceutical industry in GDP is low (0.08 %; the share of the natural resources export from Kazakhstan is about 85% in 2015). These results support the conclusion that the country's economy is oil-dependent and needs to diversify; the increase of production of the pharmaceutical products in the country is 21.75 % per year (so we can conclude about the rapid development). The increase of import is 1.6 % per year but this situation is not good because the share of imported pharmaceutical products in the total consumption more than 60%.

Stage 1.2. For this stage we have selected large pharmaceutical enterprises with foreign investment (capital) of the Republic of Kazakhstan. There are five Kazakhstan pharmaceutical companies only. These companies and SME don't have foreign subsidiaries. So the indexes of internationalization, transnationalization, network spread are zero. At the same time these Kazakhstan pharmaceutical enterprises are the participants of the GVCs and according to the above mentioned GVC-theory we can identify national internationalized pharmaceutical networks as “backward linkages” in GVCs.

Stage 1.3. The pharmaceutical industry of India and Chine (countries with emerging markets) demonstrate best practices. In this paper we want to show the peculiarities of the internationalization of national companies. Firstly, some facts about Indian company. In 1984, the Indian scientist,
entrepreneur and philanthropist Dr. K. Anji Reddy founded a pharmaceutical company Dr. Reddy’s Laboratories, which later became a leading international company. It is the third Indian company in the world for the production of pharmaceutical products. Subsidiaries of Dr. Reddy’s were opened in 25 countries. The table below (table 4) shows some of them (Frolova and Abdurahmanova, 2016; Dr. Reddy’s. Official site).

<table>
<thead>
<tr>
<th>Name of subsidiaries and year of the foundation</th>
<th>The type of activity</th>
<th>Location (country)</th>
<th>Additional information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology Development Centre</td>
<td>Clinical studies and the development of a new generation of drugs</td>
<td>USA, Princeton</td>
<td>Chief Research Center</td>
</tr>
<tr>
<td>Chirotech Technology Limited (2008)</td>
<td>Develop routes to APIs (Active Pharma Ingredients)</td>
<td>UNITED KINGDOM, Cambridge</td>
<td>Develops and uses advanced chemistry skills, including world-leading bio- and chemocatalysis technology</td>
</tr>
<tr>
<td>Technology Development Centre Leiden (1995)</td>
<td>NCE (New Chemical Entities) research, delivery drug</td>
<td>NETHERLANDS, Leiden</td>
<td>The Company is developing novel formulations of currently marketed drugs to give more comfort to the patients</td>
</tr>
<tr>
<td>Dr. Reddy’s Laboratories Ltd.(2000)</td>
<td>Developing new products</td>
<td>CHINA, Guanghua</td>
<td>Developing new products in the focus therapeutic areas of Central Nervous System (CNS) and so on.</td>
</tr>
</tbody>
</table>

Table 4. Subsidiaries of Dr. Reddy’s and its specialization (fragment)

One of the leading pharmaceutical companies in China is Qilu Pharmaceutical. It focuses on developing, manufacturing and marketing of generic drugs and active pharmaceutical ingredients in the therapeutic areas of Oncology, etc. The brand value of Qilu has been built on the basis of high quality products and high standard services, ranging from research and development, manufacture of APIs and finished dosage forms, packaging and global commercialization. Qilu Pharmaceutical has eight manufacturing sites for chemical synthesis, genetic-engineering, fermentation, etc. with global presence in North America, Europe, Latin America, Asia, Africa and the Middle East (table 5) (Frolova and Abdurahmanova, 2016; Qilu Pharmaceutical. Official site).

<table>
<thead>
<tr>
<th>Name of subsidiaries (Year of the foundation)</th>
<th>The type of activity</th>
<th>Location (country)</th>
<th>Specialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qilu Pharmaceutical Co., Ltd. (Hainan)</td>
<td>production</td>
<td>China</td>
<td>it specializes in the manufacture of lyophilized powder for injection of oncological products</td>
</tr>
</tbody>
</table>
Qilu Pharmaceutical production (Neimenggu) Co., Ltd. (2006) - It is the biggest producer of avermectin in the world. It makes antibiotics on a large scale.

Qilu King-pharm production Pharmaceutical Co., Ltd. (1987) (2009) - It produces over 16,000 tons of antibiotic active ingredients. It produces animal health products and insecticides and over 60% of its products are exported.

Table 5. Subsidiaries of Qilu Pharmaceutical and its specialization (fragment)
The full table 5 presents us the following results:

- the production process has a high degree of fragmentation;
- the pharmaceutical companies have a lot of foreign subsidiaries and high level of internationalization (60-80 %);
- the company focuses on all levels (links) of the production chain especially the one with the high level of add value (clinical studies, marketing, investment, etc.);
- the global production chain is stretched (extended), the length is equal to 12 according to our calculation;
- the areas of the subsidiaries localization are the national clusters.

Stage 1.4. Regression model lets us identify main factors that affect the development of the national pharmaceutical complex (NPhC). According to methodology all factors were divided into five groups. The data for all variables are taken from the Committee on Statistics of the Republic of Kazakhstan (table 6).
Table 6. Data for the regression model (fragment)

<table>
<thead>
<tr>
<th>Year</th>
<th>I</th>
<th>N</th>
<th>P</th>
<th>Q</th>
<th>R</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>35</td>
<td>18</td>
<td>1020,3</td>
<td>47</td>
<td>77</td>
<td>75</td>
</tr>
<tr>
<td>2013</td>
<td>40</td>
<td>20</td>
<td>1115,4</td>
<td>50</td>
<td>82</td>
<td>85</td>
</tr>
<tr>
<td>2014</td>
<td>50</td>
<td>22</td>
<td>1250,7</td>
<td>51</td>
<td>87</td>
<td>90</td>
</tr>
<tr>
<td>2015</td>
<td>60</td>
<td>24</td>
<td>1378,2</td>
<td>52</td>
<td>85</td>
<td>95</td>
</tr>
</tbody>
</table>

As a result, we obtained some models. The regression equation can be presented as follows:

\[ Y = -8,42 + 2,58K_1 \]

This means that increasing of the share of domestic producers in the Kazakhstan pharmaceutical market on 1% can provide the increasing of the volume of production on 2,58 bln. national currency (tenge).

For the second group factors we have received the following regression model (index of correlation is 0.9):

\[ Y = -116,94 + 0,422 I_1 + 2,03 I_2 \]

The regression equation for innovation factors with index of correlation \( r_{YI_2} = 0,93 \) can be presented as follows:

\[ Y = -26,12 + 1,57T_1 \]

The above mentioned GVCs-theory and "smile curve economics"-concept show us that such links of the global value chain as investment, scientific, innovation provide the maximum of the add value. According to the regression model we can see that such factors as the share of foreign investments in the pharmaceutical industry \( (I_2) \), the share of innovative enterprises in the pharmaceutical industry \( (T_1) \) are the main factors that affect the development of the national pharmaceutical complex of the Republic of Kazakhstan.

Stage 2. For the qualitative research we have selected large pharmaceutical enterprises with foreign investment (capital) of the Republic of Kazakhstan. 72 top managers have completed the questionnaire. We have processed them in accordance with the scale of values and obtained the following parameters of the index and its components:

1. \( I_1 = 0.05 \). Causes (explanation): raw materials is supplied by foreign investors, a foreign investor as the owner of the company receives the income after the sale of pharmaceutical products, finished products are sold (exported) to the "third" countries (non-participants of the reproduction process). They are the CIS countries: Kyrgyzstan, Turkmenistan, Uzbekistan, etc.
2. \( I_2 = 0.16 \). The highest value is the component "the strength of cooperative ties". We can explain it by the fact that Kazakhstan signed several Agreements in the field of medicine, healthcare, pharmaceuticals, including agreements between the countries of the Eurasian Economic Union (EAEU).
3. Igi=0.13. The reason is the production of generic drugs (80-85%) but not the original pharmaceuticals and the low level of the GDP per capita.

Thus, Igi =0.11 or 11% (maximum 0.1 or 100%). It means that the NPhC of the Republic of Kazakhstan as the object of the World Economic Cooperation is included in the system of international relations, but the level of such inclusion (the depth) is low – 11%. For comparison: for Italian industry Igi=0.56 (Frolova and Frolova, 2015), for Czech Republic Igi=0.40 (Frolova, 2011), for Russian industry (on the example of Ural region) Igi=0.30.

The results of the analysis let us offer the following main elements of the strategy for the future international development of the national pharmaceutical complex of the Republic of Kazakhstan (recommendations) in accordance with the best world practices (Chine, India etc) and geoeconomic concept:

- Creation of a national pharmaceutical cluster and increase the competitiveness of national pharmaceutical products;
- Increase of the national share in the share capital of pharmaceutical companies in the context of the requirements of the national economic security (national strategy "Kazakhstan 2030);
- Creation of a strategic national pharmaceutical company;
- Creation of the foreign branches in the CIS countries (sequentially, according to the links of the extended internationalized investment-reproduction process);
- Increase of the national participation degree in the links of the global value chain with maximum added value;
- In order to make the national model of the foreign economic relations (on the example of NPhC) adequate to the conditions of the current global environment, it is necessary for Kazakhstan to increase the values for all components of the calculation index (or links of the GVC); but on the other hand, it is necessary to limit the degree of the openness of the national economy in the context of the requirements of the national economic security and national strategy "Kazakhstan 2030".

CONCLUSION

Our hypothesis is that the level of the NPhC international development under the conditions of the new architecture of the world (with new global players) is not low and Kazakhstan has the opportunity to integrate into the pharmaceutical products market along with other emerging markets. But based on the statistical data and comparison with achievements of emerging markets we assume that existing model of NPhC of Kazakhstan (country with transition economy) is not adequate to the
new conditions. We can formulate the following theoretical and practical results of the Kazakhstan NPhC research:

- the Republic of Kazakhstan has already integrated into the world economy system but the level of this integration is low both in the system of traditional and modern indicators; at the same time the potential of the internationalization is good;

- qualitative analysis and comparison with the best practices let us clarify the strategy for the further economic development of the NPhC in accordance with the features of the globalizing world; the main recommendations are: creation of a national pharmaceutical cluster and a strategic national pharmaceutical company, increase of the national participation degree in the links of the global value chain with maximum added value, etc.;

- we have already adapted methodology to the conditions of the modern world economy and global players' demands and add such qualitative indicators as “the depth of involvement into the IRC(process) – system”, “the participation in the world income redistribution”, the level of the availability of brand-holder status”, etc. But the world architecture is changing every day so in additional to the classic theory (international trade, international business, international competitiveness) new theoretical concepts appear. According to some of them, “the global economy is increasingly structured around global value chains (GVCs) (Gereffi, 2011). So, it is very important to calculate the degree of the national participation in the global value chain on the base of the newest methodology.

Because of the good potential of the Kazakhstan pharmaceutical industry the new strategy will allow the country to improve the international competitiveness of the national industry in the field of pharmaceutics.
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ABSTRACT
This paper aims to explore the concept of brand hate among consumers in an emerging country: Tunisia. Brand hate is the extreme negative emotion toward a brand which has an impact on both the consumer attitude and behavior. Researchers have recently begun to take an interest in this concept, as a manifestation of recent postmodern phenomenon such as anti-consumption and consumer resistance behaviors. A qualitative study is led based on in-depth interviews in an emerging country context. Main findings suggest that utilitarian factors, identity factors, cultural and ideological factors explain brand hate. Moreover, the seller behavior is pointed out as a relevant driver of brand hate. In terms of outcomes, our results suggest that brand hate can lead to behaviors like complaining, negative word of mouth, boycott and avoidance.

Keywords: brand, brand hate, negative emotions, identity, cultural, seller, emerging countries.

INTRODUCTION
Emotions are one of the defining forces in our lives; their importance lies in their ability to direct our actions and reactions (Zeelenberg and Pieters 2006; Kähr et al., 2016). In marketing, researchers were interested in the influence of emotions on consumer behavior and on the consumer-brand relationship (Bagozzi et al., 1999, Fournier, 1998). An abundant literature has been devoted to the impact of positive emotions toward the brand: Brand attachment, brand love, brand affective engagement, etc. (Carroll and Ahuvia, 2006; Alba and Lutz, 2013, Smaoui and Tmessek Behi, 2011). Nonetheless, consumers can also express negative emotions toward brands such as disappointment, detachment, anger or sadness (Mai and Conti, 2007; Romani et al., 2012). In some cases, these negative emotions can turn into hate. Brand hate is an extreme negative emotion that can have substantial damaging consequences on the consumer-brand relationship (Zarantonello et al., 2016). Recently some researches started to shed light on this concept (Romani et al, 2012), but nonetheless so far, this concept has been underexplored despite its potential severe managerial consequences. Indeed, consumers who feel hate toward a brand may harm the brand reputation and image. Their behaviors
may vary from passive actions such as avoidance to more active and hostile ones like negative word of mouth, brand boycott (Klein et al., 2004) or even brand sabotage (Kähr et al., 2016). These forms of activities are more frequent and relevant in the era of digital economy and social networks as consumers’ empowerment has developed through the Internet. We can find for example anti-brand web sites or Facebook pages, where hate for the brand is openly expressed and explained within a community gathered and bounded by the hate for a brand (Kucuk, 2007).

Current research on brand hate is conducted mainly in developed countries (Zarantonello et al., 2016; Romani et al., 2012, Dalli et al., 2006) where brands are meeting severe market competition conditions and high consumer requirements. Anti-globalization and anti-consumption movements are also growing in these countries as a result of a loss of confidence in the present word order and in the consumption society (Klein, 2000; Iyer and Muncy, 2009). Emerging countries experiment different market conditions and different consumer consciousness toward brands and consumption (Burguess and Steenkamp, 2006). In such a context, consumers are still asking for mass consumption products. Brands, particularly western ones, are considered as important social status markers (Batra et al., 2000; Touzani et al., 2015). It seems interesting then to explore brand hate phenomena in this specific context: Do consumers in emerging markets experience brand hate? How? What are the reasons behind such a negative emotion? What possible consequences can be induced by brand hate? The objective of the present paper is to gain a better understanding of brand hate, its specificities, antecedents and consequences in an emerging country context: Tunisia.

LITERATURE REVIEW

Brand hate concept

Although scholars are becoming more interested in this topic, literature on brand hate is still scarce. Ben-Ze’ev (2000) and Rempel and Burris (2005) view brand hate as a stable and intense negative emotion regarding a brand. In line with the previous definition, Bryson et al. (2013, p. 395) define brand hate as “an intense negative emotional affect towards the brand”. According to Johnson et al (2011) brand hate is mainly represented as a strong opposition resulting in the need for revenge that can be explained by an anterior negative experience.

Salvatori (2007) found that brand hate can be caused by negative attitudes related to negative experience with the product, while Alba and Lutz (2013) found that brand hate occur when the consumer is a “hostage” of the brand, in other words when the consumer cannot switch from a brand to another either because the brand represent a monopoly or due to a high price of transfer. Grégoire et al. (2009) describe hate as a desire to revenge or to avoid the brand, which may lead to two different behaviors, in the first case the customer aims to punish the brand and to damage it and in the second
case consumer feels the need to cut off any contact or interaction with the brand. Romani et al. (2012) view brand hate as a negative emotion related to brand dislike, more specifically they view it as the extreme form of brand dislike. We will retain the most recent definition of brand hate (Zarantonello et al., 2016) whom describe it as the most intense and consequential negative emotion consumers may feel toward a brand.

**Antecedents of brand hate**

Though the literature on brand hate is limited some antecedents have been pointed out. Grégoire et al (2009) find that consumer dissatisfaction with the brand represents an important antecedent of brand hate. Byrson et al (2013) suggest that consumer dissatisfaction with service, country of origin, and negative stereotypes are potential antecedents of brand hate within the luxury sector. Negative reference group, some moral factors like monopoly resistance and corporate irresponsibility are identified as antecedents of brand avoidance by Lee et al. (2009). White and Dahl (2006) focus on dissociative reference groups as a reason to avoid some products. Moreover, disidentification was found to be the foundation for deep and meaningful opposition to brands (Wolter et al.,2015). Kucuk (2008), on the other hand, identifies negative double jeopardy as an antecedent of brand hate; he suggests that brands that are very much loved by consumers are often the ones hated the most.

**Outcomes of brand hate**

According to Hirschman (1970) the reaction of a consumer when a brand fails to attempt the level of his/her expectations, can be expressed through the “voice” (expressing the satisfaction through negative word-of-mouth) or the “exit” (cut up the relationship with the brand by stop purchasing it). Boycott is identified as another outcome of brand hate (Krishnamurth and Kucuk, 2009). Zarantonello et al. (2016) found that brand hate is an antecedent to four outcomes, complaining, negative word of mouth, protest and patronage reduction/cessation. Finally, brand hate or dislike can lead to an extreme reaction, brand sabotage, which is a “deliberate behavior by consumers or non-consumers who have the dominant objective of causing harm to brand” (Kähr et al., 2016).

**METHODOLOGY**

The purpose of this study is to explore and to get a deep understanding of the brand hate phenomena in an emerging market context. We adopt a qualitative approach since it is the best suited to respond to our objective and to gain a better understanding of the nature of a cultural phenomenon (Stake, 2010). Semi-structured in-depth interviews were led among nineteen (19) respondents from different backgrounds, age (from 19 to 55 years), gender (11 women, 8 men), location and social status. We give the respondents the choice to choose one or multiple brands they hate, and then we asked them to
discuss four themes: their relationship with brands in general, their negative brand experiences and feelings, their description of brand hate, the factors explaining this brand hate and the consequences. Various brands were chosen relating to diverse sectors: fashion wear, cosmetics, telecommunication brands, cars, etc. Interviews lasted between 40 mn and two hours. They were entirely recorded and transcribed. Data was analyzed using the content analysis approach (Krippendorff, 2012).

Once the interview done and totally transcribed, the first step was to rapidly browse through the transcript and to then read one by one all the interviews transcribed to take notes to get to understand the interviews as a whole and to be introduced to the data collected.

The second step was coding. The first thing to do was to label the pieces seen as relevant to the topic, the ones explicitly stated by the participant as relevant or important or the one stated previously at the literature and cited by the interviewer. The third step was creating themes by first resembling codes that had the same signification, the codes were putted together in various sub themes, ensuring in this way a complete analysis of the information collected and the final step was to label each theme found.

**FINDINGS AND DISCUSSION**

*Ways of expressing brand hate*

Participants used multiple ways to express hate toward a brand: facial expressions, body language, tonality and words of anger, frustration and hate. Many interviewees first talked about brand avoidance before talking about brand hate, the transition from one state to another is accompanied by a noticeable change in facial expression. When speaking about hate, the participants become more focused and were more detail oriented. When describing their feelings toward the brand, interviewee’s facial expression indicates sadness, anger and disgust, which are the basic primary emotions that describe hate. Their voice tonality changed all along, many did use a sarcastic and angry tone while basically for almost all the interviewees the tone became more firm. Their body language does change from time to time and they became more agitated using sometimes their two hands to deliver the information. The experience that lead them to brand hate still affect them when they talk about it; they become either emotional, angry or sad all of the sudden. It’s interesting to note that two interviewees despite all mentioned that they don’t feel hate toward any brand. They said that they don’t bother with forming negative emotions; whenever a brand made them feel uncomfortable or unsatisfied they reject it all the way, not putting a lot of effort in hating it.

*Love, hate dilemma*

Some interviewers were balanced between desire and hate and seemed to have an internal conflict with what they feel toward the brand, they wanted to boycott a brand but couldn’t and were
frustrated at the fact that they couldn’t resist their attachment to it: “I did boycott it for a while before consuming it again I don’t know what they are putting in it that make it so damn addictive, I can’t resist it.” (male, 25 years, Coca Cola). This interviewee wanted to boycott Coca Cola, because according to him it is a symbol of the USA hegemony, but failed because he find it irresistible. Belk et al. (2003) explain that desire and disgust can sometimes be very close to one another. Furthermore, Grégoire and Fisher (2008) have already discussed brand love as an antecedent of brand hate. Some interviewees faced an internal dilemma between attachment to a brand and hate. They were loyal customer before hating the brand after being disappointed due to a bad experience.

Antecedents of brand hate

The different reasons cited as leading to brand hate can be grouped into four main factors: utilitarian factor, identity factor, ideological-cultural factor and seller behavior factor.

**Utilitarian factors**
- Poor performance
- Aesthetic insufficiency
- Value exchange
- Food favoritism

**Identity factors**
- Self concept:
  - Undesired self
  - Negative reference group
- Brand consciousness and social status

**Country effect:**
- Animosity
- Financial patriotism
- Local/foreign brands

**Consumer resistance**

**Religious factors**

**Seller**

**Brand hate**

**Outcomes**
- Boycott
- Complaining
- Avoidance
- Negative word of mouth

*Figure 1. BRAND HATE, ANTECEDENTS’ AND OUTCOMES*
Utilitarian factors

Utilitarian meaning refers to the different attributes of a product that concerns efficiency, convenience and value exchange (Dittmar and Pepper, 1992). Our results suggest that four antecedents of brand hate are utilitarian factors: poor performance, value exchange, aesthetic insufficiency and food favoritism. Poor performance was mentioned by some respondents they talked about poor quality, low durability and inability of the product/service to deliver its performance promises. Aesthetic insufficiency is related to the appearance of the brand; Lee et al. (2009) indicate that appearance can be an indicator of the brand functional efficiency. “I hate the color and all, yellowish red, diarrhea green, blowfish purple, eukhh it is just a big Nooo” (female, 25 years, Hannibal TV, a local TV channel). Food favoritism (Lee et al., 2009) concerns a phenomenon where people reject food brands associated with value deficiency (contaminated and harmful, cheap brands, etc.). Some female interviewees in the mid thirties with children were very concerned with their kids’ health and mentioned that they hate some brands because they represent a risk for their children’s health. However they couldn’t avoid those brands all the time because of their kids’ preference. Value exchange deficit is another utilitarian factor leading to brand hate. Some respondents perceive certain brands as representing an unacceptable cost to benefit trade-off (Lee et al., 2009) “I hate Zara! It is a scam; they are mocking us in every possible way: they sell mediocre clothes at a super expensive price. Zara in Europe is nothing but here (in Tunisia), they consider it as a great brand,” (male, 37 years, Zara).

Identity factors

Individual’s identity results from his interaction with himself, with other individuals, and with different groups within a society. The self and society are bonded and a person understands reality through his social interaction (Jenkins, 2014).

• Self concept and the undesired self: As defined by Gardner et al. (2005) “The self is a relatively stable set of perceptions of who we are in relation to ourselves, to others and to social systems”. To that matter our findings suggest that two factors standing behind brand hate are related to the self concept: undesired self and dissociative reference group. Undesired self is defined as the emergence of negative emotions when the perception of the consumer of himself does not match the brand (Lee et al., 2009): An interviewee describes her feelings toward the fashion brand Zara as follows: “I mean everything made me feel uncomfortable, the mannequins in the store and in the shop windows, how tall and skinny they were while I am here all chubby and short, I felt not in the norms I felt not fitting I felt so fat (…..), every time go to any “cool” store here all the cool kid and arrogant people buy I feel sick” (female, 20 years, Zara). The participant above talked about how she felt not in the norms. Mainly her hate for the brand is the result of how she perceived herself in that context.
• **Self concept and the dissociative reference group**: dissociative reference group is a group with whom the individual does not want to be associated. Some people tend to avoid brands that are not congruent with their self concept (Grubb and Grathwohl, 1967; Sirgy, 1982). Dissociative reference group may, according to our findings, lead to brand hate “I hate Bershka I think it is vulgar and I am sorry, people who wear from Bershka are of a vulgar kind and does not have the slightest taste,… it is impossible that I can be like that” (female, 24 years, Bershka, fashion wear). Or “I hate it, I consider it as degrading to the man image and I think it is actually for gays so, No I won’t purchase anything from there” (male, 25 years, Bershka)

• **Brand consciousness, social status and brand hate**: Throughout our analysis the second most cited word through the interviews beside hate (cited 182 times) is “people” (cited 148 times). Interviewees seem to be particularly sensitive to their social entourage and environment. In fact, social pressure may lead individuals to conform to social image and norms and to lung to a certain statute that may indicate success according to society codes. Brands are recognized to represent a kind of a social status marker or indicator that allows the individual to communicate his social status (Nelissen and Meijers, 2011). Brand consciousness refers to the tendency of individuals to buy well known brands which they believe are symbols of social status (Sproles and Kendall, 1986). Our findings reveal that some respondents are in continuous research of a certain social image and use brands as a symbol that communicate their social status. Even if they belong to a low social class, they have a tendency to buy well known and expensive brands. Nelissen and Meijers (2011) explain that in order to enhance their status, people from different social classes purchase luxury brands, associated with wealth and high status. The analysis of respondents discourse reveal that interviewees who are brand conscious may hate brands because they associate them with low social status “I hate Palmarium, I think I didn’t visited it since my 8 years old, I never purchase from there, take a look at people who go there, I don’t know them but I can recognize them in the street, they are what we call “jboura” (kitsch person), they are vulgare and belongs to certain social class. I purchase from three places: Zara store, Mango and may be Stradivarius store.” (female, 24 years, Palmarium, a Tunisian shopping center). Though from a lower class, this participant purchased from “expensive”, occidental and well known brands, motivated by the desire to be seen as belonging to an upper social class

**Ideological, moral and cultural factors**

Country of origin, consumer resistance and religious background represent ideological, moral and cultural factors that explain brand hate.

• **Country of origin**: country animosity, financial patriotism and local/foreign brand are different faces of country of origin factors related to brand hate.
As suggested by Lee et al (2009) animosity occurs when dislike and hate for a country extend to the hate for brands originating from that country. Financial patriotism occurs when individuals develop negative feelings toward a brand because it represents a negative impact on their country. Some interviewees express animosity towards certain countries, mainly Gulf state countries and associate them to bad influence on Tunisia and Maghreb countries: “I hate Ooredoo because it reminded me at least two things: that I hate the Gulf countries, they are becoming powerful and they dare and treat the Maghreb countries like s***t, and that Ooredoo took the place of Tunisiana mobile operator brand name when Qatar bought Tunisiana” (female, 32 years old, Ooredoo, mobile operator). The respondent has developed negative association with the brand, translated later into hate for the brand originating from this country. The rebranding of Tunisian into Ooredoo, after Tunisiana was purchased by Qtel, the Qatar operator, was not accepted by many consumers who called for boycott of Ooredoo. Tunisisiana was a beloved brand by a majority of consumers, and this love has turned into hate for some of them (Smaoui and Smiri, 2016).

Some interviewees talked about their love for foreign brands and their rejection for the local one “I wish I never had to purchase Tunisian brands, (...) foreign brands are always better, it is impossible that we can have a Tunisian brand that could have the same quality as the foreign one” (female, 37 years). This can be explained by the complex of the decolonized that, as was suggested by Touzani et al. (2015), is related to the preference of foreign western products in formerly colonized countries like Tunisia, it is a legacy of colonized period.

- Consumer resistance: Considering the context of this study, one concept that was surprisingly present as an antecedent of brand hate was consumer resistance. “when going to Carrefour my mind is all about consuming, I buy things that are not useful , then once I am out ,I ask myself why did I bought so many things that I didn’t need, I feel fooled!” (female, 51 years, Carrefour). As can be seen in the previous quote brands can be hated when consumer feel powerless, when the brand become strong and dominant the consumers feel disempowered, they, become resistant to the brand by actively rejecting it (Cromie and Ewing, 2009; Lee et al.,2009). It also has to do with resistance to mass consumption: “they are selling words they are selling what we call in Tunisian dialect “ri9” ! and people buy, buy and buy without even thinking about it” (male,27 years, luxurious brands). This fits perfectly with the definition of Penaloza and Price (1993) as they describe consumer resistance as being engendered by counter culture attitude and behavior that put in doubt the current capitalist system and reduce consumption.

- Religious factors: Cultural factors along with religious factors appeared in multitude interviews as a valid factor for hating a brand. That was not a surprising finding as the context studied is a Muslim country. The following quotes came to clarify the concept. “Elhiwar, I know a lot of people that are willing to boycott it (...) I look at their shows it contains a lot of dirty jokes, it is disgusting. Do you think it
is normal for us, Muslim people in a Muslim country to watch those television series, or this TV show in a sacred month like Ramadan? What is hiding behind all this!!” (male, 19 years, ElHiwar a Tunisian TV Channel). The interviewee talked about how the values represent by the TV channel (Elhiwar) did not match his Muslims’ culture and values, and he rejected the brand.

**Specific role of seller behaviour in brand hate**

Sales person behavior was the more cited reason leading to hate as expressed by the different respondents (mentioned twenty four times). At the first look, it is the poor performance of the seller that can explain brand hate (bad service, poor information and device), but when analyzing a little more profoundly through the interviewers discourse we can find that the seller attitude is also linked to the consumer undesired self concept.

- **Seller impact on brand performance**: Seller is usually considered as a part of the company performance as it presents a service that is directly tied to the organization. Poor seller performance can sometimes be detrimental to the company’s success. “one of my colleague was very badly welcomed by the Tunisie Telecom company employee, first of all he cursed the telecom operator and swear that he will never fall for whatever they offer” (male, 38 years, Tunisie Telecom). The participant described how the poor performance of the sales force is associated directly with the whole company’s performance as sellers may sometimes be the only direct contact with the company.

- **Seller impact on self image**: interacting with sellers has its impact on how the consumer perceives himself “... and I could see from the seller’s attitude that he was not pleased with that fifty years old man who, from his point of view won’t understand anything. He didn’t even explain me, I felt very uncomfortable, the seller looked at me like if I was not in my place, like if I am too old to learn anything about technology, I saw boredom in his eyes..I felt so down and sad(...) I hated Ooredoo from that day on!” (male, 55 years, Ooredoo). This quote illustrates how sales’ person’s bad service may impact, not only, the whole performance of the company, but may also impact the consumer self image.

**Outcomes of brand hate**

When consumers feel dissatisfied by the brand, they can either exit the relationship with the brand or they can voice their dissatisfaction (Hirshman, 1970). Through our analysis, several consequences of brand hate are identified corresponding to different faces of “exit” or “voice”

**Boycott**

Boycott is defined as “an attempt by one or more parties to achieve certain objectives by urging individual consumers to refrain from making selected purchases in the market place (Friedman 1985, p. 97). When boycotting a product the consumer back off from purchasing a certain item because of an ideological discontent with the organization or country. (Friedman, 1985; Hirschman, 1970). The
following quote illustrates this behavior “Yes definitely, back to the days I decided to boycott it. I felt like they have changed the name of “Tunisiana” to show us that they own us, might be nothing but I hated it really”(women, 51years, Ooredoo). The interviewee talked about a boycott movement that took place when the telecommunication company switched the name of Tunisiana to Oreedoo.(Smaoui and Smiri, 2016).

Brand avoidance

Brand avoidance was the most common reaction to brand hate throughout this study. According to McCullough et al. (1998) brand avoidance is defined as individuals need to cut themselves from any relationship with that brand. Interestingly in most of the interviews brand avoidance came with holding grudge and for a long period “... I didn’t come back to the Ooredoo store indeed and I won’t, I think I am avoiding it without even noticing. So for now, given that I am not a client anymore, I make sure that everyone knows how bad it is, and I don’t miss an opportunity to let people know about how a scam it is and to advice them to go shop somewhere else” (female, 51 years, Ooredoo). As could be seen in the quote, brand avoidance can be accompanied with negative word of mouth or with complaining.

Negative word of mouth

Negative word of mouth occur when consumers have a bad experience with a brand and share it with their circle of friends and family in order to devaluate the brand and to make others revaluate their relationship with the brand (Grégoire and Fisher, 2008; Grégoire et al., 2009). Many respondents expressed their tendency to talk about their bad experience with the brand and recommended people not to buy this brand.

Complaining

Complaining is a usual behavior when a customer is dissatisfied with the brand. Our findings show that brand hate can lead to complaint behavior: “So needless to say that I didn’t kept silent and I went to his boss who forced him to apologize. I didn’t miss the chance to talk badly about my experience in details” (male, 55 years, Mouradi Hotel). Most of the complainers said that they used private complaining to voice their dissatisfaction, meaning that they did complain to the retailer or to the service provider. Nonetheless, complaining online is also evoked by certain interviewees, namely through the social media Facebook, which is very influential in Tunisia. One interviewee even regretted not having a Facebook account to complain about a brand she hated.

CONCLUSION

Throughout this study we aimed to explore the brand hate in an emerging country context, its meaning, its manifestation, its antecedent and consequences. Results were quite interesting and some of them came as a backup of the literature. Findings suggest that brand hate is experienced and
expressed by respondents. Hate may be expressed verbally or/and through body language which furthermore illustrate the intensity of this emotion. Brand hate was found to be distinct and more powerful than other emotions and attitudes like brand dislike, brand avoidance (Lee et al., 2009), consumer resistance (Penaloza and Price, 1993) or anti-branding attitude (Kucuk, S. U., and Krishnamurthy, 2007). Brand love may turn into brand hate, as suggested by Grégoire et al. (2009), in fact extreme intense emotions toward brands can constitute the two sides of the same coin, loyal customers have high expectation of their loved brand, once those expectations are not met disappointment and hate may occur.

Brand hate can be the consequence of four main factors, utilitarian factors, identity factors, cultural and moral factors and the sellers' attitude and behavior. Utilitarian factors, in opposition to symbolic ones can lead to brand hate (poor performance, poor aesthetic and poor value exchange). More interesting findings concern cultural and moral factors. Some respondents expressed anti-consumption and consumer resistance attitudes leading to brand hate, while others evoke some cultural reasons like religious values, country of origin animosity or preference for non local western brands. Such symbolic factors are particularly interesting in the present context. Some of the findings are in line with emerging countries brand literature that suggests that country of origin has an important effect on consumer behavior, that consumers tend to prefer non local brands (Touzani et al., 2015 ; Batra et al., 2000) and that religiosity is an important antecedent to many of Muslims consumer behaviors (Amin et al, 2014). Some other findings are surprising, namely the anti-consumption factor. Indeed, mass consumption is seen as normal and even appreciated in emerging markets, as it is associated with western lifestyle. Some studies mention the desire of emerging countries' consumers to imitate western lifestyle through consumption and the desire to participate into the international community of consumption (Batra et al., 2000; Saffu and Walker, 2006). Our results show that anti-consumption attitudes exist and may even lead to brand hate in this context. Identity factors related to the self concept and social status are identified also as important symbolic brand hate antecedents. Findings indicate that respondents tend to hate brands that are associated to negative self reference groups, or that is associated with an undesired self (Lee et al., 2009). Social status is particularly important in emerging countries (Ustuner and Holt, 2010) and brand represents a significant social marker. In his quest for social statute as was found in our results, consumers may reject and even hate brands that he sees as a threat to his desired social statute.

Seller's attitude and behavior represent a surprising key factor behind brand hate as it was not mentioned before as a primordial reason behind brand hate in the emerging brand hate literature. It represents a significant contribution of this research. Finally, finding shows that four behaviors can be engendered by brand hate: complaining, boycott, negative word of mouth, avoidance and rejection,
This came as a support to the marketing literature (Alba and Lutz, 2013; Bryson et al., 2013; Gregoire et al., 2009; Johnson et al., 2011).

In terms of managerial implication it is interesting to understand why a consumer may feel such an intense and negative emotion toward the brand. Identifying the factors behind hate help managers build strategies and put tactics in order to help preventing the damages that can be caused to the company due to brand hate. The most important managerial implication that companies in the Tunisian context should pay attention to is sellers’ behavior. Tunisian companies should focus on seller’s training and motivation to deliver a professional and respectful behavior. In addition managers should pay close attention to the main group that their company is targeting in order to avoid any association with a negative reference group and to prevent any confusion with the targeted group.
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ABSTRACT

The paper deals with modern managerial and accounting tools and specifically with cost deployment, a key pillar into the World Class Manufacturing programme designed by FCA. After presenting a Literature review on the topics of World Class Manufacturing, Managerial accounting and Cost Deployment, which addressed this study, the work sets methodological framework of research, underlining the gaps in the current Literature, which provides few evidences of the actual results and benefits of a cost deployment system.

The research was conducted through a case study presenting the implementation of a cost deployment system into a large manufacturing firm in the North-West of Italy, analysed through the steps suggested by FCA.

Data collection was carried out in collaboration with the operations controller of the plant. Several semi-structured interviews provided more evidences to support conclusions.

This company was chosen because the implementation of the cost deployment tool was on an early stage, this made possible to follow-up the entire process.

The present research helps understand the effectiveness of this tool, which supports manufacturing firms in reaching higher levels of quality, output and overall efficiency in their production systems.

In addition, the paper gives evidence of the benefits tracked by controlling thanks to the System even at an early stage of development and underlines the major differences with the theoretical framework set in previous studies.

Keywords: Cost Deployment, World Class Manufacturing, Management Accounting, Cost Accounting, Case Study

INTRODUCTION

Historically manufacturing companies have striven in order to achieve a competitive advantage either reducing costs or having different products from competitors.
Ford’s assembly line marked a crucial step toward a more efficient industry model from the British one of the late Nineteenth Century and helped America gaining a Manufacturing hegemony that lasted more than 60 years.

The USA lost their leadership during the Eighties though, due to lack of innovation in their production systems and to a more challenging economic scenario.

As a matter of fact, Japanese Manufacturing model gained popularity during the second half of the twentieth Century: many studies pointed out how Japanese producers had been able to reduce costs, increase efficiency of their equipment and have less quality defects at the same time.

As the secret of Japanese success was unveiled, western manufacturers began to adopt those production techniques that, by the end of the Eighties, were gathered together under the phrase “World Class Manufacturing”, meaning the achievement of a state-of-art level both in logistic and productive cycles.

Nowadays lots of different companies adopted and customized World Class production models introducing different tools, reporting standards and best practices: FCA introduced its own Production System in the early 2000s, comprehensive of a specific “Cost Deployment” practice.

This tool was developed alongside a Japanese guru on the matter and aims to link the plant efficiency and quality performances to transformation costs, identifying wastes and losses.

Moreover, Cost Deployment developed by FCA provides tools to set priorities in choosing the improvement projects into the plant, based on a benefit-loss analysis and on the economic return calculation.

Finance and controlling area become the engine of the improvement helping the management into its decision process.

The Company chosen for the case study is part of a large American conglomerate and produces brake pads in its Italian plant.

In 2014 the new Management decided to adopt the World Class Manufacturing Programme developed by FCA. In the following period the first activities related to the Improvement programme began and in late 2015 a first cost deployment edition was prepared as well.

The paper focuses on this company as the Cost Deployment method was at very early stage of development and it was possible to observe a proper implementation through all its steps.

Focusing on such an early stage helped the research understanding what the main implications of the tool are and how the organization responded to the new system.

At the same time this allowed to provide a judgement on the results brought by Cost Deployment pillar.
The research presents some limits: first of all, it represents a single case study and the generalisation of results should be further tested by comparing this case with other companies.

Furthermore, this first sep might be useful to build a more complete theoretical framework on the topic. The remainder of the study is organised as follows: in paragraph 1 a brief literature review is presented, in section 2 methodology and research design are described, paragraph 3 instead presents findings, while comments and discussion follow that section and finally the conclusions are presented.

1. LITERATURE REVIEW

“World Class Manufacturing” phrase was coined by several authors referring to the set of practices in operations management that could lead any manufacturer to an excellence level (Hayes and Wheelwright, 1984; Schonberger, 1982, 1986). Many of these practices were adopted from Japanese manufacturers who originally developed them.

Starting from those studies, others discussed the possibility to achieve simultaneously different competitive advantages through the adoption of World Class Manufacturing Flynn (1996; 1999). On the other hand, Womack et al. (1990) depicted birth and rise of the Toyota Production System (TPS) and studied the reasons behind its success. Yamashina (1995; 1996) focused on a peculiar aspect of Japanese manufacturing strategies, total productive maintenance.

As FCA decided to develop its own World Class Manufacturing programme, many researchers studied it during the last decade: for example (De Felice et al. 2013) focused on a concrete case study in one of FCA’s plants; Chiarini and Vagnoni (2014) tried to make comparisons between the Fiat Auto Production System and TPS highlighting similarities and major differences. They underlined the innovation of fully developed set of managerial practices that allow to involve the entire organization.

Cipriani et al. (2014) investigated the impact of the introduction of a World Class Manufacturing programme in terms of cultural changes inside the company. At the same time, they carried out a survey involving the plant workforce.

Several researchers dealt with the topics of cost accounting and management accounting investigating the birth and the evolution of these matters (Scott, 1931; Littleton, 1933; Garner, 1954).

Armstrong and Hopper (1991) offer an interesting analysis concerning the role of labour cost in the development of management accounting systems.

Moving forward, Johnson (1981) underlined new emerging tools in cost and managerial accounting such as Activity Based Costing and Balanced Scorecard.

Chan (1993) provided evidences of Activity based Costing describing the implementation of an ABC system into a context other to manufacturing as a hospital.
Despite these new methods developed by companies and researchers, Johnson and Kaplan (1987) highlighted how managerial accounting lost its relevance and Cooper and Kaplan (1988) argued that cost accounting could potentially provide misleading results. Kaplan (1984:1; 1984:2) argued that Managerial accounting systems should have gone towards a better understanding and representation of Manufacturing performance. In this sense, Jazayeri and Hopper (1999) provided a case study about the relationship of the Management Accounting system and a World Class Manufacturing programme.

Yamashina (2000) highlighted a rather similar concept and first introduced a new method named “Manufacturing Cost deployment” in order to achieve a better measurement of operations performance (Yamashina and Kubo, 1999; 2002). Their method embraces the typically Japanese concept of continuous improvement; it does not only help managers to identify costs associated to losses and wastes but it also provides rational criteria to choose new investments in the plant. In this sense, also Vikram et al. (2015) underline the benefits that a lean strategy can bring to an organization.

Cost deployment became a breakthrough and several companies adopted it: FCA decided to customize its own system into a general World Class manufacturing framework (IlSole24Ore, 2010). Silva et al., (2013) studied FCA’s cost deployment system; Garbe and Olausson (2014) provided a similar case study based on a plant of Volvo group.

Kirkham et al. (2014) investigated how companies assess and choose the improvement projects in relation to their size.

Recently, Posteucă and Zapciu (2015) discussed a method implemented to reduce the potential losses of new products already during the development phase. Their method shares many similarities with cost deployment techniques.

Moreover, Carmignani (2017) showed an application Cost Deployment as part of a “Scrap Value Stream Mapping” process.

This research fits into this framework and, in particular, it focuses on providing tangible results of an early developed cost deployment system, which is also described in its implementation.

2. METHODOLOGY

Research design

The case study describes the implementation of cost deployment inside a large manufacturing plant in the North-West of Italy. The plant is a part of the Italian branch of an American conglomerate since the eighties. The core business of the plant is the production of brake pads. Around 700 workers are involved in operations and the productions of brake pads.
The choice was made because one of the authors had the opportunity to spend several months in the plant alongside the controller: this represented the starting point of our analyses, this topic will be carried over comparing the findings of this paper to results of different companies, firms and plants. In addition, the choice is motivated by the fact that cost deployment was on an early stage of development.

The case study was built analyzing different areas of the company and their involvement in implementing cost deployment pillar.

This was necessary as many areas take part in the cost deployment system although the controlling area had a preeminent role due the knowledge of financial items.

Given these premises, data were collected interviewing managers and directors from operations, maintenance, quality, technologies and logistic areas. In addition, a collaboration was established with the controlling manager of the plant who was in charge of the cost deployment pillar. This helped understanding and following up the entire process. By the end of the research period it was possible to observe the output of the system implemented.

Data collection and procedure

The case study was conducted over a period of nine months from June 2016 to February 2017. During this time, semi-structured interviews of an open-ended nature represented the main method of the research.

Many departments of the plant were involved in the research as they were collaborating with the industrial controller in order to implement a cost deployment edition.

At the same time the continuous collaboration with the plant controller made possible to carry over an in-depth analysis on the procedures and tools adopted by the method.

Main goals of the present case study are to understand how the cost deployment method is implemented and what are the main results over the period, assuming that differences from the model developed in the early 2000s may emerge.

Moreover, the study aims to formulate research questions by problematizing some dominant assumptions in existing research (Davis, 1971). In particular, the main research questions are the following:

- **Research question 1**: how is a cost deployment implemented in an actual plant and what are the main differences compared to the theoretical framework set by Yamashina (2002)?
- **Research question 2**: what are the main short-term results and the main critical aspects?

This approach would support a more reflective-scholarly attitude (Abbott, 2004) and consider a different epistemological approach.
In this case the epistemological approach is that of induction because it finally helps reach a verdict and elaborate a theory that derives from a number of testable consequences that have been verified. The focus was set on this topic because few authors until now studied the results that a proper cost deployment system can bring even in short term. Silva et al. (2013), for example provided an example of the implementation process but they did not examine the actual benefits in terms of cost reduction.

3. FINDINGS

The interviews carried out through the entire organization and the continuous collaboration with the industrial controller helped understanding how the entire cost deployment process was implemented in the plant.

First, it is necessary to underline that cost deployment is part of a larger programme called “Fiat Auto Production System” which requires the adoption of a set of methodologies to reach a “World Class” level in manufacturing.

Twenty pillars compose the entire programme, divided into ten defined as technical and ten defined “managerial”.

The ten technical pillars are:

- Safety – which aims to enhance the safety and hygiene level in the plant in order to reduce work related injuries;
- Cost Deployment – a proper tool to understand the economic value of wastes and losses in the production process and to reduce them;
- Focused Improvement – which attacks wastes and losses starting from the analyses carried out by cost deployment pillar;
- Autonomous Activities (split into Workplace organization and Autonomous Maintenance) – which aim to reduce productive cycles through a more ergonomic workplace and reduce breakdowns thanks to activities carried out by operators;
- Professional Maintenance – its first goal is to prevent breakdowns and take them to level zero;
- Quality Control – which aims to reduce quality defects;
- Logistics and Customer service – a set of practices to reduce the working capital and optimize the logistic flow;
- Early equipment and Product Management – which aims to integrate the design of products, equipment and assembly lines inside the plant;
- People Development – its main goals are to allocate human resources and manage know-how inside the company;
- Environment.
The ten managerial pillars are: Management Commitment; Clarity of Objectives; Route Map to WCM; Allocation of Highly qualified people to Model Area; Commitment of the organization; Competence of Organization towards improvement; Time and Budget; Level of detail; Level of Expansion and Motivation of operators.

These managerial pillars have a key role in involving the entire organizations, from the top management to shop floor and clarifying the objectives that everyone in the plant has to achieve.

On the other hand, each technical pillar has peculiar tools and practices to accomplish its tasks. Moreover, seven phases of implementation – defined as steps – compose every pillar.

As figure 1 shows, the steps are divided into reactive, preventive and proactive: as more experience is acquired by the organization, more detailed actions can be undertaken to prevent wastes and losses.

![Diagram showing the seven steps of the Technical Pillars](image)

**Figure 1. The seven steps of the Technical Pillars. Source: De Felice et al. (2013)**

Cost Deployment – as formalised by FCA – makes no exception and follows the same path of implementation of the other pillars through those seven steps. A matrix is prepared as output of (almost) each step.

The FCA method presents many similarities with the method first implemented by Yamashina and Kubo (2002), and some new peculiar features.
Hereafter this section deals with implementation of the method undertaken to understand which part of the costs in the plant are associated to wastes and losses.

A key success factor for an accurate cost deployment is an exhaustive data collection that forms the data base for all the analyses. We had the opportunity to understand how data collection is carried out in the plant:

- Efficiency losses on machinery and equipment are collected in real time thanks to the information system linked to machineries and equipment;
- Scraps are registered automatically from the machines (presses, grinding machines...) but the causal attribution (i.e. the reason of the scrap) is done by operators at the end of each shift;
- Breakdowns are registered at the end of every shift, in addition to that Emergency Work Orders (so-called EWOs) are filled in describing all the breakdowns;
- Not added value activities are estimated by the technical department;
- Energy losses are measured on the model areas;
- Absenteeism and labour defections are register by Human resources department.

The first step of cost deployment requires the definition of the transformation cost, i.e. the costs associated to modifications of the product in the assembly line.

Consequently, the transformation cost includes direct labour, part of the indirect labour (e.g. maintenance engineers), some variable overheads (e.g. utilities), some fixed overheads.

On the other hand, other costs are excluded: for example, the cost of direct material, the administrative and general expenses.

Thanks to this first step, the cost deployment pillar is able to understand which part of the total costs in the plant contributed to the productive process and create added value: about 25% of the total costs in the plant was included into the WCM perimeter. The remainder (excluded) were mostly due to direct material and Administrative expenses.

As the transformation cost is defined the pillar can move on: the second step required the construction of the “A-matrix” and a first analysis on the losses inside the plant.

More in detail, the A-matrix represents the allocation and the severity of those losses in the plant.

In fact, the A-matrix is fulfilled twice: first of all it is given an assessment about the severity of the losses (so-called “A-matrix” quality), then it is calculated the occurrence of the same losses in the assembly line thanks to data collection (so-called “A-matrix” quantity).

After this step, the organization becomes aware of the places where most of the losses occurred and which were the worst: in particular breakdowns, quality defects and scraps revealed to occur more often.
So, it was possible to prepare the third step and the B-matrix which allows to study the relation between causal and resultant losses, i.e. how a loss can influence the rest of the production process and cause more losses in terms of production delays, scraps and so on.

At this stage, losses analyses are complete and it is possible to start the attribution of a cost element to each of these losses.

Therefore, the fourth step began and the C-matrix was prepared. Starting from the results of the previous steps it had been possible to link resultant losses to the respective causal losses.

After that, thanks to the elaboration of cost drivers and more in-depth analyses, it was possible to transform each loss into a cost.

The output of this step is a matrix that allows to understand how much of the transformation cost is lost or wasted. The amount individuated was about 45%.

Most of the losses inside the plant were due to breakdowns (27% of the total), not-value added activities (23%), quality defects (16%).

Thanks to a detailed data collection the C-Matrix reveals the allocation of the losses regarded as costs:

- On every single line;
- On every machine;
- divided by type.

This step represents the foundation of the following analyses and gives a first glance at the prioritization of measures and projects applicable to reduce losses and gain efficiency.

The fifth step requires to develop the so-called “D-Matrix”. This tool utilizes the loss stratification as a starting point to define the projects and to set priority level.

Causal losses from C-Matrix are analyzed and related to the possible tools to eliminate them, to the KPIs that are going to improve thanks to the projects and to the easiness of each project.

These are then summarized by an ICE (Impact-Cost-Easiness) analysis. Every project received a score based on:

- the impact it potentially had in terms of loss reduction (cost savings);
- the cost – or the investment – of the project itself (e.g. an improvement project may need new tooling);
- the easiness of the implementation of the project itself.

This ICE analysis stands in line with what observed by Kirkham et al. (2014) about large manufacturing firms and the methods to set priorities of interventions.

When D-Matrix was completed, it identified enough projects to reduce by 9,4% the entire transformation cost through loss reductions.
As mentioned the plant had by that moment a proper priority level to undertake losses reduction actions in an economically sound logic.

Moving on to step six, E-Matrix is prepared. This matrix is filled in with the projects actually implemented in the plant during the period.

Project cards are prepared to keep track of the several projects started during the year. Every project is linked to its project card, which contained information about:

- the type of project and its progress (thanks to the PDCA cycle);
- the type of loss attacked and the related KPIs;
- the authorizations of the plant director and the plant controller.

The project card mechanism allows controlling area to keep all the projects under control and to prepare a first forecast of the yearly savings.

More than one hundred projects were carried on during the period and the (yearly) saving forecast was set at 8% of the transformation cost.

The remainder step concluded the cost deployment process. The last two matrices (F-matrix and G-matrix) compose step number seven.

F-matrix collected all the savings coming from the projects started and concluded: again, project cards flow revealed useful to estimate those savings.

The controller could check monthly the status of every project undertaken (Plan-Do-Check-Act) and certify the savings calculated from the KPIs associated.

In fact, once the savings were certified by controlling area, they were entered in the F-matrix.

By the end of the year, F-matrix covered 7.8% of the transformation cost.

The second matrix of step seven represents the budget for the forthcoming year. It collected different types of saving, specifically coming from:

- carryover of project that are meant to last over the year;
- expansions and extensions of on-going projects in different areas and replicable in others;
- new projects that aim to reduce losses not yet attacked.

The savings expected for the coming period were about 8.3% of the transformation cost.

The cost deployment process does not stop after the loop is completed, but starts again to investigate more in-depth costs trying to individuate on hidden wastes and losses.

This activity requires more detailed data collection, analyses and collaboration from every part of the organization.

Usually the cost deployment pillar re-starts from the fourth step, editing C-matrix and so on. Some of the matrices, e.g. E-matrix and F-matrix, are updated monthly.
4. CRITICAL COMMENTS AND DISCUSSION

As showed by Silva et al. (2013), the implementation took place through the seven steps: each step gave as output a quantitative analysis of the data collected and elaborated.

The process showed some peculiarities compared to the conceptual framework designed by Yamashina and Kubo (2002): the implementation of step 6 and step 7 allows to track actual savings and make forecasts for the periods to come.

In this sense, the method observed in the case study, showed some improvements compared to the one described by Garbe and Olausson (2014) too, as G-Matrix was implemented.

Cost deployment revealed to be a useful tool in the plant.

The main advantages of this method are:

- a more effective and conscious control of the cost items related to the productive process;
- an involvement of the controlling area which is forced to pay more attention to all the departments (and pillars) involved in World Class manufacturing programme;
- the economically driven choices of the projects through the cost-benefit analysis;
- a continuous control over the improvement projects carried out in the plant and a better calculation of the savings.

As showed in Findings, the benefits from projects implemented thanks to priorities given by cost deployment in an economic sound logic were consistent.

In addition to those cost benefits, Cost Deployment can make all operators more aware of the impact they have on the productive process. Giving cost values to losses registered magnifies every reduction in terms of breakdowns, scraps and so on, helping them to understand that they are giving a tangible contribution.

A key success factor is, therefore, the involvement of the organizations: the case study supports findings by Cipriani et al. (2014). WCM pillars are often underestimated by many figures in the organization at an initial stage of development.

This revealed to be one the most critical aspect of the implementation, as many workers did not understand the importance of the methodology.

5. CONCLUSIONS

The research involved an in-depth study of cost deployment implementation in a large manufacturing plant: the paper presented the characteristics of the World Class Manufacturing programme that includes it, described the process through its steps and observed the results.
Findings underline differences between the method adopted by the company observed – in line with the implementation described by Silva et al. (2013) –: the theoretical framework set by Yamashina (2002) had been updated and enriched with new tools to choose rationally the improvement projects and keep them under control.

The methodology can be adopted by manufacturing firms willing to improve their understanding of cost dynamics inside the plant and to identify more clearly waste and losses.

In recent years indeed cost deployment practices improved, allowing remarkable results in terms of cost benefits, as the paper proves.

This last element helps underline the limitations for the present study. First of all, it focuses only on one specific plant: further analyses will be conducted in the future, by comparing this case with other firms.

In addition, empirical results might help elaborate a new conceptual and theoretical framework that might have important practical implications for managers and entrepreneurs.

Researchers and academics may also find interesting elements to develop and further the study on the topic.
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ABSTRACT

Objectives. This research examines relationships between supply chain connectedness and components of the triple bottom line (environmental, social and financial sustainability).

Methodology. The study is based on Stakeholder Resource Based View. The authors use a mix of qualitative methods. The context is the wine industry, and data are collected from 100 companies of six countries across the globe.

Findings. Results suggest that higher levels of supply chain connectedness is related to higher degrees of focus on sustainability dimensions (TBL).

Research limits. This study relied on practices discussed by respondents to categorize companies on high or low sustainability and high, medium or low supply chain connections; it is likely there are more than these levels and further exploration into this (quantitative) could tease out what those are.

Implications. Only a few wine businesses are truly sustainable from the TBL perspective; thus strong supply chain connections may be necessary for most to achieve the TBL. The supply chain and connections among the parties may provide a means to drive this further into the industry.

Keywords: sustainability, triple bottom line, supply chain, stakeholder resource based view, global wine industry, grounded theory.

INTRODUCTION

Sustainability and practices to improve it are becoming increasingly important to global business. Sustainability is often defined at the macro level as meeting the needs of the present without compromising the ability of future generations to meet their own needs (UN Documents, 1987). It has developed into a critical topic for both supply chain scholars and industry due to the impact that supply chain practices can have on implementing the “triple bottom line” (TBL) perspective and...
improving the environmental, social and financial longevity of organizations. Indeed, recent research has demonstrated that it contributes to organizational performance in many ways (e.g., Godfrey et al., 2009; Golicic and Smith, 2013; Husgafvel et al., 2015).

Given the opportunities available and the role supply chain management (SCM) plays in global business, an important unanswered research question (RQ) is: what is the role of the direct supply chain (i.e., the connected companies) in the implementation of the TBL? We chose the global wine industry as the context in which to answer this question, as the industry is an ideal example of the ever changing business world, and to understand if there are differences of approaches in different countries.

It is becoming increasingly competitive creating the need for stronger marketing and supply chain management practices (Flint et al., 2016). Wine producers now understand they cannot be successful on their own. Additionally, sustainability is imperative in this industry. Using the stakeholder resource based view (SRBV) as a theoretical foundation and a grounded theory approach, this study begins to explore the role of the supply chain in pursuit of the TBL in the global wine industry.

BACKGROUND

The Stakeholder Resource Based View (SRBV)

The SRBV is based on the resource-based view, which suggest that the accumulation of valuable, rare, inimitable and non-substitutable resources is the basis of enterprise competitiveness (Barney, 1986; Newbert, 2007; Wernerfelt, 1984). It realizes the firm as a bundle of combined resources and capabilities that develop competencies. One of the areas of resources and capabilities most difficult to replicate is that associated with human and relationship capital (Hunt, 2000). The SRBV underlines the importance of managing stakeholders as valuable resources that in turn give the organization a strategic edge over rivals (Sodhi, 2015). It argues that all stakeholders, such as suppliers, employees, and customers, need to be managed in order to capitalize on their respective routines, resources, and capabilities as a means to achieve better performance (Gold et al., 2009). This suggests that the parties in a supply chain may be positioned to drive major impact in highly competitive industries (Hult et al., 2008).

Sustainability and Supply Chain Management in the Wine Industry

All three dimensions of the TBL impact and are impacted by the wine industry - businesses in this industry are trying to profitably create and sell an agricultural product that is regulated. Thus, sustainability has been prevalent in food industry research over the past decade (Beske et al., 2014); however, much of that has focused specifically on environmental sustainability (e.g., Flint and Golicic, 2009; Forbes et al., 2009; Silverman et al., 2005; Flint and Signori, 2014) or what the concept means (e.g., Carter and Rogers, 2009; Lahneman, 2015; Szolnoki, 2013). There have been a few studies exploring
sustainability comprehensively as the TBL within the wine industry (e.g., Pullman et al., 2010; Santini et al., 2013); however, these have neglected the role of the supply chain to date.

There is a growing body of work as it relates to sustainability and SCM (e.g., Ahi and Searcy, 2013; Ashby et al., 2012; Blome et al., 2014; Carter and Easton, 2011; Golicic and Smith, 2013; Sarkis, 2012; Seuring and Muller, 2008; Srivastava, 2007); however most of this focuses on a single dimension. There have been attempts to bring initiatives aimed at all aspects of sustainability into alignment (e.g., Carter and Rogers, 2008; Pagell and Shevchenko, 2014; Winter and Kneumeyer, 2013), but again, these are largely conceptual. Recently, there has been some empirical work in the wine industry examining managerial philosophies with respect to sustainability and managing the supply chain (Signori et al., 2015; Golicic et al., 2017), but even these works pick apart the three dimensions of sustainability. Thus the current research attempts to fill the gap in the current research by empirically examining the role of the supply chain in the implementation of comprehensive view of sustainability – the TBL.

**METHODOLOGY**

For this research, we adopted aspects of ethnography, grounded theory and phenomenology in data collection and interpretation and followed accepted procedures. The ethnographic aspects included observation, interviews and artifact collection within clusters of wine regions around the globe seeking norms of behavior, assumptions, roles played by actors, and meaning making (Arnould and Wallendorf, 1994). The grounded theory aspects involved the same data collection aspects along with coding processes that helped to explain social processes in which participants were engaged as they tried to solve problems in their everyday lives (Glaser, 1992; Mello and Flint, 2009; Randall and Mello, 2012). The phenomenological aspects focused on the interviews specifically where we sought what it meant to be a wine maker, winery marketer and so forth (Thompson et al., 1989; Thompson, 1997).

This study sample examined 100 wine businesses of various age and size in fourteen regions of six countries, through interviews with owners or managers, marketing collateral, and photographs, and observations operations over a period of seven years. In particular, this research sample includes: 22 companies in Australia (Margaret River, Perth, South Australia, Swan Valley); 8 in France (Bordeaux); 11 in Germany (Pfalz, Rheingau); 22 in Italy (Tuscany, Veneto); 6 in New Zealand (Canterbury, Marlborough); 31 in USA California-Oregon-Washington (Carneros, Modesto, Napa, Sonoma; Willamette Valley; Columbia Valley, Walla Walla).

The convenience and theoretically driven sample was selected based on practices they described on their website (e.g., sustainability, innovation), through personal contacts, and emergent conceptualizations as data interpretation unfolded in order to ensure variability in the sample and refine interpretations. During open interviews practitioners discussed their sustainability practices and
their direct supply chains; respondents indirectly evaluated their companies on high or low sustainability and high, medium or low supply chain connections. As a consequence, one hundred direct supply chains have been studied through the lens of the business in focus. All documents were scanned for interpretation, and all interviews were audio-recorded and transcribed verbatim. Both phenomenology and grounded theory rely on open coding at the word, phrase and sentence meaning-unit level to build themes and categories from interview text. Several hundred open codes were collapsed into concepts that became themes (in phenomenology)/categories (in grounded theory) that were subsequently related to one another through axial coding. To address our specific research question, we also content analyzed the findings to quantitatively categorize each business on the three dimensions of sustainability and their level of supply chain connections (Harris, 2001).

Three researchers well-trained in qualitative research shared interviewing responsibilities, and all interpreted the data, coming together regularly to reconcile interpretations. Quality criteria followed accepted processes in the grounded theory tradition (Lincoln and Guba, 1985). We next present findings from our initial exploration into our research question.

RESULTS AND DISCUSSION

The TBL in the Global Wine Industry

Based on the data at the time in which they were collected, we categorized all of the businesses as either low or high on financial sustainability, environmental sustainability and social sustainability. These categorizations were determined based on information provided by those interviewed and their perceptions of these terms. For instance, if an interviewee spoke about a particular dimension and any company efforts aimed at pursuing it, then they were categorized as high. For example, this Oregon wine producer was categorized as high on social sustainability for explaining their philosophy. “We feel like we have a responsibility for each of the people who are on the vineyard, and there’s a great organization out here that provides healthcare to Oregon’s vineyard workers and their families—and since we’ve opened the tasting room we’ve always given all of our tasting fees to that organization.” If they did not mention sustainability or discussed it negatively, they were categorized as low. As an example, the following quote from a small Australian producer demonstrates how one was categorized as low on financial sustainability. “And all of our work was associated with developing a premium wine. There was no desire to make money as a final objective; the objective was to create a lifestyle in the process of making premium wine.”

Only seven percent (7%) of the companies interviewed were truly concerned about the comprehensive triple bottom line, with high evaluations on all three aspects. An Australian wine producer that had a sustainability manager was not surprisingly categorized as high on all three dimensions. Fifty-one percent were considered to practice two of the three dimensions (46% environmental and financial, 2%...
environmental and social, 3% financial and social), and thirty-seven percent practiced one (30% financial, 6% environmental, 1% social). That left five percent that were evaluated at minimum levels of sustainability. In addition, we tested linear correlations between all variables, the three dimensions of sustainability. We found that none of the three sustainability dimension correlations has a significant correlation at the .05 level or better. So the three sustainability dimensions are independent.

![Graph showing Triple Bottom Line Country means](image)

**Figure 1. Triple Bottom Line Country means**

Reading these results comparing countries’ means (Fig. 1), financial sustainability has the highest scores in every country (mean $\mu_{\text{fin}} = 2.72$ and standard deviation $\sigma_{\text{fin}} = 0.69747$). Social sustainability ($\mu_{\text{soc}} = 1.26; \sigma_{\text{soc}} = 0.67600$) is lower in Italy, New Zealand, USA and Australia, with overall low scores. Environmental sustainability scores ($\mu_{\text{env}} = 2.22; \sigma_{\text{env}} = 0.98041$) are lower in Germany and France.

The position comparison yielded interesting results from the suppliers (e.g., growers, contract winemakers) with respect to sustainability; they were all low on social and high on financial sustainability. Regional differences were detected for Italy (lower than the rest on social sustainability), Germany (lower than the rest on environmental sustainability, but with differences within two German wine regions, Pfalz and Rheingau), New Zealand (low on environmental dimensions, with a great difference in its two wine regions, Canterbury and Marlborough). In the American sample results show many differences between States and wine regions, in particular concerning the environmental dimension. About financial sustainability, it is interesting to highlight that in France and New Zealand all participants were evaluated highly positive.

*Supply Chain Connections and TBL in the Wine Industry*
Participants were asked about suppliers, customers and competitors in the industry. Based on their reference (or lack of) to other companies in their supply chain, we characterized each business as having either low, medium or high supply chain connections (direct, extended and horizontal). For example, many participants did not mention any other companies and largely talked about their practices with no reference to working with others. However, there were various reasons why some have numerous connections. A participant from Veneto, Italy, mentioned working with several other companies in the region in addition to distributors to enable her to access more markets outside of her region (extended supply chain). Several participants in Western Australia and California discussed connections they had made while studying wine making whether in school or working with established winemakers, and most maintained these horizontal relationships. One small owner in the Willamette Valley described, “You name it, I mean [winery] being nearby sends a lot of people, but every winery here: [list of five wineries] sends many people, but they all do; everyone that I know, and I made it a point to get to know everybody.” Overall, 31% demonstrated high levels of supply chain connections, with 44% medium and 25% low connections.

The content analysis comparing the sustainability and supply chain connection categorizations demonstrated linkages between pursuing higher levels of the TBL and supply chain connections. Testing linear correlations between all variables, i.e. the three dimensions of sustainability as well as supply chain and TBL, we discovered that when a firm is supply chain focused it is likely to be social sustainability focused as well, no causality implied (Pearson correlation $\rho_{sc,soc}=.328$, $p$-value=.001). Moreover, firms that are supply chain focused are likely to also be TBL focused, on all 3 dimensions ($\rho_{sc,tbl}=.240$, $p$-value=.016). Thirty-eight percent of those companies that were high on two or all three sustainability dimensions had high supply chain connections with 79% at least medium (5 of the 7 pursuing the TBL had high connections).

A winemaker in New Zealand described stronger supply chain connections because they were working together to minimize their carbon footprint throughout the chain. In fact, many of the companies in this region and in Oregon pursuing environmental sustainability understood that they needed to work more closely with supply chain partners in order to be successful. A manager at a South Australia producer noted that the company executives participated in a consortium with other producers and that they worked on sustainability, “...these guys, the owners, they’re the people who meet. They’re discussing topics they’re not required to and I’m sure that sustainability is of equal interest to them.” One the other end of the spectrum, 31% that were low on two or all three sustainability dimensions had low supply chain connections with 79% no higher than medium.
Both categorizations were compared across countries (Fig. 2), position in the supply chain, the size of the organization, and the year in which the data were collected. Across time, the categorizations seem to be consistent with the exception of social sustainability. The interest in this particular area is growing, and our data supported this. Interestingly, most of the organizations with high levels of connections were smaller producers whereas many of those with low connections were larger companies. Geographically, in Australia nearly half of the participants had high levels of connections relative to the rest of the sample there.

CONCLUSIONS AND IMPLICATIONS FOR THEORY AND PRACTICE

This research set out to explore the role of the supply chain in implementation of the TBL. The main research question (RQ) was: what is the role of the direct supply chain (i.e., the connected companies) in the implementation of the TBL? Our findings supported a link between higher levels of supply chain connections and pursuit of higher levels of sustainability. Though the comprehensive TBL was not prevalent in the wine industry, 58% of our sample pursued at least two of the three dimensions, and of these 38% had high connections and 79% at least medium level connections in their supply chains. Some of the participants described working with supply chain partners specifically to implement sustainability practices. Thus, strong supply chain connections may be necessary for most to achieve a solid TBL. This may not be a surprise; however, because there are not many companies that have truly
achieved a powerful TBL. This study does provide empirical evidence of a means through which to achieve it, particularly in the wine industry.

Per SRBV, stakeholders are valuable resources that can help a company achieve the performance they desire (Sodhi, 2015). Our research supports this theory as it demonstrates that higher levels of connection among supply chain parties (i.e., stakeholders) may contribute to the implementation of the TBL. This line of theory also argues that resources and capabilities can make a company more competitive (Barney, 1986), and since human and relational capital are resources that are among the most difficult to replicate (Hunt, 2000), these connections may not only provide the resources and capabilities to achieve the TBL for businesses in the wine industry, they may also provide a means of differentiation vis-à-vis competitors when so many are moving toward sustainable practices.

The data for this study were collected over seven years. It would be interesting to update the data to see if regions where data were collected earlier (e.g., New Zealand in 2009) had changed their sustainability philosophies and/or levels of supply chain connections. The study was exploratory and relied on qualitative data. We also content analyzed the findings to quantitatively categorize each business on the three dimensions of sustainability and their level of supply chain connections. We relied on practices discussed by respondents to categorize companies on high or low sustainability and high, medium or low connections; it is likely there are more than these levels and further exploration into this (quantitative) could tease out what those are. Ideas offered from the results should be formulated into hypotheses and tested to better determine the links among the concepts – for example, do the connections drive a focus on a TBL or are they a result of pursuing the TBL? The TBL is growing in importance in this ever-changing business world, and it has been receiving increasing attention in the wine industry. To date, only a few wine businesses are truly sustainable from the TBL perspective. However, the supply chain and connections among the parties may provide a means to drive this further into the industry.

REFERENCES


Harris, R. J. (2001), A primer of multivariate statistics, Psychology Press Taylor and Francis Group, NY.


DATA DRIVEN MARKETING FOR GROWTH AND PROFITABILITY

Grandhi, Balakrishna; Patwa, Nitin; Saleem, Kashaf

SP Jain School of Global Management

ABSTRACT

Purpose: In the current business environment, more uncertain than ever before, understanding consumer behaviour is an integral part of an organization’s strategic planning and execution process. It is the key driver for becoming a market leader. Therefore, it is important that all processes in business are customer centric. Capturing, categorizing, warehousing, mining, analysing and making sense of data is a real-time challenge for all marketers. Organizations embracing digitization are seeing Big Data getting bigger. Investments are being made in IT infrastructure, Internet of Things, machine learning and artificial intelligence in business decision-making. Marketers need to harness big data by engaging in Data Driven Marketing (DDM) to help organizations choose the ‘right’ customers, to ‘keep’ and ‘grow’ them and to sustain ‘growth’ and ‘profitability’. This research examines DDM adoption practices and how companies can aim to enhance shareholder value by bringing about ‘customer centricity’ through better use of data.

Design/Methodology/Approach: An online survey conducted in 2016 received 180 responses from junior, middle and senior executives. Of the total responses 26% were from senior management, 39% from middle management and the remaining 35% from junior management. Industries represented in the survey included Retail, BFSI, Healthcare and Government, Automobile, Telecommunication, Transport & Logistics and IT. Other industries represented were Aviation, Marketing Research & Consulting, Hospitality, Advertising & Media and Human resource.

Among the respondents, 34% represented companies with less than $30 million in annual revenues, 15% between $30 - 50 million and $50 - 100 million, 32% between $100 - 500 million, and the remaining 19% with $500 million and above in annual revenues. In terms of company size, 60% were companies with 1 - 500 employees, 13% with 500 - 1000 and 26% with 1000 and above employees. The survey was done in Dubai which represents a blend of several global economies and hence, can be generalised.

Findings: Success of DDM depends upon how well an organization embraces the practice. The first and foremost indicator of an organization’s commitment is the extent of resources invested for data driven marketing. Respondents were divided into four categories;
Laggards, Dabblers, Contenders, and Leaders based on their ‘current level of investments’ and ‘willingness to enhance investments’ soon.

‘Leaders’ are from Retail, Banking & financial services, transportation & logistics and Telecommunication sectors. The major sources of information are point-of-sales data, social media and other published sources. They use data to understand what and why customers are buying, what their consumption patterns are and what makes them satisfied or dissatisfied. ‘Dabblers’ are players who have realized the importance of data and have just begun to incorporate it in their marketing in a limited way. ‘Contenders’ are far more regular in using data for measuring and taking marketing decisions. ‘Laggards’ are at the other extreme when it comes to using data for customer analysis.

Practical implications: The results of the study offer interesting implications for managing the growing sea of data. An iterative and incremental approach is the need of the hour, even if it has to start with baby steps, to invest in and reap the fruits of data driven marketing. The intention to use any system is always dependent on two primary belief factors: perceived usefulness and perceived ease of use, however attitudes and social factors are equally important. Investments in the right people, infrastructure and processes early on can result in better marketing due diligence and contribute to higher return on marketing investment, necessary to sustain an organization’s growth and profitability.

Originality/Value: All organizations, irrespective of size and sector, need to engage in data driven marketing for customer centricity. In this era of digitalization, a marketer needs to wisely handle the volume, velocity, variety and veracity of data. Roger’s diffusion of innovation theory identifies factors leading to the adoption of innovation by both individuals and organizations. The theory argues that willingness and ability to adopt depends on awareness, interest, evaluation, trial and adoption (Rogers, 2003). There is a dearth of knowledge with regards to who is and is not adopting DDM, and how best big data can be harnessed for enhancing effectiveness and efficiency of marketing budget. It is, therefore, imperative to build a knowledge base on DDM practices, challenges and opportunities. Better use of data can help companies enhance shareholder value by bringing about ‘customer centricity’.

Keywords: Data Driven Marketing, Customer Centric, Value Proposition, Digital Data, Marketing Metrics, Marketing Analytics, Marketing Audit, Marketing Dashboard, Digital Marketing and Marketing Investment, ROMI (Return On Marketing Investment) and Diffusion of Innovation.
INTRODUCTION

Customers’ Growing Power:
The fundamentals of marketing will always be the same, despite the changing forces that shape the future of marketing. Technology connects the world, but customers resist standardisation and prefer individualization. The modern-day consumers are sophisticated, knowledgeable, and powerful. The ever-changing consumer buying behaviour requires identifying the right audience and understanding their buying patterns (Kotler and Keller, 2012). Owing to technological advancements, digitalization and marketing analytics - especially data mining- have become invaluable tools and should be viewed as equal components of the marketing research toolkit (Hauser, 2007).

Consumers no longer pay attention to brand communications that are irrelevant. They now demand individualization i.e. messages directly tapping their latent needs. Various studies aim at constructing models on how customers think, feels and chooses one among the alternatives short-listed. They endeavour to learn and understand the customer’s response to sales promotion techniques, social, political, cultural and psychological factors (Solomon 1995). It is of paramount importance for marketers to use the abundance of available data to engage customers contextually and consistently to enhance customer experience (Gordon, 2013). In present times managers will need a workforce with different skill sets than in the past - a workforce that is equipped enough to handle consumer analytics and other relevant analytical tools (Hofacker, Malthouse, & Sultan, 2016).

Marketers’ Growing Challenge:
User behaviour and marketing strategies are both going on separate tracks, and there is a dire need for alignment (Gresper.com, 2014). With the advent of digital media, the marketing function needs to understand its target audience better by examining their digital interactions. Rich data, if harnessed well, can provide unparalleled insights for sending the right message to the right consumer at the right time. Thus, data analysis by way of Data Driven Marketing (DDM) can result in firms gaining valuable insights on consumer behaviour (Bhandari, Singer & Van der Scheer, 2014).

One of the most comprehensive studies on the changing marketing environment conducted by IBM revealed technology as the driving factor of pervasive change. The study involved face-to-face interviews with more than 1700 CMOs worldwide, spanning 19 industries and 64 countries. The five biggest challenges identified by the CMOs were: data explosion, social media, the growth of channel and device choices, shifting consumer demographics and financial constraints (IBM, 2011). The study also revealed that more than 60% of the CMOs felt they were unprepared to tackle these challenges, indicating a desperate need to change the approach.

For a customer-centric approach, three main methods namely; connect, collaborate, and convert model are used (Marketingtechnews.net, 2014). This new wave of connecting contextually to build a lasting
and profitable relationship with customers is pushing marketers to keep pace with technological advancements. Marketers can engage in data driven decision-making and marketing to improve effectiveness and optimize their return on marketing investment (ROMI). A deeper understanding of classical and data Analytics helps businesses make better and more informed decisions (Agrawal, 2014).

2.0 LITERATURE REVIEW

What is Data Driven Marketing?

It is the process of collecting complex data through online and offline channels, analysing them to understand the psyche and purchasing patterns of a consumer, thus helping the marketing team develop a strategy that is highly personalized for connecting with the target audience. As companies trend towards utilizing data to strategize and anticipate customer needs, there is an unanimous assent and an important role that technology plays to build predictive models. These models can help organisations establish customer centric processes to bring customers on board. Data has the potential to help identify needs and influencing factors at each stage of the consumer decision-making process. Data driven marketing techniques focus on the analysis of internal and external data, and integration of this information to help the development of products and services. This process ensures richer contexts for consumers, assists in the acquisition of new customers and retention of current clients. Eventually, this approach can lead to cost avoidance or cost reduction, and an increase in the company’s productivity and efficiency. The scope and ability of Data Driven Marketing (DDM) are such that it can change the entire paradigm of marketing.

Neuromarketing and predictive analysis are the upcoming trends in understanding the buying patterns of consumers (Salesbrain.com). Similarly, DDM strategies have extensive application in B2B sectors as well. Essentially, this can help in achieving the overall goals of any organization (Gresper.com, 2014). In the last decade, the use of neurophysiologic data to measure marketing ROI and brand equity has led to a paradigm shift in data driven marketing. Neuroscience data is being increasingly referred to as the new “scanner” data (Venkatraman et al., 2012). There has been an increasing trend in traditional market research firms entering this space, such as Nielsen Research investing in NeuroFocus, and in the number of neuromarketing companies offering proprietary neurophysiologic toolkits (Well, 2010).

What is driving DDM and what is inhibiting it?

The winterberry group and Global DMA carried out an ambitious research project collaborating with marketing and advertising associates around the world to understand how data driven marketing is changing the industry. A whopping 92.2 % of panellists said that DDMA (Data Driven Marketing and
Advertising) had become a significantly important part of their marketing strategy (Braverman S., 2015). The major point highlighted by global panellists was the concept of customer centricity. Panelists across the spectrum mentioned that to advance DDMA, the flow of investment into the area needs to increase. On the other hand regulations on DDMA, for example on collecting consumer data, do not seem to have much of an impact on its growth. Only 24.8% of the associates mentioned it as a factor that inhibits the growth of data driven marketing (Kumar, V. et al., 2013).

Analytical tools help understand the next "would be" consumer buying pattern (Rooney & Jennifer, 2014). Insights derived from such analysis are then used to direct, optimize and automate the decision-making process. Data, text and web mining techniques are some of the key contributors to making advanced analytics possible and eventually achieving business goals (Bose, 2009). Social media has helped in giving marketing a new dimension. It has not only reduced costs, but is also far more effective than traditional marketing. There is a great volume of data coming through social media. However, this advantage comes with a few challenges.

One of the challenges is information chaos. Different forms of data from different sources need to be archived and analysed. With huge amounts of data, managers might not be able to differentiate between the potential customers and general audience (Schulze, C. et al., 2015). Another struggle is the issue of identifying the right metrics and keeping track of them. The improvement of technology has paved the way for inexpensive data storage. However, this poses a threat to data security. Companies are in the era where protecting consumer data is vital. Failure to do so results in loss of consumer confidence. Data driven marketing is accompanied by challenges which involve optimization, accurate use of data and ROI (Neil Davey, 2015). The challenges involving accurate use of data and working across various platforms need to be resolved in the future for the better use of DDM (Daniil Karp, 2015). There is a need to close the gap between mere collection of data and organizing that data for putting it to use.

According to a Forbes survey of 331 executives, including presidents and vice presidents of various fields, the greatest challenge is the training offered to employees in DDM skills (Forbes.com, 2015). There is a lack of professionals, skilled enough to synthesize and use such large amounts of data. To target customers in today’s fast paced world, it is necessary for marketers to use digital media tools like online advertising through social media, extracting personal information of a customer through mobile, etc. (Rohm, A. et al., 2013).

Effective DDM is possible only by building a creative team of marketers with sufficient knowledge of digital advertising and new concepts such as real-time marketing. There is a need to hire the next generation of professionals with a blend of right brained and left brained skills. With the advancement
of technology, the future role of CMOs in organizations should also evolve (Fitzgerald, M., 2015). Chief Marketing Officers in the organization should be working along with IT and other departments to make effective use of Big Data. In fact, the age of digital disruption has given rise to a new concept of Chief Marketing Technologist (Scott & Laura, 2014). In many large corporations CMOs are being replaced by CMTs in response to the growing convergence of IT and marketing.

On the other hand, the benefits of DDM increase customer engagement thereby increasing sales revenue of the products. With the help of data, driven marketing companies can be customer focused (Deevi, S., 2015). In a survey conducted with 1506 executives in marketing and communication sectors, most of the respondents agreed that DDM helps in increasing customer acquisition and customer retention (Renilde De Wit, i-scoop.eu). This in turn increases the efficiency and the return on investment. DDM helps in creating a more personalized experience based on different parameters namely income, age, gender, location, purchases, etc. (Eleventygroup.com, 2012).

3.0 RESEARCH METHODOLOGY

Sample Size
A survey was conducted in 2016 and received a total of 180 responses from junior, middle and senior executives. Industries in the survey included retail, BFSI, Healthcare and Government, Automobile, Telecommunications, Transport & Logistics, IT, Aviation, Marketing Research, Consulting, Hospitality, Advertising & Media and Human Resource. 34% of the respondents represented companies with less than 30 million in annual revenues, 15% from companies with 30 – 50 million and 50 – 100 million in annual revenues, 32% of the respondents from companies with 100 - 500 million in annual revenues, and the remaining 19% represented companies with 500 million and above.

With regards to size of the organizations, 60% of the respondents belonged to companies with 1– 500 employees, 13% belonged to companies with 500 – 1000 employees and 26% belonged to companies with 1000 and above employees. Of the total respondents 26% were from senior management, 39% from middle management and the remaining 35% from junior management.

Research Design
The survey was conducted with an online questionnaire. It was divided into three sections to capture the needed information. The first section focused on capturing demographic and organizational characteristics to profile the participants and the organisations they represent. Questions in the second section were adopted from the marketing metrics book “The Definitive Guide to Measuring Marketing Performance” (Farris et al., 2010). These questions focused on understanding use of data for marketing decisions, using a 10 point Likert scale. The final section comprised of questions to
measure the current and proposed level of expenditure on data collection and data analytics practices in the organizations. This information was then analyzed using Descriptive Analytics.

4.0 FINDINGS AND ANALYSIS

4.1 Survey Findings

For this study, four distinct categories were identified i.e. leaders, contenders, laggards and dabblers (Forbes Insights, 2015). Respondents were assigned to one of these categories based on their ‘current’ investment in DDM and their ‘proposed’ investment in DDM in the foreseeable future. Organizations currently employing data analytics for most or all of their marketing and hoping to continue in the future, i.e. their current and proposed investment is high, are defined as “Leaders” for this research. Organizations with low current investment but with aspirations of high investment are categorized as “Contenders”. Organizations which have invested in DDM but are skeptical about continuing the same for the future are termed as “Dabblers”. Organizations that are yet to initiate DDM are categorized as “Laggards”.

The Data Driven Marketing Continuum

As digitization evolves and the sea of data gets larger, different organisations in different industries will get affected differently depending on whether they have ‘leaders or laggards in senior marketing positions (Friedrich, R, 2011). Data driven marketing’s success depends on the approach the marketer towards data. Every company can become a data-driven marketing success by investing resources in infrastructure, systems and expertise. Organizations that are “leaders” in data-driven marketing
possess far higher levels of customer engagement and market growth than their “laggard” counterparts (Jones, 2017).

Respondents in the ‘Leaders’ group were allocating more than 25% of their current marketing budget to DDM and intend to allocate greater than 25% of annual marketing budget in the future. ‘Contenders’ and ‘Dabblers’ are those with investments in the range of 5% to 25%, but with varying likelihood to increase in next three years. ‘Laggards’ have investments lower than 5% and show a low inclination for increasing it in the future. In the present research, the respondents were identified as follows: Leaders 23%, Contenders 6%, Dabblers 46% and Laggards 25%. The four categories are represented and profiled as follows:

**Figures 1: Shows the % of respondents in different categories**

**Laggards** do not believe in data. They neither collect data nor plan to do so in the future. They are unaware of the importance of data driven marketing and are yet to understand its power and potential, resulting in problems of customer loyalty, customer engagement, and market growth. The companies falling in the Laggard category employ a manual marketing effort with employees acting on their own. Departments are in different silos with little connection or coordination. Projects initiated, if any, are outsourced resulting in questionable quality of data delivered. Everything is conducted on an informal basis without any direction, budget or funding.

**Dabblers** are players who have realized the importance of data and have just begun to incorporate it in their marketing in a limited way. However, they lack the skill or vision to see returns. They plan digital marketing perhaps at the sales level or within customer service departments. They neither integrate nor share data or processing capabilities with other channels. They use social media for data collection but do not examine it critically. They allocate limited funding or staff time for this cause. No formal budget is available.

**Contenders** are players who are far more regular in using data for measuring and taking marketing decisions. They invest in building digital marketing expertise across the team. The core aim is to bring customer-facing channels together with common data and applications. Proper training is provided to
the staff to manage these processes under the supervision of a Chief Marketing Technologist for a Digital Marketing Program. Marketers make use of various forms of engagement—such as mobile, web, social, video, and make their digital marketing more focused and responsive to market needs. A formal budget allocation and proper metrics are used to evaluate marketing activities initiated. Leaders are players who are inclined towards analytics and strive to take data-driven decisions. They are Digital savvy as all their marketing decisions are based on data. Data is shared across channels freely and consistently with real-time feedback making the campaigns highly effective. Marketing function engages in tailor made efforts to cater to customer needs. Formal metrics are used and constantly refreshed and realigned. Comprehensive training is provided to staff not only to engage in digital marketing and stir innovation but also to manage these processes. They build specialized teams focused on optimizing digital marketing efforts to enhance their impact on the business. A Chief Digital Officer is appointed to lead the effort while CEO, CFO or SVP of Marketing is brought on-board for initiating and running a Digital Marketing Program. Leaders allocate adequate budget to this program. They use data to build more complete and contextually relevant customer profiles to effectively target their media. There is reliance on cloud-based technology that includes solutions across marketing goals. Leaders actively embrace personalization in mobile and display ads. Most of the companies leading in this practice have higher levels of customer engagement and market growth than their ‘laggard’ counterparts. As shown in figure 2 below, Data Driven Marketing is widely used and has achieved results for customer analysis, customer satisfaction, product analysis, web analytics and sales force productivity. The other sources of information are the point of sales data, social media and published sources.
Organizations belonging to the ‘Leaders’ category are primarily from retail, banking, transportation/logistics and telecom industries (Fig. 3). These are primarily customer-focused industries using data from different sources to understand and serve customers better.
Leaders are the highest users of data for taking almost all-marketing decisions. Both big and small organizations need to understand their customers well, and data-driven marketing can help grow their customer base and satisfaction.

Figure 3: Representation by sector
(Note: they add up to more than 100% due presence in multiple sectors of some)
4.2 Data Analysis

Laggards

The companies that fall into the laggard’s category employ manual marketing efforts involving employees acting on their own (62%). 26% of respondents do not use Big Data at all. According to the survey conducted, 48% of respondents who fall into the laggard category are from middle management, followed by senior management (38%) and then junior management (17%). 47% of the respondents falling in the laggards category represent organisations have an employee base of less than 50.

Majority of the laggards are from retail, government and automobile sectors. The major sources of data about customers are Social Media (19%), Point-of-sale data (18%) and Published data (17%). Laggards follow a very scattered pattern for data collection. Major challenges in using big data for marketing analytics in laggard’s organization are: support for the cause of marketing analytics, availability of data for marketing analytics, a variety of data necessary for marketing analytics, the speed of availability of data, availability of hardware and software platforms and skill set/expertise for marketing analytics.

Figure 4: Extent of Data Driven Marketing decisions
According to the survey, 44% of respondents who fall into the dabblers category are from middle management, followed by senior management (33%) and then junior management (23%). 34% of the respondents falling in the dabbler category have an employee base between 100 – 500 employees and 27% of the respondents falling in the laggard category have an employee base above 500. The majority of dabblers are from the retail sector. The major source of data about customers comes from Point-of-sale data (20%), Published data (19.6%) and Social Media (19.6%). They follow a very erratic pattern for data collection.

Major challenges in using big data for supporting marketing analytics in the Dabblers category of organizations is the availability of data for marketing analytics, variety of data necessary for marketing analytics, speed of availability of data for marketing analytics, availability of hardware and software platforms, funding for marketing and skill set/expertise for marketing analytics. A company in the Dabbler’s category employs manual marketing efforts with employees acting on their own (59%). Projects are outsourced and the quality of data delivered is questionable.
Contenders

According to the survey, 50% of respondents who fall into the Contenders category are from middle management, followed by senior management (30%) and then junior management (20%). 40% of the respondents in the contender’s category have an employee base between 100 – 500 employees and 20% have an employee base above 500. The majority of Contenders are from Healthcare, Technology, Retail, and Government. The primary source of data about customers comes from Point-of-sale data (25%), Published data (30%) and Social Media (12%).

Contenders regularly use analytics for driving most aspects of the business. They act as change agents, positively disrupt the status-quo and are ready to invest in building digital marketing acumen across the team. In these organizations, efforts are
under way to bring customer-facing channels together with common data and applications. The staff is trained to manage these processes. Automation is promoted, and integration of various forms of engagement—such as mobile, web, social, video, etc. is implemented. Digital marketing campaigns are more focused and responsive to market needs. Metrics to measure and evaluate marketing activities are adopted to continuously optimize marketing programs.

Figure 7: Challenges faced by Contenders for DDM

Leaders

Survey results indicate that 48% of the respondents in the leaders category are from middle management, followed by senior management (35%) and then junior management (17%). 48% of the respondents in the leaders category have an employee base of 500 -1000 or above. 22 % of the respondents within this category are medium to small players. Majority of leaders (59%) are from the retail, banking &
insurance and transportation & logistics sectors. The major sources of data about customers are Point-of-sale data (20%), Published data (19.6%) and then Social Media (19.6%).

![Figure 8: Challenges faced by Leaders for DDM](image)

**STUDY IMPLICATIONS**

Organizations need to work towards aligning their processes, capabilities, infrastructure and talent to realize the full potential of marketing analytics. Though data-driven marketing brings in a new perspective to businesses, a healthy balance between analytics and decision maker’s intuition is the key to success. Leaders and Contenders who use data for being customer-centric marketing need to listen to the voice of the customer to gain insights which data alone cannot capture.

Contrary to the leaders and contenders, many companies are still dragging their feet i.e. Dabblers and Laggards. Such players need to build data-driven expertise and initiate pilot projects i.e. starting small and then rolling it out later. An iterative and incremental approach is the need of the hour, even if it has to start with baby steps, to invest and reap the fruits of data driven marketing.

Organizations need skill, expertise, funding, tools and technology as DDM is still at a nascent stage. Employees need to be trained and motivated to take part in data driven initiatives. It is essential to
bring about a cultural shift in the organization. The biggest challenge is to bring all the scattered data to a single platform so a complete picture of customers and their needs can be understood, to provide a seamless experience for growing customer equity and brand equity.

LIMITATIONS AND CONCLUSIONS

Limitations:
As a result of the storming digital age and the development of analytics, the process of decision-making has gained significant importance. Judgment and intuition too are critical to the process. Choosing an appropriate action cannot be done strictly on a rational basis. But the irony of the digital age is that instead of humans guiding and instructing the machines, the machines now advise humans in taking the decisions. Another challenge of explosion of data and related field of analytics has resulted in a dearth of data analysts. 74% of the companies are unable to recruit data scientists. The main reason for this imbalance is a scarcity of statisticians seeking analyst jobs. The corporate world is struggling to seek employees who can analyze and interpret big data simultaneously.

Security and Trust add a new challenge; the biggest concern is protecting the avalanche of data while also leveraging it for strategic decision making. Unfortunately, the information stored is highly vulnerable to cyber-attacks and breaching. Thus, there is a probability that any information provided to a third party could be leaked, resulting in distrust amongst customers or competitive disadvantage. Companies often do not have the appropriate platform to collect and manage data across the entire organization. This makes it difficult for the enterprise to work with huge volumes and high velocity of data for real-time analysis.

Another issue is the difficulty in seamlessly transferring data behind firewalls in a secure fashion for cloud computing. Accenture and Siemens have developed a Smart Grid Field to focus on services provided for data management and integration. Lastly, data collecting tools are imprecise at many times; this is a major concern for social media companies intending to gather valuable insights from the huge amount of big data.

Conclusion:
A study published by the Darden foundation suggests that the road map for implementing marketing analytics requires companies to look at three things: Organizational structure, organizational change and the analytics process itself (Paul W. & Rajkumar V., 2014). Before any program is implemented, it is imperative that there is clarity on what DDM is expected to achieve. Once the organizational structure is deemed fit to support the program, it is equally essential to look at the culture of the organization. Additionally, efforts must be devoted towards combining data and heuristics.
The research results show that better-performing companies are characterized by a more sophisticated analytical planning process. Lower-performing firms should realize and acknowledge this competitive advantage and identify ways how to integrate business analytics into performance management of organization (Hauser, 2007). Educational institutes of higher learning can play a major role by internalizing analytics into their overall curriculum to meet the demands of world that’s already immersing in digitization (Klatt, Schlaefke, & Moeller, 2011).
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ABSTRACT

The research explores gender and social media role for building brand loyalty among Generation Y consumers. This is further augmented by studying the economic crisis impact on luxury consumption in Romania, Bulgaria and Greece. The research objectives are: 1) Explore gender differences in luxury fashion consumption among Generation Y consumers; 2) Explore gender differences among Generation Y in building brand loyalty towards luxury fashion brands through Social Media and 3) Unearth luxury consumer behaviour in SEE given the economic crisis. Qualitative interpretative methodology: focus groups, in-depth interviews and on-site questionnaire investigation, is considered appropriate for providing more vivid picture of luxury consumer behaviour in the selected countries.

Findings reveal that while the intrinsic product aspect is important, males emphasized on traditional in-store environment and females highlighted the positive purchase experience and brands’ story. There is a shift from males’ independent nature to feeling of belongingness and respect for luxury’s dream factor. Analysis of economic crisis showed that generation Y consumers value the prestigious traits of luxury fashion brands, emphasizing on value for money. This contradicts the belief that the economic crisis urged them to turn to counterfeits. The present research surpasses prior studies by exploring males and females who belong to Generation Y. Specifically, advancement in academic knowledge stems from studying economic crisis and social media impact on building brand loyalty in South East European countries.

Keywords: Social Media, gender, brand loyalty, luxury fashion, South East Europe, economic crisis, generation Y
INTRODUCTION

Brand loyalty has been extensively studied in marketing literature (Jacoby and Kyener, 1973; Aaker, 1991; Oliver, 1999; Gambetti et al. 2012; Harmeling et al. 2015) and later in SM (Hawkins and Vel, 2013; Arya and Srivastava, 2015). SM reshaped the manner brands communicate with customers (Deloitte, 2016). However, the question is: what happens when luxury, defined by tradition and heritage, meets SM? Even though luxury fashion brands have long resisted the adoption of SM, being afraid of diluting their exclusivity, change in consumer behaviour and impact of the economic crisis forced the notion that SM is indeed the seal necessary for enhancing customer-brand relations (Judson et al. 2012).

Further, despite the increased academic interest in gender differences, research is needed to grasp the impact of gender in consumer behaviour (Levy and Loken, 2015). These findings are yet to be explored with Gen Y online consumer (Nadeem et al. 2015). Henceforth, the main question of the study is: What is the role of SM among Gen Y males and females in building brand loyalty towards luxury fashion brands in SEE economic crisis context?

THE CONCEPT OF LUXURY

Deriving from Latin etymology “Luxus” is considered the root of the term “luxuria”. It refers to “any intense desire or craving for self-gratification” (Corbellini and Saviolo, 2009, p. 20). From this perspective luxury has two opposing meanings: lux or luxus, viewed as splendour or light and luxuria being associated with the negative concept of sin, wicked and excess (Cristini et al. 2017). A core characteristic that marks luxury from other product categories (necessities) is that consumers derive positive emotions from the luxury experience.

Globalization impact is evident in new consumer segments from various geographies (Liu et al. 2016), who are in pursuit of different values from the luxury experience (Sauer and Teichmann, 2013). As a result, luxury brands stumbled upon a realization that establishment of brand loyalty is of paramount importance for their long-term success (Kim and Ko, 2012).

BRAND LOYALTY TOWARDS LUXURY BRANDS

Brand loyalty is defined as “[…] a measure of the attachment that a customer has to a brand” (Aaker, 1996, p. 39) and “[…] it occurs when favourable beliefs and attitudes for the brand are manifested in repeat buying behaviour” (Keller, 1993, p. 8). The key point is that a loyal customer and a satisfied customer are two different terms (Kabiraj and Shanmugan, 2011). Owning luxury brands implies significant financial investments. Luxury brands also offer status elevation to their owners. Hence, consumers ought to demonstrate higher brand loyalty towards these brands, as opposed to regularly purchased ones.
Since perceived quality and customer service are key brand building activities, consumers would likely develop strong brand loyalty towards luxury brands (Jung and Shen, 2011). Brand credibility, perceived value, and prestige are important facets of strong brands (Baek et al. 2010). Hence, because luxury brands encompass more symbolic meanings, consumers assign greater importance to the purchase of luxury and the effect of trust-loyalty link is augmented (Hur et al. 2014). Essentially, confidence in brands’ image, thorough brand knowledge, trust, brand credibility and emotional attachment are strong predictors of brand loyalty. Although the discussion about brand loyalty is not exhaustive, it is also important to understand the paradox when heritage meets social.

THE PARADOX: SOCIAL MEDIA AND LUXURY BRANDS

The distant approach that luxury brands exercise (Okonkwo, 2010) is on the opposite of the digital world nature, characterized by availability, easiness and accessibility (Kapferer and Bastein, 2012). A major crux of the debate, thus, is how an industry defined by heritage and conventional way of storytelling can transmit its DNA to succeed in today’s reality of increasingly digital consumer (Wells, 2017). Then again, SM users are not always actual customers, because this channel does not allow for the same intimacy levels (Ang, 2011). However, through SM platforms consumers can share their product and service experiences, allowing fashion brands to apprehend consumer attitudes and boost customer-brand relationships (Nadeem et al. 2015). Additionally, whilst brand excellence is a pivotal facet of luxury fashion, brands must undertake sustainable strategies to convey their old story in new ways (Cristini et al. 2017) to build brand loyalty.

Social media and brand loyalty towards luxury fashion brands

Initially perceived as a ‘gimmick’, Instagram quickly proved useful platform for showcasing new collections, offering customers a lifestyle (Roderick, 2016). Another trend in SM usage is to gain inspiration for ideas (Deloitte, 2016). It is no wonder luxury fashion brands have acknowledged the potential of Pinterest as a digital stage for showcasing their products (Doran, 2012). Other constructs such as entertainment, interaction, customization and e-WOM also contribute for engaging consumers in honest and friendly dialog (Kim and Ko, 2012). Thereafter, online brand-customer interaction, customer-to-customer communication, brand recognition and constant brand exposure are core pillars of brand loyalty (Choi et al. 2016; Godey et al. 2016).

THE ROLE OF GENDER

A core driver for males’ luxury consumption is perceived brand exclusivity, an exquisite piece of art that helps the consumer to broadcast his status and stand out from the crowd (Roux et al. 2017).
Conversely, women’s nature to boost their body appearance through self-verification of the self-concept triggers them to display luxury brands as a signalling system to other women (Wang and Griskevicious, 2013). Creating a personal style and public image are essential steps in the process of fashioning a social identity for women (Appleford, 2016). Nevertheless, growth in males’ apparel market (Shabat, 2015) and males’ increased demand in terms of customized clothing indicate increased fashion consciousness among male consumers (Lertwannawit and Mandhachitara, 2012). Existing literature also demonstrates gender differences in SM behaviour. Endorsing to their interdependent nature (Melnyk et al. 2009), women seek interpersonal connectivity, self-discovery and maintaining their existing relationships in social networking sites (Haferkamp and Papadakis, 2012). Hence, females hold more favourable attitudes towards one-to-one communication, emotional and social-experiential aspects of the shopping experience. On the other side, male consumers are concerned with the functional product appeals (Levy and Loken, 2015). Hereafter, compared to males’ pragmatic purchases, females use the Internet for social support, and place higher value on e-WOM (Folse et al. 2012). Apart from gender, age is also an important aspect in marketing studies, as both are concerned with understanding the consumer perspective (Lee and Workman, 2015).

**GENERATION Y LUXURY CONSUMERS**

Focus of the study is placed on “Peter Pan Generation” (Bolton et al. 2013, p.16), born in the period 1981-1999, currently experiencing their 20s and 30s (Nadeem et al. 2015). Whilst not representative for the richest of the rich (Truong, 2010), with their growing purchase power and increased expenditure on luxury brands (Kradisching, 2015), this cohort will achieve the largest share of the consumer market (Yeoman and Beattie, 2006). Being greatly brand and fashion conscious, these consumers are regarded as “the future of prestige” (Galloway, 2010, p. 2). The effect of these factors makes the study of Generation Y consumers even more important in the context of the challenging economic environment (Giovannini et al. 2015).

**THE CASE OF SOUTH EAST EUROPE**

Forecasts indicate that between 2017-2019 the sales of luxury goods in Bulgaria will grow with 2.4% (Conlumino, 2015). With respect to Romania, even though in 2017 GDP growth will be lower than 2016, +3.76% (Statista, 2016), the luxury market has good prospects for bringing back its past days of glory. Further, there is also society pressure for certain appearance and Gene Y perception of luxury as a sign of success, high standards, and expression of self-esteem (Zaharia and Zaharia, 2015). As of Greece, the luxury...
goods sector is expected to be the second largest in the group of specialist retailers, with 19.5% market share (Conlumino, 2015). Moreover, whilst the economic crisis forced some consumers to turn to counterfeits, there is still a consumer segment that stays truly loyal to their favourite luxury fashion brands (Priporas et al. 2015).

In addition, what triggers the interest in this research is Generation Y purchase motives, besides their parents’ motives (Shea, 2013), is that they represent a huge percentage of SM users in the region (Statista, 2016), as presented in table 1.

Daily Internet usage (by age)

<table>
<thead>
<tr>
<th></th>
<th>Bulgaria</th>
<th>Romania</th>
<th>Greece</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-24</td>
<td>25-34</td>
<td>16-24</td>
<td>24-35</td>
</tr>
<tr>
<td>97%</td>
<td>92%</td>
<td>93%</td>
<td>84%</td>
</tr>
<tr>
<td>93%</td>
<td>89%</td>
<td>93%</td>
<td></td>
</tr>
</tbody>
</table>

*Table 1. Daily Internet usage (by age)*

**RESEARCH METHODOLOGY**

A limited number of studies in luxury consumption (Eng and Bogaert, 2010; Jiang and Cova, 2012; Radon, 2012; Choi et al. 2016), SM and its impact on brand loyalty (Heinonen, 2011; Palmer and Huo, 2013; Alon et al. 2014) are performed using the inductive method. As academic literature lacks understanding regarding SEE luxury fashion consumption, it is essential to obtain profound understanding of people's experiences, perceptions, feelings and desires (Calder, 1977). The most outstanding avenue for future research, namely: “To perform luxury research, it also is necessary to analyse consumers’ own perceptions, rather than insights from managers of luxury companies or marketing gurus, especially if those sources tend to propose a single, personal view of luxury” (Kapferer and Laurent, 2014, p. 19) captures the core purpose of the present study: uncover details about a phenomenon about which little yet is known and understand individual customer views.

**Focus groups and triangulation**

The research exploited the advantages of focus groups for exploring wider range of perspectives to gain initial understanding on the research topic (Byers and Wilcox, 1991). The main study will rely on triangulation to reduce the risk of presenting findings with intrinsic biases (Joslin and Müller, 2016). Triangulation will be achieved through individual in-depth interviews, followed by exit (on-site) questionnaire investigation. Individual in-depth interviews will aid more profound understanding of participants’ experiences and views, considered significant for the research (Hunt, 2011).

**Sample**

Selection criteria for both studies are based on non-probability purposive sampling to secure sample cohesion for populations defined by rarity (Lucas, 2014). The researcher cannot opt for generalizable
statements, as selected samples are not representative for the wider population segment (Orrange, 2003). Purposive samples are useful in exploring certain phenomenon by grasping similarities and differences between different groups’ viewpoints (Brotherson and Goldstein, 1992). Pilot study took advantage of segmentation (Krueger, 2000), dividing participants in two focus groups per country: males and females. Each group consisted of 5 participants, making a total of 10 participants per country.

Data collection and analysis

Data collection was initiated by asking the Head of BAED for approval to visit classes of Undergraduate and Postgraduate students in each of the countries. Additional consent was asked from local Program Coordinators in Romania and Bulgaria. After reviewing questionnaires, students were approached via their university e-mail or personally during class breaks, inviting them to participate in focus groups. Analysis followed coding and thematic categorization, and deployed the long-table approach.

FINDINGS

Customer desires

The materialistic characteristic of consumers triggers them to purchase luxury brands to achieve happiness (Sung et al. 2015). Likewise, young Greek females’ desire is routed in the positive emotion from luxury fashion consumption (Diaconu, 2015) and perception of luxury as light (Kapferer, 1997). A prominent example is: “‘It sparkles […] It’s that shine, they are shining. Yeah…that’s it, it’s the shine […] I like more the feelings, it’s joy to…shop” (GS13, female, 19). One Romanian female’s view surpasses current knowledge on luxury consumer behaviour (Okonkwo, 2010): “[…] I buy more the philosophy of the brand than the brand itself […] There are many good brands, luxury brands that make bags. But the point of difference is that you buy their story, the way they communicate, the way they act with you, they trick in the store and so on […]” (RS29, female, 28). This indicates admiration towards brands’ history, tradition and philosophy (Corbellini and Saviolo, 2009; Thakur and Kaur, 2015). Contradictory to Cross and Madson (1997) and Levy and Loken (2015), Greek males endowed characteristic of the “bewitched consumer” (Dion and Arnould, 2011, p. 32). Some examples include: “[…] makes you feel like you are part of something…you are part of their club…you are part of their consumer, the consumer experience […]” (GS8, male, 20) and “…A part of their club, a part of their family […]” (GS7, male, 19).

Gender differences in Social Media brand exposure

Romanian males demonstrated sufficient respect for luxury brands’ “dream” (Seringhaus, 2002, p. 5): “I also think that excessive marketing can even bring down the status of such luxury brands because they are supposed to be something special […] I mean a brand that is certainly luxury should have this oral, like you
want to touch them […]” (RS24, male, 23). Another surprising comment came from Greek males, who emphasized on a core luxury trait: one-to-one communication. It contradicts the belief that females place higher value on this aspect (Levy and Loken, 2015): “Much more prefer the offline approach. I would appreciate it more because online is much more impersonal […] I don’t like that. If I go to the store, and if you help me much more appreciated, much more” (GS8, male, 20).

Romanian female’s statement challenges the belief that consumers can fall under the spell of luxury brands only after personally experiencing the brands’ magic (Okonkwo, 2010). Precisely: “[…]after seeing a movie…made by Lagerfeld, the one with Cara Delevingne and Pharrell for the new collections, the one inspired by Sissy story […] for me that succeeded in transmitting more emotion and more customer experience than going into a shop and buying a perfume or a scarf from Chanel […]” (RS31, female, 24). It goes beyond association of luxury stores’ association with temple (Dion and Arounld, 2011), to recognize SM as a valuable platform for conveying brands’ story (Cristini et al. 2017) to achieve emotional brand attachment (Walz et al. 2012).

Social media impact on brand loyalty

In contrast to existing knowledge (Godey et al. 2016; Choi et al. 2016), Greek females’ statements indicated SM is unlikely to affect their brand loyalty, as they already possess solid brand knowledge (Kradisching, 2015). For instance: “You know the brand” (GS11, female, 20; GS12, female, 20). Whereas Bulgarian females outlined e-WOM: “I think that this type of activity like sharing your brand experience with others would affect their brand loyalty […] when you share your opinion in Social Media you actually change the views of other people […]” (BS16, female, 18), Romanian females elaborated to include videos, WOM, brand evangelists and the value of trust (Aaker, 1991; Hur et al. 2014). One view that captures the group’s discussion refers to: “[…] Actually that’s how brands should use Social Media: as a kind reminder for their loyal customers […] it’s important to address to your loyal customers and maybe I think your loyal customers will be ambassadors for your brand […] But it’s about trust, it’s about testimonial recommendation, personal recommendation” (RS29, female, 28).

SM can be employed for persisting the experiential element of in-store environment (McDonald, 2016). Instead, Greek males insisted on quality, personal service and personal interaction (Kim et al. 2016). Finally, unconventional for their independent nature (Cross and Madson, 1997), Bulgarian males outlined brand and community belongingness and brand consistency: “And also what the brand stands for…what are its values, how it makes people feel being part of […] It’s part of like…if Kanye West wears the Gucci jacket and you buy the same Gucci jacket then you kind of get to be part of his…it’s not
a real group...but you get to be part...closer to his level, like you are buddies now [...]” (BS19, male, 19).

THEORETICAL CONTRIBUTIONS AND CONCLUSIONS

The first objective explored Gen Y gender differences in luxury fashion consumption. Existing literature looks at cross-cultural differences in Western Balkan countries with no specific focus on gender and young consumers (Mehmedovic and Agic, 2015), compares Generation Y consumers and Baby Boomers (Diaconu, 2015) or is conducted among Romanian female consumers (Raluca et al. 2012; Ciornea, 2014). Prior research reveals young consumers’ interest in the product aspect (Kim and Brandon, 2010) and lower attention to purchase experience (Shukla et al. 2016). Findings contradict what seems to be current knowledge. While participants emphasized on the intrinsic aspects, male consumers acknowledged terms as family and club, increased fashion consciousness and joy. Females outlined shine, joy and brands’ story.

The second objective explored Gen Y gender differences in building brand loyalty towards luxury fashion brands through SM. The research contributes for better comprehension of consumer beliefs (Kim and Lee, 2015) and SM brand relationships (Han et al. 2010) in three aspects. First, studies in SEE neglect SM impact on luxury fashion brands. However, it appears that luxury brands’ participation in SM is a match made in heaven. This is evident in respondent’s admiration for Chanel online videos. Second, while findings comply with existing literature on males’ lower interest in SM and pragmatic online purchases (Folse et al. 2012) it sheds light on one interesting aspect. Findings reveal males’ aspiration for the luxury dream factor as opposed to females’ quest for increased brand availability. The third finding challenges established knowledge on males’ independent nature (Cross and Madson, 1997; Levy and Loken, 2015). That is, men brand loyalty is dependent on sense of family and community belongingness.

Finally, the third objective was to unearth economic crisis impact on SEE luxury consumer behaviour. Two main implications emerge from pilot study findings. First, economic downturn boosted consumer desire to show-off, demonstrate prestige and success (Jones, 2016). However, prestigious traits of luxury brands were acknowledged, but the show-off aspect received a negative “feedback”. Yet, the crisis’ sociological impact among genders remains open to debate. Second, findings reveal that both male and female participants have concern about receiving value for money. This contradicts current knowledge regarding increased counterfeit purchases in Romania and Greece (Chiriac, 2013; Priporas et al. 2015). All these topics will be explored further in greater depth in subsequent investigation stages in this longitudinal study. This will depict significant customer insights about
social media, gender and economic crisis impact on brand loyalty towards luxury fashion brands.
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ABSTRACT

Considering the expected increase in the participation in higher education costs by students and their families, this research aims to examine this phenomenon, taking into account the counterparts provided through governmental social aid, given to the neediest students, enabling universality of the access to higher education to the population (Trow, 1973, 2005).

Johnstone (2004) provides a meaningful contribution for the discussion on new forms of financing the Public Higher Education (PHE). He argues the need for fundraising, which should involve the patronage-philanthropy, the investigation and research at the request of the companies, and other solutions as well, such as the sale of products from higher education organizations sources and also the rental of spaces.

The main objective of this paper is to critically discuss the evolution of the financing of Portuguese higher education in public institutions (funding), within the European Union higher education framework, focusing on the most recent trends. More specific objectives include identifying existing sources of funding, together with the analysis of national and international trends in terms of cost sharing in higher education, through the distribution of impacts among different types of direct and indirect players of the higher education sector: government, taxpayers, students and families.

This paper resumes a set of issues that not only are being inadequately tackled, but, worst, are becoming a chronic going on concern, jeopardizing the future and potential of the PHE organizations and periling the accessibility of the population to higher education, therefore curtailing a very significant universal right that modern society considered to be safely granted.

Keywords: Public higher education, higher education costs, funding, financing models, tuition fees, cost sharing.
INTRODUCTION

The choice of the research topic of this paper, related to the funding and financing of Portuguese higher education organizations, within the scope of the European Union framework, comes from the fact that the authors have been professionally connected to the field of education for over 10 years, and up to two decades even. One of the authors, being acting in the financial area of a professional high school, has never agreed to the financing model applied to the sector, favoring the function of mere budget payer to the detriment of rational management. In fact, the main objective of public management is 100% budgetary implementation, thus avoiding future budgetary reductions. Together with the remaining authors, active professors performing in both the university and in the polytechnic systems, not only at the public sector, but also, at times, in the private sector, the blend of expertise was made, allowing a comprehensive examination about the sector.

Another relevant point that justifies this paper is the gap that exists in literature, which is particularly blatant to Portugal and other European countries, as noted by several authors (e.g. Cerdeira, 2008; Cabrito, 2002), therefore adding attractiveness to deepen the discussion on the funding and financing of higher education organizations.

The current trend, since the introduction of tuition fees, has been cost-sharing among all actors involved in higher education financing (Cerdeira, 2008). A new trend in the diversification of higher education funding concerns new alternatives to funding (budget or funding), which will increase the role of academic research and research project, increasing competition among organizations for available funds, and therefore reducing dependence on public budgetary funding.

This is the main reason for the emergence of the Universities-Foundation phenomenon, as pointed out by Moreira (2011). This paradigm, well-known in several Anglo-Saxon countries, such as the United Kingdom with its charities, allows the higher education institutions to grow faster and in a more balanced manner, broadening its funding base, while introducing a new organizational model in the universities universe.

Concurrently, considering the expected increase in the participation in higher education costs by students and their families, this research aims to examine such costs, taking into account the counterparts provided through governmental social aid, given to the most needy students, enabling universality of the access to higher education to the population that really wants to benefit from it (Trow, 1973, 2005). In the paradigmatic case of Portugal, despite the frequency of higher education remains below the European Union (EU) average, and even below the Organization for Economic Cooperation and Development (OECD) average, Cerdeira (2008), found it has gone from a mere rate of 6% in 1985/86, to a significant rate of 27.3% in 2003/2004. According to Trow’s (1973, 2005)
classification, the elite higher education frequency stage, with only less than 15%, was more recently overcome by the mass higher education stage, with 15% to 50% frequency. Nevertheless, Trow (1973, 2005) stresses that these levels are still far behind from the aimed universal access, which considers frequency levels over 50%, and are still to be met by most developed countries. One of the issues, referred by authors such as Cerdeira (2008), is that the main difficulty in increasing the participation rate in higher education is due to the high abandonment rate up to upper secondary level, which naturally prevents the progression of higher education.

The main objective of this paper is to critically discuss the evolution of the financing of Portuguese higher education in public institutions (funding), within the European Union higher education framework, focusing on the most recent trends. More specific objectives include to identify existing sources of funding, together with the analysis of national and international trends in terms of cost sharing in higher education, through the distribution of impacts among four different types of direct and indirect players of the higher education sector: government, taxpayers, students and families.

HIGHER EDUCATION: MASSIFICATION AND FINANCIAL ISSUES

The pertinence of the issues related to the financing of the higher education system comes from the combination of several key national and international factors, such as:
- The significant increase in the frequency of higher education in recent decades;
- Significant increase in public funding to the Public Higher Education (PHE) as a result of the sharp increase in demand;
- Financial budgetary issues, such as the case of Portuguese State budget crisis and consequent IMF interventions in Portugal (1977, 1983 and 2011);
- Introduction of quotas, ‘numerus clausus’, on accessing the higher education in order to slow down the abrupt growth of candidates;
- Limitation of hiring of teaching and non-teaching personnel in the through plafonds and ceilings;
- Adoption of the cost-sharing model in the financing of higher education. In the Portuguese case, introduction of tuition fees in 1992, forcing the students and mostly often their families to participate in the financial sharing of their own academic education (cost sharing);
- Introduction of the Bologna Process (1999) across European Union countries. In the Portuguese case its implementation started in 2006. In addition to the objectives set out in the official implementation document, such as the harmonization of academic degrees, or the creation of a system of credits (ECTS), it is also aimed to foster cooperation between institutions and researchers. Last but not least, a
new division of the higher education model is casted, combined into two distinct phases: the first of the degree (typically 3 years) and a second degree of post-graduation (2nd and 3rd cycle);

- Diffusion of the UK model of enhancing private financing of the public higher education sector (Charities). In the Portuguese case, the main landmark was the creation of the Foundation Status for Portuguese Universities (2007), with the subsequent conversion of 3 institutions to the the foundation status, the ISCTE (Institute of Labor and Enterprise Sciences), University of Porto and University of Aveiro. Other institutions would later follow, such as University of Minho.

![Figure 1. State expenditure on education in Portugal: budget implementation in million euros (DGO/MFAP, Pordata, 2011)](image)

As shown in Figure 1, costs with education in Portugal became significantly higher since democracy was a reality with the III Republic. The entrance in the EU also certainly helped to increase this expenditure figures.

In Figure 2 below, one can observe the results of the massification of higher education frequency in Portugal, especially in the last 30 years (Alves et al., 2010). Coupled with the reduction in public participation, it has originated a greater requirement of financial management of both University and Polytechnic Institutions (Cerdeira, 2008). This situation is somehow magnified by imposing a vague policy on access to the PHE as Figure 2 shows, consequence of the emergence and consolidation of Private Higher Education.
The growing demand of PHE, prompted the introduction by the Government, of new models of financing, more restrictive, to prevent, in some ways, the abrupt growth of signings of teaching and non-teaching staff. In 1992, were returned to the tuition fees, existing in a way since 1941 (Figure 3), but without updating, through which students and their families support a part of the costs of universities. With the reintroduction of tuition fees in Portugal, public institutions, home to what Johnstone (1986) means of cost sharing (cost-sharing) between the State, taxpayers, students and their families.

In 1993, arose a new funding formula, checking-in the year of 1996 a brief interruption of tuition fees (Cerdeira, 2008).

Figure 2. Students enrolled in higher education: total and by educational subsystem (DGECC/MEC – DIMAS/RIDES, Pordata, 2017)

Figure 3. Milestones in PHE (Authors’ compilation)
Recently, with the adoption of the Bologna process for Universities and National Institutes there has been a reduction of the financing, by the time reduction of the courses. Some authors consider an overlap of interests of Economy on education (Amaral et al., 2004). The first Cycles are shortened to 3 years allow the State to reduce public funding of PHE, while transferring a greater financial responsibility to students and families to the frequency of the second and third cycles.

The current trend of cost sharing (cost-sharing) originated from the need to diversify the financing of PHE, which allows to maintain or increase their activities, reducing the dependence on the State. This is the main reason, pointed by Moreira (2011), to the rise of the universities-Foundation, which allows the institution to grow, your amplification-based funding, while at the same time introduces a new Organizational Model in Universities.

In this work it is a critical analysis of international studies available on the subject, based on the documents of Johnstone (1986). Afterwards, will be analysed the supply of bills of PHE, followed by your comparison with existing State budgets for the periods under review.

### EVOLUTION OF THE FUNDING OF HIGHER EDUCATION IN PORTUGAL

In recent years there has been a decrease of public participation in the institutions of Public PHE (table 1), even when there is a slight increase in your frequency (Figure 2).

Table 1. Evolution of the expenditure effected in the operating budget – the State budget by type of institution between 2000 to 2012 (current prices and constant prices, base 2012) unit: Euro

<table>
<thead>
<tr>
<th>Year</th>
<th>Universities</th>
<th>Polytechnic Institutes</th>
<th>Other Establishments/Student</th>
<th>Total</th>
<th>Converter constant prices 2012 (INE)</th>
<th>University</th>
<th>Polytechnic Institutes</th>
<th>Other Establishments/Student</th>
<th>Total</th>
<th>Constant prices (Base 2012)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>622,018,595</td>
<td>235,468,561</td>
<td>857,487,156</td>
<td>1,3517</td>
<td>840,782,535</td>
<td>318,282,854</td>
<td>998,308,924</td>
<td>1,2946</td>
<td>917,856,817</td>
<td>1,311,145,431</td>
</tr>
<tr>
<td>2001</td>
<td>686,030,623</td>
<td>274,947,829</td>
<td>37,330,472</td>
<td>0</td>
<td>888,135,245</td>
<td>355,947,439</td>
<td>48,328,029</td>
<td>1,2503</td>
<td>998,308,924</td>
<td>1,292,410,733</td>
</tr>
<tr>
<td>2002</td>
<td>734,109,267</td>
<td>273,517,369</td>
<td>41,038,029</td>
<td>1,048,664,665</td>
<td>1,2117</td>
<td>1,056,229,043</td>
<td>998,308,924</td>
<td>1,2503</td>
<td>917,856,817</td>
<td>1,311,145,431</td>
</tr>
<tr>
<td>2003</td>
<td>728,326,082</td>
<td>284,923,045</td>
<td>42,979,916</td>
<td>1,056,229,043</td>
<td>1,2117</td>
<td>882,512,714</td>
<td>345,241,254</td>
<td>1,2503</td>
<td>847,782,141</td>
<td>1,279,832,731</td>
</tr>
<tr>
<td>2004</td>
<td>715,911,283</td>
<td>271,725,683</td>
<td>41,738,987</td>
<td>1,029,375,953</td>
<td>1,1842</td>
<td>847,782,141</td>
<td>321,777,554</td>
<td>1,2503</td>
<td>882,512,714</td>
<td>1,279,832,731</td>
</tr>
<tr>
<td>2005</td>
<td>734,620,596</td>
<td>296,000,000</td>
<td>26,021,443</td>
<td>1,053,004,881</td>
<td>1,1584</td>
<td>850,984,498</td>
<td>338,673,116</td>
<td>1,2503</td>
<td>882,512,714</td>
<td>1,279,832,731</td>
</tr>
<tr>
<td>2006</td>
<td>777,622,496</td>
<td>295,103,501</td>
<td>29,525,138</td>
<td>1,102,251,135</td>
<td>1,235</td>
<td>873,658,874</td>
<td>331,548,783</td>
<td>1,2503</td>
<td>882,512,714</td>
<td>1,279,832,731</td>
</tr>
<tr>
<td>2007</td>
<td>709,928,748</td>
<td>296,000,000</td>
<td>0</td>
<td>1,005,928,748</td>
<td>1,0969</td>
<td>778,720,844</td>
<td>324,682,400</td>
<td>1,2503</td>
<td>873,658,874</td>
<td>1,279,832,731</td>
</tr>
<tr>
<td>2008</td>
<td>716,762,216</td>
<td>306,000,000</td>
<td>0</td>
<td>1,022,762,216</td>
<td>1,0696</td>
<td>766,648,866</td>
<td>327,297,600</td>
<td>1,2503</td>
<td>873,658,874</td>
<td>1,279,832,731</td>
</tr>
<tr>
<td>2009</td>
<td>748,649,056</td>
<td>321,500,000</td>
<td>0</td>
<td>1,070,149,056</td>
<td>1,0805</td>
<td>808,915,305</td>
<td>347,380,750</td>
<td>1,2503</td>
<td>873,658,874</td>
<td>1,279,832,731</td>
</tr>
<tr>
<td>2010</td>
<td>844,004,822</td>
<td>380,700,000</td>
<td>0</td>
<td>1,224,704,822</td>
<td>1,0659</td>
<td>899,624,740</td>
<td>405,788,130</td>
<td>1,2503</td>
<td>873,658,874</td>
<td>1,279,832,731</td>
</tr>
<tr>
<td>2011</td>
<td>737,517,729</td>
<td>325,920,000</td>
<td>0</td>
<td>1,063,012,929</td>
<td>1,0275</td>
<td>757,794,329</td>
<td>334,451,250</td>
<td>1,2503</td>
<td>873,658,874</td>
<td>1,279,832,731</td>
</tr>
<tr>
<td>2012</td>
<td>581,360,345</td>
<td>261,023,173</td>
<td>0</td>
<td>842,383,518</td>
<td>1,0000</td>
<td>581,360,345</td>
<td>261,023,173</td>
<td>1,2503</td>
<td>581,360,345</td>
<td>842,383,518</td>
</tr>
</tbody>
</table>

Analyzing in detail the Table 1, a stagnation of funding of PHE in Portugal can be observed. Effectively we found that including the total value of the funding in 2012 is, at current prices, less than the amount transferred to the institutions in 2000.

![Graph showing the evolution of funding of PHE through the State budget](image)

Figure 4. Evolution of higher education Funding, through the State budget (current prices). (Authors’ compilation). Unit: Euros

This evolution can be seen in the figure 4, allowing us to assess development similar to the funding level, both with regard to what is available to universities, whether the one that is provided to Colleges and other institutions of PHE.

If we add to this analysis an index to correct the effect of inflation (table 1), we see a sharp decline in public funding of PHE in 2012 in comparison for 2000 by more than 27%.

![Graph showing the evolution of funding of PHE through the State budget](image)
Figure 5. Evolution of higher education Funding, through the State budget (constant prices-2012 Base). (Authors’ compilation). Unit: Euros

![Cost of students](image)

Regarding the figure 5, it is clear the significant reduction of the funding institutions. This led institutions to carry out expenditure higher than the initial budget (Cerdeira, 2008), in the years 1999, 2001, 2002, 2006 and 2007.

Figure 6, however, allows us to observe the management costs per student, depending on the number of students enrolled (MEC, 2015). The study was presented at the request of the Portuguese Ministry of Education, in order to develop a new funding model of the PHE and introduces the public cost in terms of the average number of students enrolled. We stress the clear economies of scale of larger institutions, with more than 5,000 students and also the blue line that allows us to show the average cost that will serve as a basis for the new funding model of the PHE in Portugal.

**ACCESSIBILITY TO HIGHER EDUCATION**

With the update of the value of the tuition fees in 1992 (Figure 2), a value that remained unchanged since 1941 (1,200 $00), Cabrito (2002) and Cerdeira (2008) warn of the problem of accessibility and equity of students in PHE. Equity in access to higher education intends to put all students wishing to attend the same level regardless of financial standing of their own or their families (Cerdeira, 2012).
As regards the accessibility to the PHE, we can consider two aspects, the generic capacity to attend the PHE and the financial capacity to pay the costs of your frequency (Cerdeira, 2012), by students.

Table 2. Comparison of total costs of students in higher education and median income – US Dollar PPS (*)

<table>
<thead>
<tr>
<th>Country</th>
<th>Total Costs</th>
<th>Average Income</th>
<th>%</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td>6.250</td>
<td>22.020</td>
<td>28.4%</td>
<td>1º</td>
</tr>
<tr>
<td>Norway</td>
<td>8.096</td>
<td>26.623</td>
<td>30.4%</td>
<td>2º</td>
</tr>
<tr>
<td>Netherlands</td>
<td>10.348</td>
<td>28.032</td>
<td>36.9%</td>
<td>3º</td>
</tr>
<tr>
<td>Finland</td>
<td>7.977</td>
<td>21.010</td>
<td>38.0%</td>
<td>4º</td>
</tr>
<tr>
<td>France</td>
<td>8.047</td>
<td>20.650</td>
<td>39.0%</td>
<td>5º</td>
</tr>
<tr>
<td>Denmark</td>
<td>9.443</td>
<td>22.929</td>
<td>41.2%</td>
<td>6º</td>
</tr>
<tr>
<td>Sweden</td>
<td>9.265</td>
<td>20.716</td>
<td>44.7%</td>
<td>7º</td>
</tr>
<tr>
<td>Latvia</td>
<td>6.223</td>
<td>13.646</td>
<td>45.6%</td>
<td>8º</td>
</tr>
<tr>
<td>Canada</td>
<td>13.007</td>
<td>26.623</td>
<td>48.9%</td>
<td>9º</td>
</tr>
<tr>
<td>New Zealand</td>
<td>10.670</td>
<td>19.265</td>
<td>55.4%</td>
<td>10º</td>
</tr>
<tr>
<td>England and Wales</td>
<td>14.844</td>
<td>24.652</td>
<td>60.2%</td>
<td>11º</td>
</tr>
<tr>
<td><strong>Portugal</strong></td>
<td><strong>8.778</strong></td>
<td><strong>11.145</strong></td>
<td><strong>78.8%</strong></td>
<td><strong>12º</strong></td>
</tr>
<tr>
<td>Australia</td>
<td>19.352</td>
<td>23.017</td>
<td>84.1%</td>
<td>13º</td>
</tr>
<tr>
<td>USA</td>
<td>23.615</td>
<td>26.990</td>
<td>87.5%</td>
<td>14º</td>
</tr>
<tr>
<td>Japan</td>
<td>24.802</td>
<td>22.790</td>
<td>108.8%</td>
<td>15º</td>
</tr>
<tr>
<td>Mexico</td>
<td>8.108</td>
<td>4.615</td>
<td>175.7%</td>
<td>16º</td>
</tr>
</tbody>
</table>

Source: Cerdeira (2012)

* 1 € = 1,32515 dollar, according to OANDA Conversor, 31/12/2010

The notion of accessibility to the PHE can be complemented by the careful examination of table 2, where we note that Portugal offers a cost per student very high. But if we compare this cost with the median income Portuguese in 2010, we see a very big effort for students can study in these institutions, having only to Australia, USA, Japan and Mexico a higher relative weight. When we see that in 2010, a student who study in PHE supports costs represent nearly 80% of the median income in the country at the same time, we realize that access to accessibility can be concerned.

Table 3: Annual expenditure per student by purchasing power parity (PPS), in primary education (ISCED 1), 2nd and 3rd cycles and Secondary Education (ISCED 2-4), and higher education (ISCED 5-6), based on constant prices, for years 2000, 2007, 2008 e 2009.
The table 3 presents the annual expenditure per pupil in public and private education institutions on measures as the central, regional and local Authorities, families and other private bodies (non-profit organizations and companies) spent per pupil/student. Annual expenses include personnel costs, current expenditure and capital expenditure. The indicator was calculated by dividing the total amount of the annual budget by the number of full-time equivalent students at the level of education concerned.

The annual expenditure numbers were converted into purchasing power standard (PPS) to eliminate the differences in price between countries and deflated by GDP price index (base year 2000). The PPS...
is expressed in Euros. The GDP price index for main components, was used to calculate the expenditure at constant prices.

When we see that in 2010, a student who study in PHE supports costs represent nearly 80% of the median income in the country at the same time, we realize that access to accessibility can be concerned by the difficulties that this same student can feel, even with the support of the family, to bear the financial burden of is education.

**SOURCES OF FINANCING PUBLIC HIGHER EDUCATION**

The funding of PHE in Portugal presents many challenges, some of them already explained, such as the decrease in public funding of public institutions, the problem of accessibility to the PHE for financial reasons, the slowdown in the number of students who access the PHE, and let's see now another problem which relates to the current financial crisis across Europe and with higher incidence in Portugal.

Analyzing the report drawn up by the European Commission (2013), it is possible to check and compare the evolution of spending on education in the European Union. We can see a parallel between the countries most affected by the crisis (southern Europe), noting a reduction of investment in PHE, generally speaking.

Figure 7. Evolution of the weight of the State budget and from own resources in public higher education institutions.
Source: Cerdeira (2008, 2012)
The reduction of public funding will not be unrelated to the current crisis in our country, but also the ideological liberal nature option, how would you rate Cerdeira (2012). Naturally this funding
reduction, that from 2005 to 2012 reached 20.5%, forces universities to look for other sources of funding to allow bridging the public disinvestment. How can we check for Figure 7, the weight of the State budget revenues of public state, has declined a lot, going from 95% in 1989 to 62% in 2008.

Against this background, the ways of financing the organizations had to be rethought in a very short space of time, therefore encouraging, or forcing, the institutions to strengthen their own revenues with new forms of financing, often requiring creativity in doing so. In relation to tuition fees, the institutions have a legal limit of your maximum value (the maximum value for the 1st cycle is currently € 1,065.72) and have yet to meet the accessibility referred to previously, you can define the number of students who access the PHE.

CONCLUSIONS

This paper discussed the evolution of public funding allocated to Universities and Polytechnics, as well as the challenges to bridge the necessary reduction of PHE from governmental financial support, which is critical for the survival and maintenance of PHE within reach of the whole population, ensuring the desirable accessibility. The study presented here is part of a broader study, an ongoing work, which aims to perform an in depth analysis, in addition to the situation depicted in this paper, of the costs incurred by students of this level of education and compare them with the situations in other countries.

With the research made, we could corroborate the need for identifying new ways of financing the PHE in the scope of the reduction of public participation in the financing of the institutions, by the means of patronage-philanthropy, investigation at the request of companies, or the sale of products and the rental of spaces (Johnstone, 2004).

This paper also corroborated the trends identifies by Trow (1973, 2007), namely in what is concerned with the universal higher education and subsequent massification tendency. The massification of higher education frequency in Portugal, especially in the last 30 years (Alves et al., 2010), and in particular the institutions of Public Higher Education, led to a greater financial need for the government to finance many more students. This financial pressure has been reduced with the introduction of various measures that Johnstone (1986) baptized of cost-sharing or by calling students and families to increasingly share the financial burden, by helping to funding institutions, with measures such as the increase of tuition fees, or through the introduction of limits on the recruitment of human resources in the institutions of (PHE), or with the introduction of the Bologna process in 2006, which reduced the time students would take to obtain their degrees, by reducing the degrees curricula, and therefore reducing the resources needed. This significant decrease of public funding of
public institutions forced (PHE) to seek other forms of financing and funding. If financing by the Portuguese State budget in 1989 had a coverage of 95% of PHE budgetary needs, such ratio would be significantly reduced to only 62% in 2008 (Cerdeira 2008, 2012). Furthermore, more recently, analyzing the evolution of funding from 2000 to 2012, a reduction of public funding by more than 27% is observed (constant prices, 2012 base).

In relation to the financing available to PHE, the tuition fees continue to contribute importantly. Nevertheless its value remains conditional upon the political-governmental rule, which determines its maximum value, as it bears in mind the principle of accessibility. If accessibility is not ensured, that means a setback, going back to a public elite PHE status, which, on the other hand can generate a further reduction of tuition revenue, by the resulting lower number of students attending the higher education, and by an increase of students’ abandonment due to financial reasons (Cerdeira, 2008).

We have identified also a unmoving growing concern with the implications of the strong reduction in the number of students, as well as increasing levels of abandonment, with consequent losses for the ability to collect due payments (MEC, 2015), which subsequently causes a significant reduction in revenue from tuition and other fees, which leads to a rise of underutilisation of resources and underutilization of material resources (sub-capacity of rooms and equipment).

In resume, the issues referred throughout in this paper are not only being inadequately tackled, but, worst, are becoming a chronic going on concern, jeopardizing the future and potential of the PHE organizations and periling the accessibility of the population to higher education, therefore curtailing a very significant universal right that modern society considered to be safely granted.
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ABSTRACT

This study investigates the negative effect of the home country’s institutional image on emerging-market multinationals’ acquisitions, and how they can increase their acquisition completion by overcoming this effect. We propose that their foreign acquisition is more likely to complete if (1) the acquirer has an international footprint - it has inward internationalization experience or it acquires through overseas subsidiaries, and (2) it enters institutionally close markets. Using longitudinal data of 13,259 acquisitions between 1996 and 2012 by firms from ten major emerging economies. We empirically test our hypotheses. The findings have important implications for scholars, policymakers and managers.
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INTRODUCTION

Emerging markets (EMs) have not only become major foreign direct investment (FDI) recipients, but also important contributors of 39% of the global FDI outflow (UNCTAD 2014b), forming a critical element for global economic recovery from the recent downturn, and growth (Sauvant et al. 2010). Multinationals from these markets conducted 56% of world cross-border mergers and acquisitions (M&As) (UNCTAD 2014b), as exemplified by several high-profile overseas takeovers as developed-economy multinational enterprises (MNEs) divested during the recent economic crisis, such as the purchase by Petronas (Malaysia) of Progress Energy Resources Corp (Canada) for US$5.4 billion, the acquisition by Sinopac Group (China) of Petrogal Brasil Ltda (Brazil) for US$4.8 billion and the purchase of Energias de Portugal SA (Portugal) by China Three Gorges Corp (China) for US$3.5 billion (UNCTAD 2013).

A major leapfrog trajectory (Luo and Tung 2007), acquisitions are EM multinationals’ (EMMs) favorite FDI mode (Buckley et al. 2014). However, their overseas acquisitions achieve less success than the global average (Peng 2012), despite tending to bid higher (Hope et al. 2010). Explaining drivers of
M&As by emerging markets and their outcomes forms a critical task in understanding today’s international investment landscape (Li et al. 2016). Past M&A research has mainly focused on factors that lead to post-acquisition performance, thereby giving very limited attention to how acquisitions are completed (Dikova et al. 2010; Li et al. 2016). In this paper, we focus on EMMs’ international acquisition completion, following a growing literature (e.g. Dikova et al. 2010; Li et al. 2016).

Acquisition completion is very important as the first step of M&A. As Dikova et al. (2010) note, although in some particular cases it might be more beneficial to terminate an acquisition deal than proceed with a purchase that could cause dramatic future losses, most firms usually strive for an ultimate deal completion. According to Li et al. (2016), there are at least three reasons for acquirers to complete an acquisition deal fast. First, the acquiring firm bears upfront costs in identifying targets, choosing advisors on legal, finance and accounting issues, and releasing important information about its strategies for the acquisition. Second, it also incurs opportunity costs by forgoing other acquisition chances. Third, abandoning the deal forms a breach of contract and can result in a heavy penalty and damage to the firm’s reputation and creditability.

Most of prior studies draw on factors from finance, corporate governance and management literatures to investigate acquisition phenomena in the context of developed countries. For example, these studies document a number of factors that have an impact on acquisition completion such as target company size (Hoffmeister and Dyl 1981), target management resistance to acquisition (Holl and Kyriazis 1996), managerial ownership (O’Sullivan and Wong 1998), deal structure (Branch et al. 2008), termination fees (Calcagno and Falconieri 2014; Officer 2003), information asymmetry between acquirers and targets (Dikova et al. 2010; Muehlfeld et al. 2012), and state ownership of acquirers (Li et al. 2016).

Although research has begun to investigate the very important influence of institutional environments that FDI is subject to (Peng et al. 2008), more insights from the institutional theory (Dikova et al. 2010; Zhang et al. 2011) and for EMMs, the driving forces in global FDI, are pivotal in tackling the puzzle. EMMs tend to suffer from certain disadvantages in international business. For instance, they lack famous brand names, superior technology and managerial experience (He et al. 2013; Wang et al. 2014); they also tend to be victims of a negative national and institutional image (Bartlett and Ghoshal 2000; Child and Tsai 2005; Cuervo-Cazurra and Ramamurti 2015; Luo and Tung 2007; Moeller et al. 2013). Home country image can influence positively or negatively the perceptions of stakeholders in a host country (Kostova and Zaheer 1999; Moeller et al. 2013; Zaheer and Zaheer 2005), which we suggest influence the ease/difficulty of how foreign investors gain legitimacy in the host countries, and thus impact the acquisition completion. For example, as the European Union Chamber of Commerce pointed out, European companies would opt to be taken over by another European/US company rather than a Chinese one (China Daily, 2014). Given their increasingly important role in...
global FDI, whether EMMs receive the negative effect of institutional image on international takeovers and how they can tackle this effect to increase their overseas acquisitions remains unanswered. Thus, this research seeks to explore the effect of EMMs’ institutional image and their strategies to address it for FDI completion, and to provide implications for policymakers in home and host countries, researchers and managers.

Drawing on the strategic response theme of institutional theory (Barney et al. 2001; Peng 2003), and the springboard perspective (Luo and Tung 2007), we fix these gaps by exploring two strategies that are adopted by EMMs to enhance acquisition completion, which represents the most basic goal in international acquisitions (Muehlfeld et al. 2012): their international footprint and FDI location. First, EMMs can expand their home base to increase international reputation and experience, generate collaborative networks, and improve institutional image. This strategy consists of two methods. EMMs can develop international experience and reputation through inward internationalization learning with foreign players (Child and Rodrigues 2005); they can also set up subsidiaries in foreign countries to carry out international purchasing. Second, they can choose institutionally similar countries as their acquisition targets (68% of the acquisitions in EMs were from other EMs (UNCTAD 2014a)).

This research contributes to the literature in three ways. First, it enriches the institutional image literature (e.g. Kostova and Zaheer 1999; Moeller et al. 2013; Zaheer and Zaheer 2005) by examining its effect on foreign acquisition completion. Past acquisition completion research has ignored this important institutional aspect (Dikova et al. 2010). Expanding into other countries, MNEs confront the liabilities of being foreign. Their institutional image forms extra cognitive and normative challenges from local investors, regulators, consumers and other stakeholders for foreign organizations to gain legitimacy (Chattalas et al. 2008; Kostova and Zaheer 1999; Li et al. 2016; Scott 1995). The simplified perception of EMMs, especially in more developed countries, can be negative, given EMMs’ shortage of critical resources (He et al. 2013; Wang et al. 2014), and home country’s institutional voids (Luo and Tung 2007). This institutional image creates additional difficulty for EMMs in fulfilling overseas takeovers. As a fresh attempt, we address this knowledge gap by empirically testing the influence of institutional image on EMMs’ acquisition performance.

Second, it adds to the EMM FDI literature by theorizing and testing how EMMs tackle the liability of institutional image to increase foreign acquisition completion. Noting the serious institutional image effect, prior research does not address this effect on FDI from emerging markets, especially the overseas purchases of businesses, or the solutions by EMMs to overcome the liability of institutional image. Thus, this research represents a valuable effort to shed light on this line of enquiry, adding to the institution and EMM FDI literature. It also adds to the acquisition performance literature, which is
largely limited to post-acquisition or post-merger outcomes but not completion (Buckley et al. 2014; Dikova et al. 2010; Zhang and He 2014). Therefore, it would provide meaningful performance implications and normative value to researchers and managers.

Third, it extends the recent development of the “home base” perspective (Zhou and Guillén 2015). The “home base” perspective suggests that the home base, a combination of countries where a firm accumulates operational experience, provides better prediction of firm internationalizing behaviors than does the home country. However, this concept suffers from shortcomings. For example, it overlooks the knowledge/experience that a firm can develop via inward internalization (e.g., exporting and outsourcing, OEM, and joint venture), and that foreign partners transfer to and share with it (Child and Rodrigues 2005). Our research extends the home base perspective by considering and incorporating these factors into the construct, offering a more complete analysis of the role of the home base in the firms’ international expansion.

**THEORY AND HYPOTHESES**

Emerging economies have become important contributors to global FDI (UNCTAD 2014b). Multinationals from emerging markets favor foreign acquisition over greenfield as an entry mode (Luo and Tung 2007; Peng 2012; UNCTAD 2014a-b), because this provides rapid ownership of sought strategic assets or entry to new markets (Buckley et al. 2014; Wang et al. 2014). However their overall acquisition completion rate is below the global average (Peng 2012). There are multiple reasons for the relatively low likelihood of completion. Generally, international acquisitions are risky, as the completion may be influenced by target volume (Hoffmeister and Dyl 1981), target management resistance (Holl and Kyriazis 1996), managerial ownership (O’Sullivan and Wong 1998), deal structure (Branch et al. 2008), termination fees (Calcagno and Falconieri 2014; Officer 2003), and information asymmetry between acquirers and targets (Dikova et al. 2010; Muehlfeld et al. 2012).

International acquisitions are particularly associated with challenges due to “liability of foreignness” (Eden and Miller 2004). This challenge refers to differences in institutional forces including national culture, customer preferences, and business practices; they are exacerbated impediments to MNE legitimacy (Kostova and Zaheer 1999), and successful acquisition and realization of strategic objectives (Aybar and Ficici 2009). The acquirer’s lack of experience with implementing acquisitions, organizational inertia in absorbing the target, and prior absence in the target country may inhibit the benefits of acquisition and also the confidence of the stakeholders in the target country. Additionally, misidentification of asset complementarities, complications in target assessment, and informational...
asymmetries may also have adverse effects on purchase success (Dikova et al. 2010). These challenges cause serious problems with acquisition completion and post-acquisition integration.

There are reasons specific to EMMs as well. From an internal perspective, EMMs are known to have poor governance and accountability (Luo and Tung 2007), and lack famous brand names and superior technology (He et al. 2013; Wang et al. 2014). Their disadvantages partly originate from EMMs and their home countries’ late entry into international competition (Wang et al. 2012). EMMs lack critical international experience and managerial competence needed to organize global activities, and professional expertise in functional areas such as international accounting, finance, marketing, and law. A home country’s underdeveloped strategic factor markets also constrain both an EM firm’s access to managerial expertise, and its ability to develop sophisticated technologies; and build global brands, or organize complex manufacturing operations (Tolentino 2010; Wang et al. 2012). As a result, many EMMs find that international expansions via acquisitions do not readily translate to value (Aybar and Ficici 2009).

Below we present our hypotheses (summarized in Figure 1).

**Figure 1. Summary of Hypotheses**

Institutional Images and Acquisition Completion

From an external perspective, EMMs tend to be victims of a negative institutional image (Buckley et al. 2007; Luo and Tung 2007; Moeller et al. 2013), or discrimination effect (Cuervo-Cazurra and Ramamurti 2015). Institutional image is a stereotype-driven attribute that links the product/organization to positive and/or negative emotional associations with particular nations (Chattalas et al. 2008).
Institutional image is a part of country image. Its effect, in the form of country-of-origin (COO) effect, has been addressed in marketing literature (e.g., Balabanis and Diamantopoulos 2004). In marketing, country image refers to the picture, the reputation, the stereotype businessmen and consumers attach to products of a specific country under the influence of representative products, national characteristics, economic and political background, history and traditions (Nagashima 1970). The concern is whether the “foreignness” of products/brands will make them less preferable to customers in different countries due to consumer ethnocentrism, holders of which tend to show higher levels of domestic bias and are less favorably disposed toward foreign products (Balabanis and Diamantopoulos 2004). Empirical studies indicate robust support for such an effect (Peterson and Jolibert 1995).

The application of COO has been extended from products to people and organizations in international contexts. For example, Zaheer and Zaheer (2005) assert that based on stereotyping, certain nationalities may be trusted to greater or lesser extents in certain countries. Kostova and Zaheer (1999) suggest that organizations can face ‘legitimacy spillovers’ from their COO - from perceptions of the legitimacy of the institutional context that they are embedded, and of other organizations that they are seen to be related to or connected with. In the context of international acquisition, this means that buyers from certain countries may be perceived as more or less legitimate in a specific country, depending on the overall legitimacy of the COO of the international acquirer in the target country (Zaheer and Zaheer 2005). Although students like Noorderhaven & Harzing (2016) suggest this effect is rooted in the influence of culture and institutions of the home country, their focus is on how this effect influences MNEs’ activities, rather than how it is perceived by stakeholders in the international environment.

As institutional frameworks are the key forces that impact firms’ behaviors and outcomes in international business (Peng et al. 2008), in this paper we focus on the impact of institutional image, which is defined as the picture, the reputation and the stereotype stakeholders attach to organizations of a specific country that carry domestic heritage, or “liabilities of origin”, under the influence of national background, especially institutional characteristics (Bartlett and Ghoshal 2000; Kostova and Zaheer 1999). Like COO (Sharma 2011), institutional image has normative associations such that a positive evaluation of organizations from a certain country may be perceived as an endorsement of its policies, practices, and actions, and vice versa.

The institutional image perception by local entities such as investors, regulators, consumers and other stakeholders forms part of the host country’s institutional environment that foreign firms confront (Chattalas et al. 2008; Scott 1995; Sharma 2011). According to North (1991, p. 97), institutions are formal and informal “humanly devised constraints that structure political, economic and social
interactions”. Institutions consist of three pillars: regulative, cognitive and normative (Scott 1995). Multinational firms face divergent local institutional, economic and cultural conditions in host countries. The differences in institutions between home and host countries create international firms’ liability of foreignness (Zaheer 1995). For firms from EMs that expand into international markets, one form of the liability of foreignness is the local stereotyped perception of their characteristics, in the form of an institutional image effect. Firm reputation is one of the informal institutional constraints on MNEs (Dikova et al. 2010). The institutional image is both a cognitive process and a normative process (Chattalas et al. 2008; Scott 1995; Sharma 2011). The perception EMMs receive from host countries, especially the developed ones, can be more or less passive exerting additional pressure on these organizations (Luo and Tung 2007). From the institutional thinking, an institutional image effect can be due to the stereotyping of the host country as a simplified way in cognitive psychology of dealing with a lack of information about the foreign entity through categorizing on the basis of cognitive structures like schemas and stereotypes. According to Kostova and Zaheer (1999, p. 73-74), the host country legitimating environment often has less information to assess a foreign entity, resulting in suspicion toward and scrutiny of the latter. This also leads to the use of stereotypical assessments that may arise from long-established, taken-for-granted assumptions in the host environment regarding this entity from a particular home country.

Expanding into overseas markets, the institutional image of an organization’s home country can influence its acceptance by host country stakeholders, that is, the public, competition, customers, business partners, etc. (Zaheer and Zaheer 2005). Institutional image is a badge representing the investing firm’s background/history to host country stakeholders, signaling favorable or unfavorable information (Moeller et al. 2013). This effect will influence not only EMMs’ after-entry operations (Wang 2013), but also their pre-acquisition process. Investing organizations may not be welcomed by local people and/or businesses, in addition to the difficulty caused by gaps in understanding cultural variations present in the external and internal environments, or liability of foreignness (Moeller et al. 2013). The predisposition of a host country’s constituents toward acquisitions by foreign companies due to their institutional image exerts positive or negative effects on takeover success.

Consumers in developed markets perceive products and brands from less developed countries negatively and equate them with low quality and price (Aulakh et al. 2000). Moreover, investors from emerging markets are especially attributed with passive “domestic institutional heritage … that are permeated by the domestic institutional environment and carried over in host countries” (Wang et al. 2014, p.5). The institutional image of EMMs is often negative partially due to domestic institutional constraints. EMMs’ corporate governance is broadly considered weak because emerging markets generally do not have healthy stock markets yet or developed market economies free from
relationship-based governance, and are often subject to frequent government intervention (Cardoza et al. 2016; Luo and Tung 2007). EMMs may even be considered as their governments’ instruments in the host countries, creating suspicions, concerns and resistance from local stakeholders (Zhang and Ebbers 2010). Therefore, EMMs suffer from weak brand recognition and poor country image. There are widespread concerns among foreign stakeholders and the public about the accountability, transparency, and trustworthiness of EMMs and their home countries; hence, they are reluctant to invest in relationship building with emerging market investors (Wang et al. 2014). As Wang et al. (2014) note, even famous EMMs can be victims of such a stereotyped effect. As a result, having better institutional image perceptions is vital for acceptance in host countries and for international purchase completion.

We use the perceived institutional quality of the investing nations to proxy the Institutional image of the EMMs, which is derived from the World Bank’s Worldwide Governance Indicators (WGI). This set of measures comprehensively reflect survey respondents’ perceptions of the quality of six dimensions of governance: voice and accountability, political stability, government effectiveness, regulatory quality, rule of law, and control of corruption (Kaufmann et al. 2010, p. 4). Based on the above discussion, we have the following:

H1: EMMs’ overseas acquisitions are less likely to complete if their home country has poor institutional images.

EMM Acquisition Strategy and Completion

We are interested in seeing how EMMs can tackle their institutional image disadvantages in international expansion through overseas acquisition, their major market entry method (UNCTAD 2014b). We systematically examine EMMs’ internationalization strategy and market selection strategy, which are under these firms’ control to study their roles in improving acquisition completion. We draw on the strategic response theme of institutional theory (Oliver 1991; Peng 2003) and the springboard perspective (Luo and Tung 2007) to develop hypotheses.

The strategic response theme of institutional theory (He et al. 2013; Oliver 1991; Peng 2003; Xu et al. 2004) suggests that firms will respond to institutional challenges by deploying resources and formulating strategies accordingly. Although institutions form pressure on social players for conformity, convergence and isomorphism (North 1990; Peng 2003), businesses can react actively and differently to address the challenge depending on their resources and capabilities (He et al. 2013). For example, Oliver (1991, p. 146) suggests that firms’ “responses to institutional pressures are not assumed to be invariably passive and conforming across all institutional conditions”. Kostova and Zaheer (1999) posit that MNEs’ legitimacy establishment in foreign markets is subject to both external
institutional complexity and organizational characteristics (e.g. visibility and size of the MNE, legitimacy of other parts of the MNE). Following this logic, we argue that to address the challenges derived from a lack of resources and a negative institutional image, EMMs can improve their legitimacy and then increase likelihood of acquisition completion through pooling resources and developing strategies such as having an international footprint and carefully choosing the FDI location.

The springboard perspective also provides an important approach to understanding emerging market organizations’ rapid internationalization and M&As (Luo and Tung 2007). This line of thinking suggests that EMMs use international expansion as an efficient way to seize strategic assets and market opportunities and to avoid domestic institutional and market voids. It also systematically highlights the reasons for EMMs to “spring” in great detail. This perspective offers the research a comprehensive view of the attributes of these organizations and their domestic environments, and motivations of and reasons for their rapid international expansion.

Below we extend the strategic response theme and the springboard perspective by proposing two strategies that can help EMMs to “spring” successfully. We hypothesize that EMMs can develop several strategies to respond to the challenge derived from the relatively unfavorable institutional image as presented in H1, such as having an international footprint and choosing their FDI location, for a greater likelihood of acquisition completion.

**International footprint and acquisition completion**

Building on the institutional theory (e.g., North 1990; Oliver 1991; Peng et al. 2008) and Luo and Tung’s (2007) springboard perspective, we advance the idea that EMMs can develop a strategy to overcome their institutional image disadvantages for acquisition completion. The springboard perspective maintains that firms from emerging markets intend to use international expansion in a systematic way to compensate for their resource and image deficiencies. We identify two particular strategies that can help EMMs to increase their international experience base, mitigate the liability of origin, and increase foreign purchase completion. The first is having an international footprint in terms of inward internationalization (having cooperative arrangements with foreign firms at home) and external internationalization (having overseas subsidiaries to learn firsthand). Learning from prior acquisition experience is crucial for MNEs to enhance acquisition performance (Dikova et al. 2010; Muehlfeld et al. 2012). However, many EMMs without prior acquisition experience can benefit from other valuable international involvement experience.

An international footprint provides a crucial platform for EMMs to develop an understanding of and react to the institutional environments entailed in overseas acquisitions. We propose that EMMs’ international footprint both directly increases acquisition completion and helps offset the effect of
their home countries’ poor institutional image. Institutional theorists suggest that an MNE’s familiarity with the institutional profiles of the environments will make it easier to make sense of all of its environments and to respond appropriately to their legitimacy requirements (Kostova and Zaheer 1999). Firms obtain legitimacy by becoming “isomorphic” with the institutional environment by means of adjusting organizational forms, structures, policies, and practices to be similar to those institutionalized in their environment. Given the complexity and variety of institutional environments and the differences among these environments, achieving legitimacy through isomorphism becomes a difficult task, especially for EMMs that suffer from resource/capability constraints. They can adapt to local environments based on “the organizational experience in dealing with legitimacy issues and expertise in scanning different institutional environments, identifying important legitimating actors, making sense of their legitimacy requirements, and negotiating with them” (Kostova and Zaheer 1999, p. 72).

Inward internationalization refers to an EMM’s participation in cooperative arrangement, such as exporting and outsourcing, OEM (original equipment manufacturing), ODM (original design manufacturing), OBM (original branding manufacturing), strategic alliances or joint ventures (JVs) with international companies at home (Wang et al. 2014). Although the recent home base perspective suggests that the home country loses relevance when an MNE expands its home base (Zhou and Guillén 2015), we should not ignore the benefits acquired from working with foreign partners at home. EMMs can learn from the inward internationalization process before they invest abroad (Luo and Wang 2012).

This cooperative experience enables EMMs to learn about international standards, practices and management from global players who transfer technological and organizational skills, allowing them to move forward, undertaking outwards internationalization sooner and on a greater scale (Luo and Tung 2007; Luo and Wang 2012; Thomas et al. 2007). Working with foreign organizations and participation in global value chains are particularly helpful in overcoming issues of market information and uncertainty, and in developing knowledge in production, distribution, marketing, and management (Child and Tsai 2005). EM enterprises have gathered considerable technological and process management skills, unique capabilities and learning skills, and financial and operational assets through the cooperative arrangement with foreign parents (Luo and Tung 2007; Luo and Wang 2012). Arrangements such as exporting and importing, OEM, ODM and OBM provide EM firms the opportunities of achieving scale economy, and of obtaining reputation in manufacturing excellence. Equity-based cooperative alliances and JVs bind EM firms even more closely to their foreign partners (Luo and Tung 2007). These can offer a spillover effect to effective transfer resources and diffuse information to local partners, not just in terms of production and distribution, but also in other areas.
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where internationally competitive standards must be achieved (Gu and Lu 2011). EM companies in which foreign investors have an equity stake generally have better corporate governance quality for FDI decision making (Bhaumik et al. 2010). MNEs are interested in those EM firms that have capabilities including partnering abilities (Shi et al. 2014).

According to the organizational learning literature (Cardoza et al. 2016), the pool of experience and knowledge accumulated from this internationalization process not only influence EMMs’ attitude toward cross-border acquisition (Deng 2009), but also provide them capabilities to identify ideal acquisition targets and cooperation partners, understand institutions in target markets, and implement business activities overseas, all of which are imperative in overseas acquisitions.

In addition, EMMs equipped with prior inward experience tend to have a better reputation for having international experience and an understanding of international practices (Child and Rodrigues 2005; Wang et al. 2014). They can benefit from the legitimacy spillover effect that inward internationalization can generate (Adkisson and McFerrin 2014; Kostova and Zaheer 1999). When an EMM bids to buy into a new foreign market, the local stakeholder groups may lack sufficient information and knowledge about this foreign new comer; their initial perception of this EMM player may arise from their stereotype of the home country of this EMM, quite often the institutions of it. On the other hand, stakeholders seek inference from relevant sources about the bidders (Adkisson and McFerrin 2014; Kostova and Zaheer 1999). The EMM acquirer’s cooperation experience with foreign organizations can serve as a reference for this purpose to improve its legitimacy. This spillover effect may reduce the liability of foreignness of an EMM bidder and compensate the difficulty caused by the negative institutional image of its home.

Based on arguments above, we propose both direct and moderating effects.

**H2a:** EMMs’ overseas acquisitions are more likely to complete if they have inward internationalization experience.

**H2b:** EMMs’ inward internationalization experience positively moderates the relationship between the poor institutional images of EMMs’ home countries and their acquisition completion.

An international takeover can be undertaken by either an EMM’s units from home or by an overseas subsidiary. Based on the logic of the home base perspective (Zhou and Guillén 2015), and the springboard perspective (Luo and Tung 2007), we propose that foreign acquisitions through EMMs’ foreign subsidiaries are more likely to succeed.

International operations in locations including the home country provide valuable exposure to varying institutional and business conditions, forming a home base which reaches beyond the home.
country (Zhou and Guillén 2015). When firms invest and operate abroad, they gain and accumulate experience in a number of foreign countries and expand their home base from home country to several countries. The original home image may become less visible and influential (Cuervo-Cazurra and Ramamurti 2015).

Internationalization also serves as a springboard for EMMs to overcome home-based disadvantages (Luo and Tung 2007; Wang et al. 2014). Foreign investment including acquisition itself may mitigate an EMM’s disadvantage in brand awareness and international reputation (Luo and Tung 2007). Foreign subsidiaries tend to enjoy high autonomy as a strategic mechanism to overcome the EMM’s weaknesses in managing globally-dispersed businesses and its home-country disadvantages (Wang et al. 2014). First, operating overseas compensates for EMMs’ disadvantages in brand awareness, technological development and managerial experience (Child and Tsai 2005). EMMs see the value of moving operations to advanced countries to escape discrimination towards their home origins (Cuervo-Cazurra and Ramamurti 2015). According to Wang et al. (2014), subsidiaries differentiate themselves administratively from home countries and from parents, and undertake practices to establish local legitimacy. Foreign subsidiaries enjoying delegated autonomy dissociate themselves from the parent company to decrease the risk of poor corporate governance at headquarters impeding legitimacy at the subsidiary level (Wang et al. 2014). Additionally, they hire local talent as senior executives, who work to provide domestic knowledge and connect in the role of “offshore champions” (Bartlett and Ghoshal 2000). As a result, EMMs’ foreign units can increase accountability and improve transparency, therefore raising the units’ reputation and trustworthiness with local stakeholders (Luo and Tung 2007). Those subsidiaries serving as international acquirers may be further distanced from their home origin and parent organization, thus finding it easier to gain legitimacy in the acquiree’s nation.

Second, foreign subsidiaries help to exploit housed resources and gain access to local knowledge (Gubbi et al. 2010). They learn by searching, experiencing, integrating and developing knowledge from a wider range of sources. As a result, operating overseas is a strategic mechanism to fix EMMs’ lack of foreign experience and corresponding unfamiliarity with how business should be conducted outside the home (Wang et al. 2014). This role of a subsidiary is especially relevant to EMMs seeking to purchase further in overseas countries. Through prior international experience as foreign investors, firms gain important knowledge about customers, markets, cultures and governments that in turn facilitates future international expansion (Thomas et al. 2007). Operating in overseas environments also means organizational experience in tackling legitimacy issues and expertise in examining different institutional environments, identifying important legitimating actors, understanding their legitimacy requirements, and negotiating with them (Kostova and Zaheer 1999). Understanding of
and experience in dealing with institutional multiplicity and complexity in international operations help EMMs to identify ideal acquisition targets, price deals more realistically, conduct negotiations more confidently, and communicate with local stakeholders more effectively. Experience in executing acquisitions, organizational inertia in absorbing the target, and prior presence in international markets may help complete cross-border acquisitions more easily (Aybar and Ficici 2009).

H3a: EMMs’ acquisitions are more likely to complete if they are undertaken by EMMs’ overseas subsidiaries.

H3b: EMMs’ overseas subsidiaries’ undertaking of foreign acquisitions positively moderates the relationship between the poor institutional images of EMMs’ home countries and their acquisition completion.

**FDI location and acquisition completion**

Another strategy of increasing foreign acquisition completion is to select the FDI location. When internationalizing through overseas acquisitions, EMMs face multiple country targets. From institutional theory, this means multiple institutional environments, each presenting its specific set of regulatory, cognitive, and normative domains (Scott 1995). The structure, composition and legitimacy requirements of these institutions typically vary across national environments (Kostova and Zaheer 1999). Therefore, the distance in institutions between the home and target forms an influential factor upon MNEs’ location choice strategy (Buckley et al. 2007). Such impact has seen mixed results in the literature (Tihanyi et al. 2005). Recent scholarship suggests that this influence is dependent on particular conditions (Conti et al. 2016). In the case of cross-border acquisition, the institutional distance between the home and the host can influence both the difficulty of correctly understanding local institutional requirements, and the degree of adjustment required (Berry et al. 2010). It will be easier for a firm to understand and adjust to the legitimacy requirements of a country that is institutionally similar to its home country. The pressure for compliance with host-country rules and laws that a foreign acquirer cannot easily understand may make a deal more costly to finalize, or even jeopardize its completion (Dikova et al. 2010).

Therefore, EMMs need to carefully choose their acquisition location for greater likelihood of completion. We suggest that purchases in institutionally close countries are more likely to complete. More than two-thirds of cross-border M&As by EMMs are directed at developing and transition economies (UNCTAD 2014b), whose institutional quality level is relatively low. Some 43% of BRICS outward FDI stock is in neighboring developing countries in Latin America and the Caribbean, East Asia, South Asia and transition economies (UNCTAD 2013).
The regulatory, normative, and cognitive institutional profile of a host country forms the pressures that foreign investors confront (Kostova and Zaheer 1999). International investors usually comprehend and adjust with more ease to an institutional environment similar to that of their home country, and the pressure for compliance with a host country’s institutions can obstruct deal completion (Dikova et al. 2010). MNEs are faced with fewer challenges in establishing legitimacy in countries with less institutional difference from the home country (Kostova and Zaheer 1999). Pressures that are directed specifically against EMMs are likely to be strong in countries where the dominant ideology promotes a free market economy and have more developed institutions (Meyer et al. 2014). Such countries organize their economies around markets and open competition among firms. The efficiency of markets is secured by institutions that promote free market and, in particular, private property rights, transparency in business relationships, and the protection of private shareholders (Wang et al. 2014). In such a context, governments are normally not directly involved in business. EMMs have experience in dealing with less-developed institutions back at home, where economic freedom is relatively low. They use institutional and business networks to compensate for an inefficient market mechanism (Peng 2003). These firms thus have institutional voids when extending into international markets. Their legitimacy is likely to be challenged because they appear to be inconsistent with the leading local ideology. Their predisposition results in normative pressures, which strengthen the positions of local stakeholders and add costs to the EMM acquirers.

Instead, EMMs can turn to institutionally similar countries, where they can find their institutional image less damaging or even advantageous. Institutional differences can dramatically increase the difficulty of and prolong the time for fulfilling cross-border acquisition attempts, and thus dampen the likelihood for completion (Dikova et al. 2010). Emerging markets present institutional constraints including “institutional voids (e.g., lack of legal protection for property rights, poor enforcement of commercial laws, non-transparent judicial and litigation systems, underdeveloped factor markets, and inefficient market intermediaries) and political hazards (e.g., political instability, unpredictable regulatory changes, government interference, bureaucratic red tape, corruption in public service and government sectors, and extremely discretionary explanation or enforcement of ambiguous laws and rules)” (Luo and Tung 2007, p. 486). Nonetheless, EMMs may find developing economies both more comfortable and easier venues in which to complete acquisitions. Equipped with expertise in mass production through inward and external internationalization experience and easily available technology, equipment, instruments and materials, EMMs are enabled to explore their competitive advantages in other emerging/developing markets, manufacturing technologically standardized products at a lower cost (Luo and Tung 2007). Moreover, EMMs can build an enduring brand reputation in other developing countries by leveraging the institutional image advantage because the
stakeholders in developing countries perceive foreign-made products, from either industrialized or developing countries, to be of high quality (Aulakh et al. 2000). The positive perception from consumers can make entry into these markets via acquisitions encounter less friction from the public. In addition, the governments of these target countries tend to provide favorable treatment to foreign investment in an effort to attract capital and technology (Luo and Tung 2007).

Based on these arguments, we have the following:

**H4: EMMs’ acquisitions in institutionally close countries are more likely to complete.**

**DATA AND METHODS**

**Data**

Longitudinal data (1996-2012) of 13,259 of EMM acquisitions are used to test the hypotheses. To ensure the acquirers investigated are EMMs, acquisitions conducted by the subsidiaries of advanced-country-based MNEs but registered in EMs are excluded from this study. Other types of foreign partnership are included, such as joint ventures and publicly traded companies with minority foreign share. The samples were obtained from the Thomson Financial Merger & Acquisition database. The EMMs in the dataset were from ten major emerging economies: the BRICS (Brazil, Russia, India, China, and South Africa), Argentina, Malaysia, Mexico, Thailand and Turkey. We identify the emerging economies by using the definition and list of IMF. The acquirers were entities registered in one of these emerging economies. To ensure that acquirers were genuine EMMs, we exclude locally registered subsidiaries of multinationals based in advanced countries. These economies are chosen for two reasons. First, they represent the largest emerging markets enjoying rapid economic growth and foreign investment. Even in the recent economic crisis, these economies still achieved decent growth rates. They have all been undergoing economic liberalization in the past two decades, through which they became more integrated into the world economy (Becker, 2014, Hill, 2013). The share of these ten countries in world GDP increased from approximately 12% in 1993 to 20% in 2012. They outward FDI increased steadily in the past two decades, and have become important global investors. Their share of global outward FDI increased from approximately 3.3% in 1993 to 7.3% in 2012. Second, although they are all classified as emerging economies, they also vary considerably from each other institutionally, economically, culturally and technologically. Figure 2 shows the differences and changes of institutional quality of the ten countries in 1996-2012. The representativeness and the differences among them make this group ideal for the study of EMMs’ cross-border acquisitions and the effect of institutions.

---

1 We identify the advanced countries by using IMF’s list.
Figure 2. Institutional quality of ten emerging countries in 1996-2012

Source: authors’ own calculation based on data from the World Bank’s Worldwide Governance Indicators.

The Thomson Financial Merger & Acquisition database offers rich information of deal status, dates of announcement and completion of transaction, and some attributes of the targets and the acquirers such as location, ownership, industry, experience, and advisors. The dependent variable (overseas acquisition completion) and a majority of explanatory variables in this research are derived from this database.

The institution-related variables, including the institutional distance, are derived from the World Bank’s Worldwide Governance Indicators (WGI), a research dataset. The data reflect the views on institutions of a large number of enterprise, citizen and expert survey respondents by survey worldwide; They are based on 32 individual data sources produced by a variety of survey institutes, think tanks, non-governmental organizations, international organizations, and private sector firms (Kaufmann et al. 2010). The WGI index have been widely used in the literature to measure the quality of institutions (Adkisson and McFerrin 2014; Brockman et al. 2013; Langbein and Knack 2010; Lu et al. 2014; Pinar 2015). These perception-based indicators are ideal for measuring our key individual variable, institutional image, perceptions in the mind of people towards a country’s institutions for two reasons. First, they comprehensively include the home country’s institutional conditions, and other elements such as culture and economic conditions, and personal experience and knowledge that can influence the perception (Elliott and Cameron 1994). Second, although WGI index is considered as archival data, they are based on a series of surveys including managerial perceptions which are superior to the conventional archival data (Cui and Jiang 2012).

Dependent variable
Consistent with prior research (e.g., Muehlfeld et al. 2012), we operationalize the dependent variable, Completion, as a dummy variable, which takes a value of 1 if the announced acquisition attempt was completed, and 0 otherwise.

**Key explanatory variables**

We use the perceived institutional quality to capture the *Institutional image* of the EMMs, derived from the World Bank's Worldwide Governance Indicators (WGI). Institutional image stereotyping is a cognitive and normative process as a part of institutional environments (Chattalas et al. 2008; Scott 1995). EMMs are generally labeled as carrying the domestic institutional heritage into the host countries (Wang et al. 2014). Thus the institutional quality of the investing nations forms an important basis for stakeholders' perceptions and labeling of foreign firms (Luo and Tung 2007). WGI represent comprehensively survey respondents' perceptions of the quality of six dimensions of governance: voice and accountability, political stability, government effectiveness, regulatory quality, rule of law, and control of corruption (Kaufmann et al. 2010, p. 4). Due to the high correlation between the six indicators, this study, following previous research (Brockman et al. 2013), measures institutional image by averaging these six indicators into a single broader index. To measure *Institutional image*, we use the reversed score of the WGI. The higher the score is, the poorer the image is. Since the deals we investigate are in the period of 1996-2012, *Institutional image* is a time-varied variable. *Foreign partnership* indicates whether an acquirer from an EM has an equity-based foreign partner. We consider an acquirer as having foreign partnership when it meets at least one of the following three criteria: 1) it is a joint venture with a foreign partner; 2) it is a public company with a foreign parent; or 3) it is a private company with a foreign parent owning a stake of less than 50%. The subsidiaries of advanced-country-based MNEs that registered in EMs are excluded from this study. This variable is coded as a dummy with a value of 1 if the acquirer and its parent/partner are located in different countries, and 0 otherwise.

*Subsidiary acquirer* indicates an acquisition being conducted by an EMM subsidiary that is located outside of the home country. It is coded as a dummy variable with a value of 1 if the acquirer is an overseas subsidiary of an EMM, and 0 otherwise.

We measure *Institutional distance* as the differences in institutional quality between the acquirer and target's home countries. The institutional quality is measured by mean of the six indicators from WGI index. The absolute difference is used in this study.

**Control variables**

Following Zhang et al. (2011), we control for many firm- and deal-specific factors that can influence completion of acquisition attempts as depicted below.
Experience is used to control for the effect of learning experience. It is operationalized as a dummy variable with a value of 1 if an acquirer had past successful international acquisition(s), and a value of 0 otherwise.

Advisor is used to capture whether an international financial advisor was used to influence acquisition completion. It is coded as 1 if an acquirer hired an international advisor, and 0 otherwise. We expect that a deal with an international advisor is more easily completed than one without.

SOE target and SOE acquirer, respectively, indicate whether the two partners in the transaction are state-owned enterprises (code as 1) or not (0).

Target GDP indicates the target nation’s GDP in the year that the acquisition was announced. We use log value in the estimation.

Natural resource indicates if an acquisition target is in the energy, mining, steel, or material industries (coded as 1) or not (coded as 0).

In addition to Natural resource industries (Zhang et al. 2011), we also include other industries coded as dummies such as Retail, Hightech, Manufacturing, Finance, Telecom, Energy, Consumer products and service, Health care, Media, Consumer Staples, Real estate, and year dummies in the estimation.

Estimation techniques

Because the dependent variable is dichotomous, we use logistic regression to analyze the determinants of outcome of acquisition attempts. The logit model is represented as follows:

\[ P(i) = \frac{1}{1 + e^{-\beta X(i)}} \]  \hspace{1cm} (1)

where \( P(i) \) is the probability of acquisition \( i \) being completed; \( e \) is the exponential function; \( X(i) \) is the vector of independent variables, including the key explanatory variables and control variables listed above; and \( \beta \) represents the regression coefficients for the vector of independent variables \( X(i) \).

The explanatory power of the logit model is determined using the likelihood ratio test.

To assess the moderating effects, we use the approach by Friedrich (1982) and Brambor, Clark and Golder (2006), and consider employing a combination of the coefficients’ variance, the covariance of the corresponding variable and interaction, and the value of moderating variable. By doing so, we are able to overcome the limitation of the traditional method that uses estimated coefficient of the interaction terms to judge the moderating effect (Pinar 2015)

Prior to running the regression analysis, we calculate the correlations between the independent variables to check for potential multicollinearity problems. As shown in Table 1, two pairs of variables, Foreign partnership and Subsidiary acquirer, and Foreign partnership and Acquirer institution quality, have high correlation. To avoid multicollinearity problems, we include the high correlated variables in the estimation separately. Another pair of variables, Acquirer institution quality and Subsidiary acquirer, have a high correlation coefficient, but they do not appear in the same model.
Therefore, all the correlation coefficients between the variables in the same model are far below the commonly used threshold of 0.7 (Anderson et al., 1999). In addition, we calculated VIF values for each models used. The result shows that values are well below the cut-off level of 10.

RESULTS

The details of the logistic regression model results are presented in Table 2. As a benchmark specification, Model 1 includes a constant and control variables. Based on Model 1, the first explanatory variable, Institutional image, is entered into Model 2. We further add Foreign partnership into Model 3, and Subsidiary Acquirer into Model 4. Because of a high correlation between Subsidiary acquirer and Foreign partnership, we drop Foreign partnership from Model 4 to avoid multicollinearity.

To test the effects of institutional distance, we add variable Institutional distance into Model 5. Subsidiary acquirer is not in model 3 or 5 due to the high correlation between Subsidiary acquirer and Foreign partnership.

Table 1. Descriptive statistics and correlation matrix of independent variables

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completion</td>
<td>0.68</td>
<td>0.4</td>
<td>0.00</td>
<td>1.0</td>
</tr>
<tr>
<td>Foreign partnership</td>
<td>0.05</td>
<td>0.2</td>
<td>0.00</td>
<td>1.0</td>
</tr>
<tr>
<td>Subsidiary acquirer</td>
<td>0.25</td>
<td>0.4</td>
<td>0.00</td>
<td>1.0</td>
</tr>
<tr>
<td>Institutional difference</td>
<td>31.8</td>
<td>17.00</td>
<td>0.00</td>
<td>76.00</td>
</tr>
<tr>
<td>Experience</td>
<td>0.46</td>
<td>0.4</td>
<td>0.00</td>
<td>1.0</td>
</tr>
<tr>
<td>Advisor</td>
<td>0.16</td>
<td>0.3</td>
<td>0.00</td>
<td>1.0</td>
</tr>
<tr>
<td>SOE acquirer</td>
<td>0.01</td>
<td>0.1</td>
<td>0.00</td>
<td>1.0</td>
</tr>
<tr>
<td>SOE target</td>
<td>0.01</td>
<td>0.1</td>
<td>0.00</td>
<td>1.0</td>
</tr>
<tr>
<td>Log_Target</td>
<td>26.6</td>
<td>19.0</td>
<td>30.0</td>
<td>40.0</td>
</tr>
<tr>
<td>GDP</td>
<td>46</td>
<td>97</td>
<td>36</td>
<td>116</td>
</tr>
<tr>
<td>Natural resource</td>
<td>0.13</td>
<td>0.3</td>
<td>0.00</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>44</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
### Table 2: Estimation results

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
<th>Model 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institutional image</td>
<td>-</td>
<td>0.00280*** (0.001)</td>
<td>0.00494*** (0.001)</td>
<td>0.00480*** (0.001)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Foreign partnership</td>
<td>0.0811** (0.026)</td>
<td>0.0516* (0.031)</td>
<td>0.255** (0.100)</td>
<td>0.0934** (0.027)</td>
<td>0.358*** (0.122)</td>
<td>0.00408** (0.002)</td>
<td>0.00521*** (0.002)</td>
</tr>
<tr>
<td>Subsidiary acquirer</td>
<td>0.0934** (0.035)</td>
<td>0.0811** (0.026)</td>
<td>0.0516* (0.031)</td>
<td>0.0934** (0.035)</td>
<td>0.358*** (0.122)</td>
<td>0.00162** (0.001)</td>
<td>0.00521*** (0.002)</td>
</tr>
<tr>
<td>Institutional difference</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Subsidiary acquirer *Institutional image</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Foreign partnership *Institutional image</td>
<td>0.0612** (0.025)</td>
<td>0.0461* (0.026)</td>
<td>0.0562** (0.025)</td>
<td>0.0417 (0.026)</td>
<td>0.0452* (0.026)</td>
<td>0.0457* (0.026)</td>
<td>0.0457* (0.026)</td>
</tr>
<tr>
<td>Relatedness</td>
<td>0.458*** (0.024)</td>
<td>0.463*** (0.024)</td>
<td>0.464*** (0.024)</td>
<td>0.477*** (0.025)</td>
<td>0.480*** (0.025)</td>
<td>0.481*** (0.025)</td>
<td>0.481*** (0.025)</td>
</tr>
<tr>
<td>Experience</td>
<td>0.426*** (0.035)</td>
<td>0.419*** (0.036)</td>
<td>0.422*** (0.035)</td>
<td>0.424*** (0.036)</td>
<td>0.417*** (0.036)</td>
<td>0.419*** (0.036)</td>
<td>0.419*** (0.036)</td>
</tr>
<tr>
<td>Advisor</td>
<td>0.0181** (0.006)</td>
<td>0.0152** (0.006)</td>
<td>0.0174** (0.006)</td>
<td>0.0167** (0.006)</td>
<td>0.0201*** (0.006)</td>
<td>0.0168*** (0.006)</td>
<td>0.0168*** (0.006)</td>
</tr>
<tr>
<td>SOE acquirer</td>
<td>-0.399*** (0.109)</td>
<td>-0.377*** (0.110)</td>
<td>-0.361*** (0.110)</td>
<td>-0.342*** (0.111)</td>
<td>-0.341*** (0.111)</td>
<td>-0.341*** (0.111)</td>
<td>-0.341*** (0.111)</td>
</tr>
<tr>
<td>SOE target</td>
<td>-0.271*** (0.091)</td>
<td>-0.260*** (0.091)</td>
<td>-0.257*** (0.096)</td>
<td>-0.257*** (0.096)</td>
<td>-0.228*** (0.096)</td>
<td>-0.228*** (0.096)</td>
<td>-0.228*** (0.096)</td>
</tr>
<tr>
<td>Target GDP</td>
<td>0.0181** (0.006)</td>
<td>0.0152** (0.006)</td>
<td>0.0174** (0.006)</td>
<td>0.0167** (0.006)</td>
<td>0.0201*** (0.006)</td>
<td>0.0168*** (0.006)</td>
<td>0.0168*** (0.006)</td>
</tr>
<tr>
<td>Natural resource</td>
<td>-0.235*** (0.042)</td>
<td>-0.250*** (0.043)</td>
<td>-0.256*** (0.042)</td>
<td>-0.239*** (0.043)</td>
<td>-0.244*** (0.043)</td>
<td>-0.244*** (0.043)</td>
<td>-0.244*** (0.043)</td>
</tr>
<tr>
<td>Industry dummy</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>Year dummy</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.296 (0.183)</td>
<td>-0.299 (0.408)</td>
<td>-0.284 (0.408)</td>
<td>-0.371** (0.182)</td>
<td>-0.596*** (0.195)</td>
<td>-0.591*** (0.193)</td>
<td>-0.591*** (0.193)</td>
</tr>
<tr>
<td>Observations</td>
<td>13259</td>
<td>13259</td>
<td>13259</td>
<td>13259</td>
<td>12746</td>
<td>12746</td>
<td>12746</td>
</tr>
<tr>
<td>chi-square test</td>
<td>875.5</td>
<td>885.8</td>
<td>883.3</td>
<td>886.4</td>
<td>880.9</td>
<td>891.4</td>
<td>894.9</td>
</tr>
<tr>
<td>Log likelihood test</td>
<td>-7763</td>
<td>-7432</td>
<td>-7758</td>
<td>-7758</td>
<td>-7434</td>
<td>-7429</td>
<td>-7428</td>
</tr>
<tr>
<td>Correct prediction</td>
<td>69.95</td>
<td>70.12</td>
<td>70.00</td>
<td>70.00</td>
<td>70.08</td>
<td>70.08</td>
<td>70.00</td>
</tr>
</tbody>
</table>

Note: ***p<0.01, **p<0.05, *p<0.05

For each model in Table 2, we report the coefficients, the robust standard error (in order to control for possible heteroscedasticity), the value of the likelihood function at convergence, the likelihood-ratio chi-square and correct prediction ratio. The chi-square statistics are significant at the 1% level across
all models, suggesting that the null hypothesis, in which all coefficients associated with the independent variables are simultaneously equal to 0, is rejected for all models. This indicates a good model fit for all models.

The coefficients of Institutional image (the acquiring nation’s institutional quality) are negative and significant (p<0.01), supporting H1. The coefficient of Foreign partnership is positively significant (p<0.01) in model 3, providing support to H2a. The coefficient of Subsidiary acquirer is positive and significant (p<0.01) in Model 3, consistent with H3a. The coefficient of Institutional difference is negative and significant (p<0.05), as predicted by H4.

To test the moderating effects in H2b and H3b, we include two interactive terms, Foreign partnership*Institutional image in Models 6, and Subsidiary acquirer*Institutional image in Model 7. Using the variance and covariance estimated from Models 6 and 7, we calculate the two critical ranges for the two moderating variables Z: Foreign partnership, and Subsidiary acquirer.

Table 3 shows the results, which indicate that if Foreign partnership takes a value of 0, the marginal effect of Institutional image on the completion likelihood is negative and significant (p=0.01); however, if Foreign partnership takes a value of 1, the marginal effect of Institutional image on the completion likelihood is not significant anymore. This result implies that Foreign partnership reduces the negative impact of Institutional image on deal completion significantly, consistent with H2b.

Table 3 also shows that if Subsidiary acquirer takes a value of 0, the marginal effect of Institutional image on the completion likelihood is negative and significant (p=0.01); however if Subsidiary acquirer takes a value of 1, the marginal effect of Institutional image on the completion likelihood is not significant anymore. This result implies that Subsidiary acquirer reduces the impact of Institutional image on deal completion significantly, as predicted by H3b.

Table 3 Moderating effect of Foreign partnership and Subsidiary acquirer

<table>
<thead>
<tr>
<th>Moderators (Z)</th>
<th>Explanatory variable (X)</th>
<th>Marginal effect ( \frac{\partial Y}{\partial X} = \beta_1 + \beta_2 Z )</th>
<th>Significance of marginal effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreign partnership</td>
<td>Institutional image</td>
<td>-0.001, for Z=1; -0.073, for Z=0</td>
<td>( \frac{\partial Y}{\partial X} &lt; 0 ) is significant (p&lt;0.01) when Z=0; ( \frac{\partial Y}{\partial X} &lt; 0 ) is insignificant when Z=1</td>
</tr>
<tr>
<td>Subsidiary acquirer</td>
<td>Institutional image</td>
<td>-0.001, for Z=1; -0.076, for Z=0</td>
<td>( \frac{\partial Y}{\partial X} &lt; 0 ) is significant (p&lt;0.01) when Z=0; ( \frac{\partial Y}{\partial X} &lt; 0 ) is insignificant when Z=1</td>
</tr>
</tbody>
</table>
DISCUSSIONS

In this research, we advance research on EMMs’ foreign acquisition completion by considering the negative institutional image these firms face and the two strategies that they can use to overcome these effects.

Based on the experiences of developed-economy MNEs, the existing literature in the area has been established on the assumption that MNEs originate from countries where the institutional image is more or less positive or neutral (Dikova et al. 2010). Accordingly, the existing literature has not considered antecedents of international acquisition completion that are negatively impacted by the institutional image of buyers from emerging markets. We advance the novel idea that EMMs’ international footprint and international market selection may serve as a response to such disadvantages in global competition when expanding internationally. Focusing on the distinctiveness of EMMs, we propose that an international footprint and international market selection assist these firms in overcoming image disadvantage vis-à-vis MNEs from advanced economies. Based on an analysis of 13,259 international acquisitions conducted by MNEs from ten major emerging markets, we find the following: (1) the institutional image effect does work for EMMs’ overseas takeovers, and acquisition completion is negatively associated with inferiority of their country image proxied by institutional quality; (2) EMMs with inward internationalization experience do better at completing foreign takeovers, and this experience reduces the liability of EMMs’ home institutional image from home; (3) EMMs achieve a higher acquisition completion rate when the acquisition is fulfilled by overseas subsidiaries, and this indirect acquisition helps offset the negative effect of EMMs’ institutional image; (4) completion is more likely when EMMs buy in institutionally close countries. These findings are meaningful, and have important theoretical and practical implications.

Implications

Researchers may find our research beneficial in several ways. First, we expand the institutional image and country-of-origin study (Balabanis and Diamantopoulos 2004) into international business by examining its effect on foreign acquisition, an important but previously ignored issue. Due to the disadvantages of lacking critical endowments such as brand names, international experience, managerial competence, and superior technology (He et al. 2013; Wang et al. 2014), and home country’s institutional voids (Luo and Tung 2007), EMMs confront additional “liability of foreignness” (Eden and Miller 2004), which is a negative country image, especially on their institutional deficiencies. This institutional image effect comes from host country’s stakeholders’ stereotyped and negative understanding of foreign products and organizations, which forms cognitive and normative institutional environments that international firms must face. EMMs tend to suffer from their passive country image in FDI (Child and Tsai 2005; Luo and Tung 2007; Moeller et al. 2013). This institutional
challenge forms an exacerbated hurdle for EMMs’ acquisitions and realization of strategic objectives (Aybar and Ficici 2009). We find that the institutional image effect exists and affects the likelihood of international acquisition completion, at least for investors from emerging markets.

Second, we enrich the EMM literature by studying how EMMs can employ strategies to tackle their negative country image to enhance acquisition performance. Using the lens of the strategic response theme of institutional theory (Oliver 1991; Peng 2003) and the springboard perspective (Luo and Tung 2007), we suggest that EMMs can respond strategically to address the institutional pressure derived from their EM origin. Our empirical studies reveal that at least two international strategies can be helpful: making an inward or outward international footprint, and choosing FDI locations that are institutionally close.

Third, this study extends the “home base” perspective, a recent development (Zhou and Guillén 2015). One of the drawbacks of this perspective is the ignorance of the knowledge/experience that a firm can accumulate through inward internationalization and foreign partners transfer to and share with it (Zhou and Guillén, 2014). We extend the home base perspective by highlighting the effect of conducting inward internationalization on increased international acquisition performance at a later stage.

This research also provides strong implications for policy makers and managers in both home and host countries. For emerging economies, outbound acquisition provides wider access to foreign markets, resources, managerial knowledge, and technology. However, the stereotyped impressions held by stakeholders in the hosts, especially in developed countries, toward EMMs and their home countries exert a more or less negative effect on their international expansion through takeovers. Thus the EM governments should improve their image by enhancing institutional quality and effectively communicating with the international community.

At business level, given many EMs’ poor country image that forms a barrier to their companies’ international acquisitions, according to our research, EMMs can actively overcome this barrier by developing international footprint and implementing location strategy. Thus, for successful international expansion, EMMs can join forces with foreign firms for richer experience/knowledge of international operation, to acquire through overseas subsidiaries to extend their home bases and enhance international experience and image, and to buy in less developed countries.

Managers of EMMs should be aware of the challenges of undertaking international acquisitions, particularly arising from their country image. To counter these difficulties for more acquisition completion, they can employ strategies such as building up experience and reputation through internal internationalization and/or purchasing via foreign subsidiaries, and buying into institutionally similar market. Finally, based on our findings, politicians and managers in FDI recipient nations will
be in a better position to identify the strengths and weaknesses of international investors from emerging markets to increase inbound FDI deals closure.

Research limitations

This research is subject to a number of limitations, which can provide opportunities for future research. First, we only use data from the ten major emerging markets. Although we believe these markets cover a variety of economic and institutional development levels, researchers may be interested in acquisitions from a large number of emerging markets, other than these ten, that are increasingly actively participating in international business. Also, having only EM acquisitions limits the ability of comparing these with acquisitions from developed countries. Therefore, future research may expand the scope to generate more integrated results.

Second, in this study, due to limited information provided in the dataset, we focus only on the effects of internal cooperation experience in the form of foreign equity-based partnerships upon acquisition performance. A non-equity partnership with foreign partners may also help EMMs to enhance their managerial skill to operate businesses in international markets, and to improve their credibility and accountability in host countries. Therefore, further research effort is warranted to investigate how and to what extent a non-equity partnership might facilitate an EMM’s cross-border acquisition.
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ABSTRACT

The purpose of this mixed methods sequential explanatory study is to learn about the applied valuation processes for RE investments in context of transactions and its dynamics and to identify specific influencing factors and explore corresponding good and best practice approaches and/or improvements among investment professionals in Switzerland and Germany by obtaining quantitative results from a survey of 111 practitioners and then following up with 12 purposefully selected individuals to explore those results in more detail with qualitative data through in-depth interviews. The first quantitative phase identified the classic discount cash flow (DCF) methods, based on the flow to equity (FTE) approach with technology and country specific discount rates based on the WACC approaches and formal risk analysis, but less frequently on Capital Asset Pricing Model (CAPM), as preferred approaches. In the second phase, additional internal, firm specific themes, such as judgemental assessments, grade of comprehensibility and complexity of applied methods, and strategic considerations, as well as external themes, such transaction dynamics and market forces, are introduced to explain the quantitative results. The final discussion of both phases helps increase the understanding of this complex topic and provides valuable insights in this usually hidden procedures. Furthermore, the applied mixed method approach lets explore issues and possible improvements in valuation which would not be possible with a classic quantitative study. Implications and recommendation for further research and practitioners are provided.

Keywords: capital budgeting, cost of capital, asset pricing, risk assessment, risk mitigation, none-traded assets, private equity, renewable energy, practitioners, transactions, Switzerland, Germany, exploratory sequential mixed methods approach
INTRODUCTION

The private equity market to which the considered renewable energy (RE) investments mainly belong is in terms of size, growth and volume of acquisitions at least as important as the public equity market (Ang and Kohers, 2001, Moskowitz and Vissing-Jørgensen, 2002, Initiative-Europe, 2005, Capron and Shen, 2007). However, information about the processes within transactions for such non-traded assets (NTA) are restricted due to confidentiality reasons and are challenging to access. For this reason, applied asset pricing techniques, valuation processes and dynamics within negotiation for NTA remain under-researched and poorly understood in contrast to the research on public traded companies (Petersen et al., 2006, Driessen et al., 2012, Ping et al., 2013). Having said that, green investments in RE production receives currently much attention by the investment community, mostly by utilities and institutional investors (Wassmann et al., 2016) due to the anticipated favourable risk-return profile (Warren, 2014) and the historically low interest rates in most developed countries which makes such investments economically more attractive (Monnin, 2015, Thakkar, 2015). Moreover, there are many investors which were forced to accept impairment losses in some of their RE investments (Shah, 2011). So the questions are “What are the optimal methodologies to come up with fair prices for seller and acquirer of RE investments?” and “What additional factors influence the valuation of RE investments?” While there are many theoretical publications about valuation (e.g. Brigham and Houston (2012) and several empirical studies about the application of methods (e.g. Graham and Harvey, 2001, Brounen et al., 2004), there is much less research about NTA compared to public traded companies (PTC) and about other mostly qualitative factors which influence valuations and transactions. Moreover, the applied valuation methodologies – developed by researching PTC (Damodaran, 2013) – do not appropriately consider all specific characteristics of NTA and RE. Other possible deficiencies include the lack of adequate input data (Petersen et al., 2006) and lack of recognition of sector specific characteristics (Brandt, 2002), unsystematic risks (Damodaran, 2012) and the correlation between project risk and within-firm and/or market risk (Ehrhardt and Brigham, 2016), and the subjectivity of many applied approaches (Cotner and Fletcher, 2000).

Knowledge and understanding of factors influencing traditional valuations and transaction dynamics and additional complementary and/or alternative valuation concepts may help investors in RE to better and more efficiently allocate their investment budgets while improving the quality of investment decisions and decreasing eventually the need to perform extraordinary depreciation of shares or assets. This article reports on the study conducted to better understand valuation process in RE investments and to suggest appropriate improvements to practitioners based on the available theoretical concepts. The purpose of this mixed methods (MM) sequential explanatory study is to learn about the applied valuation processes for RE investments in context of transaction dynamics and other influencing factors.
and to identify corresponding best practice approaches and/or improvements among investment professionals in Switzerland and Germany by obtaining quantitative (QUAN) results from a survey of 111 practitioners and then following up with 12 purposefully selected individuals to explore those results in more detail with qualitative (QUAL) data through in-depth interviews to test and update the established, initial conceptual. In the first quantitative phase, survey data with an online questionnaire are collected from investment professionals in Switzerland and Germany to examine which concepts from finance theory are applied in relation to demographic data and/or other independent variables, as published in Hürlimann et al. (in press). The second qualitative phase is conducted as a follow-up to the quantitative results on a more detailed level with mainly face-to-face interviews to help explain the quantitative results and to explore issues and possible areas of improvements within valuation of RE investments on a global scale with selective German and Swiss investment professionals.

The research is expected to make a valuable contribution to the asset pricing research for NTA, specifically for RE investments. First of all, the research will demonstrate which theoretical concepts are applied in RE investment practice in order that practitioners can learn how firms currently operate, assess risk and apply asset pricing techniques. The development of a conceptual model to estimate project specific return rates, as proposed by Finance Theory (Weston, 1973, Fuller and Kerr, 1981, Titman and Martin, 2008, Ehrhardt and Brigham, 2016) specifically for RE investments will be a second valuable contribution. It will contribute to the field of research and to managerial practice by suggesting improvements and complementary and alternative valuation methods to perform valuations in RE investments. Finally, the research will contribute to practice by offering valuable insights about the organisational and cultural differences in risk perception and risk behaviours of Swiss and German RE investors and other relevant factors influencing valuations and investment decision taking. In doing so, the research is able to delve even deeper into the subject, for example to evaluate how risk mitigation measures and “qualitative and strategic considerations” (Bierman, 1993:24), including the perspectives from the firm’s and investor’s level (Ehrhardt and Brigham, 2016), are taken into account in valuation.

*Having said that, the following research questions (RQ) are addresses:*

RQ: What methods and approaches are applied in valuation of RE investments, and what factors influence valuation and transaction processes? [QUAN]
RQ: Why are certain methods applied in practice, and why are certain methods proposed in financial theory not applied in RE valuation process and within transactions? [QUAL]
RQ: What deficiencies are encountered in valuation processes in practice? [QUAL]

---

1 A detailed literature review is reported elsewhere (Hürlimann and Bengoa, in press).
RQ: What improvements in valuation can be introduced in practice in order to receive more adequate valuation results for RE transaction purposes? [MM]

**Theoretical perspective**

Extensive literature review reveals that the majority of the public theoretical approaches and empirical studies about valuation focuses mainly on quantitative methods and less on qualitative approaches, although the latter is at least as essential in valuation processes (Damodaran, 2012). An integrated framework combining quantitative and qualitative aspects of risk assessment in valuation is proposed by Ehrhardt and Brigham (2016). Focusing solely on quantitative approaches, the literature suggests the usage of projection of future cash flows for investment projects while discussing different forms of discounted cash flow (DCF) based methods and the definition of appropriate discount rates to appropriately consider the time value of money and the involved risk which is mostly derived from the still widely applied capital asset pricing method (CAPM).

**Figure 2: Conceptual framework about valuation and its possible influence factors (own illustration), based on literature review in Hürlimann and Bengoa (in press).**

Based on the performed literature review, a conceptual framework (Figure 2) has been developed as basis for developing the online questionnaire and interview protocols, the subsequent quantitative and qualitative data collection and data analysis phase. This framework serves also as scheme to be tested in this research and to be subsequently adjusted, based on the found results.
METHODOLOGY

Study design

To answer the research questions, the researchers applied a mixed methods approach (Creswell et al., 2003, Teddlie and Tashakkori, 2009, Creswell and Plano Clark, 2011). According to Johnson et al. (2007), the “mixed methods research is an intellectual and practical synthesis based on qualitative and quantitative research; it is the third methodological or research paradigm (along with qualitative and quantitative research)”. It is an approach for collecting, analysing and mixing both quantitative and qualitative data and analysis results at some research stage within the same study (Creswell, 2005).

The rational for applying mixing both types of data is that neither of both types are sufficient to capture the details of the studied phenomena, including the complexity and dynamics of valuation within transactions. The integration of data and analysis in mixed methods, including quantitative and qualitative approaches, includes the combination of elements in such a way not only to optimally answer the research questions, but also necessary to achieve the project goals, thus generating findings which are greater than the simple sum of its components (Bazeley, 2010) and providing a more complete picture of the research problem (Greene et al., 1989, Tashakkori and Teddlie, 1998, Johnson and Turner, 2003). The integration is not just a simple combination of qualitative and quantitative methods: “[…] they may indeed be more deeply intertwined” (Kane and Trochim, 2007:177).

Furthermore, a mixed method approach (Saunders et al., 2009) is applied for an enhanced data collection procedure in order to gather data from a rich set of available source, including survey and subsequent interviews in this research. The use of follow-up interviews after responses to structured surveys is one of the most common data-gathering strategies applied within mixed method research (Bryman, 2006).

In this research, a sequential explanatory mixed method design is applied which consists of two distinct phases that follow each other. The study starts first with the quantitative data collection based on an online survey and subsequent quantitative data analysis with statistical methods conducted in the software SPSS, followed second by the qualitative data collection with interviews and qualitative data analysis within nVivo10 (QUAN → QUAL). As such, the quantitative data and analysis provide an overview of the applied valuation methods in RE investments and some influence factors, worked out from the literature while the qualitative data and its analysis provide the opportunity to dig dipper into the topic with thoroughly selected experts in the research field to explain the results from the previous part, to receive a more profound understanding of the topic and to discuss influence factors, deficiencies, issues and possible steps of improvements.
Each of those two phases have equal priority (QUAN and QUAL). The first time when the quantitative and qualitative phase are connected is at the point when the 12 interview partners are selected out of the survey participants. The interference between the quantitative and qualitative results is performed at the stage of the discussion of the outcome of the complete study (Figure 3).

**Target population and sample**

The target population in this research are active participants in RE investment market in Switzerland and Germany, composed of equity investors in RE, such as utilities, independent power producers (IPP), project developers, fund managers, other financial investors, and financial advisors exclusively mandated by investors, as well as debt financing institutes, i.e. banks, to receive interesting insights and opportunities to compare with – even if questions of discount rate are difficult to be answered by banks. Those professionals hold a senior position within their organisations and are involved RE investment projects in the multimillion EUR scale. In Switzerland, there is no need to create a sample since the majority of the concerned population is known to the research team. In contrast, a study of the whole concerned German population would be impracticable, time consuming and overrun the research budget.
Figure 3: A procedural diagram about the various research activities with the applied explanatory sequential mixed methods approach (adopted from Ivankova and Stick, 2007, Moubarac et al., 2012).

Since an accurate probability determination of the selected participants is not possible, “non-probability sampling” (Saunders et al., 2009:213) is applied for the quantitative phase. The sample is built by consulting participant lists of several major RE conferences in Germany and social media platforms, complemented with snowball techniques based on the survey participants’ network. For the qualitative phase, 12 participants a purposefully been selected from the participants of the survey. In line with the requirements of the selected typology explanatory sequential mixed methods approach, the participants for...
the follow-up qualitative phase have been identified from the previous survey phase (Creswell and Plano Clark, 2011, Plano Clark and Ivankova, 2016) while ensuring at the same time ethical and data privacy requirements in case of matching participants and their data between the different phases (Bazeley, 2010).

Quantitative phase

Data collection

An initial questionnaire has been created based on the extensive literature review (Hürlimann and Bengoa, in press) and findings identified in an exploratory interview phase, including questions asked in the famous studies of Graham and Harvey (2001) and Brounen et al. (2004) since their questions and applied answer scales have proved their validity. However, each of the posed questions have been adjusted and/or extended to match them to the research field. This survey was piloted with additional five experts in the research field and three scholars who provided valuable feedback and led to clarifications, simplification of questions and inclusion of additional brief explanations for certain questions.

The final questionnaire has been prepared in English to be sent to Germany and to all three language areas of Switzerland as online survey, running on the LimeSurvey software. The developed online survey is composed of five groups of mainly closed-ended questions. Firstly, general questions about RE investments were asked, including invested countries, technologies and entry phase in investment. Second group poses questions about risk, including the relevance of risk components in RE investments, materialisation and mitigation of risk. Thirdly, questions about how risk, return and its trade-off is understood within the organisations are asked. Finally, capital budgeting techniques are investigated, followed by questions about estimating cost of capital, before concluding the survey with demographic and control questions. The answer options for those questions are usually Likert type scales, expect for questions about risk, return and its trade-off, risk mitigation and adjustment for risk with specific choices of answers. We sent 328 questionnaire to Swiss and German investors in RE projects, and obtained 111 responses. The overall response rate is 32.8%, considered as high, given the length and depth of our questionnaire, the required time to be able to seriously answer the stated in some cases rather complex questions and the restriction of some investment firms to participate due to confidentiality reasons.

The exploratory interviews and the survey piloting have been performed between April and September 2015, and the subsequent online survey between December, 2015 and March, 2016.

Data analysis
The collected survey data are quantitatively analysed with parametric statistical tests, such as univariate analysis of variance (ANOVA) and independent samples t-test, using IBM SPSS statistics. The purpose of this analysis is to assess the significance of the empirical data about the applied valuation methodologies, risk factors and their priorities, and other dependent variables in relation to demographical factors and selected dependent variables. In addition, non-response bias and the robustness of the results are checked with additional statistical tests, including Pearson $\chi^2$ test, Cronbach’s alpha and Spearman’s rank order correlation. The performed analysis shows acceptable to good internal reliability – in most cases.

**Qualitative phase**

**Interview protocol development**

The content of the interview protocol is based on the quantitative results in the first study phase. The object of the qualitative phase is to explore and elaborate on the statistical results (Creswell et al., 2003) in order to better understand the influence of certain independent variables on the found results and discover additional influence factors relevant in valuation within transactions.

In order to reflect the main results of the quantitative phase with the interviewee, five open-ended questions explore additional features and potentially controversial topics in capital budgeting methods and cost of capital approaches. Three additional open-ended questions explore the influence of uncertainty/risk, risk assessment and risk mitigation and their integration in valuation and/or investment decision. A specific open-ended question aims for understanding the puzzling result from the quantitative phase about the risk components in relation to project stages. Additional open-ended questions investigates the effect of additional influence factors – beside of organisation type, size, leverage, stock exchange listing, project stages asked in the quantitative phase – such as an existing portfolios of the investment company, the integration of synergies and/or opportunities within valuation and/or investment decision taking. The last group of open-ended questions targets at finding encountered problems in valuation processes. Thereby, the issue of having the time value of money and the risk in one input variable, the discount rate, applied within valuation is presented and discussed while introducing the certainty equivalent (CE) approach as a possible theoretical solution for this issue.

**Investment scenarios**

In order to collect additional rich set of data and even deeper insights in the topic, three investment scenarios have been developed based on real investment cases. Prior to the interview, the interviewee received an email with a description about the investment scenarios to be prepared for the interview. The investment scenarios are based mainly on numerical key figures (descriptions and input data for
the valuation) and numerical results of the performed valuation based on the various methodological approaches.

Data collection

The qualitative data collection has been performed by face-to-face interviews (expect two) to gather the richness of each dialog, including following stepwise procedure: (1) providing a written declaration about ensuring data protection and anonymity to each participant prior to starting the interview; (2) audio-taping each in-depth semi-structured interview which lasts about 50 to 70 minutes; (3) verbatim transcriptions by a professional bureau, involving the same transcription for all interviews, literate in financial matters; (4) quality check of each transcription compared with audio material by main researcher; (5) uploading transcriptions to Qualitative Data Analysis (QDA) software as sources while enriching them with additional, collected demographic data, such as type of investor, highest education level, experience in transactions (amount and years).

Qualitative analysis

The applied qualitative data analysis goes a step further than just sorting text responses to particular question by a categorical variable with a spreadsheet and finding for example interesting quotes to be cited. Using specific QDA software, an optimal structural environment is provided to analysis complex responses in most flexible way, enabling detailed coding and even revised coding to additional categories while digging deeper into the responses (interview transcripts), letting emerge new and finer categories to be coded on and revealing new insights and concepts (Bazeley, 2010). QDA software enables “a richer and potentially more valid analysis [...] Variations in responses can be better understood, and anomalies and alternative explanations examined” (Bazeley, 2010:438). The applied QDA software in this study is nVivo10. It is used for data storage, coding to both predefined and emerging categories and the developing of themes (Bazeley, 2010, David and Sutton, 2011).

RESULTS

Quantitative phase

Demographic information

As a summary, descriptive statistics of the demography of the participants are provided. Most participants in the survey are from Switzerland (68%) compared to 32% from Germany. Utilities have the highest survey participant numbers (43%) and the financial advisors (8%) and banks (5%) the lowest survey participant numbers. In addition, the survey sample consist of more small organizations, defined as those organizations with less than 501 employees (58%), onshore wind is the main investment technology focus (41%), most companies have a low leverage (55%), defined as a debt ratio
lower or equal than 40%, and are mostly not listed on stock exchanges (85%). About 95% of the participants have an academic degree while 21.4% have a MBA degree. Nearly half the participants are younger than 40 years (44%) while the majority of the participants are male (89%), and have performed more than ten transactions (58%).

**Table 5: Summary of the quantitative results of capital budgeting techniques, cost of capital approaches and risk assessment procedures (Hürlimann et al., in press).**

<table>
<thead>
<tr>
<th>Techniques</th>
<th>% almost always (4) and always (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital budgeting techniques</td>
<td></td>
</tr>
<tr>
<td>Internal rate of return (IRR)</td>
<td>92.4</td>
</tr>
<tr>
<td>Net present value (NPV)</td>
<td>79.8</td>
</tr>
<tr>
<td>Estimate cost of equity capital of project (equity return rate)</td>
<td>65.0</td>
</tr>
<tr>
<td>Hurdle rate of return</td>
<td>63.9</td>
</tr>
<tr>
<td>Estimate total cost of capital of project (project return rate)</td>
<td>62.7</td>
</tr>
<tr>
<td>Payback period (PB)</td>
<td>44.4</td>
</tr>
<tr>
<td>Basic approach to determine cost of capital or discount rate</td>
<td></td>
</tr>
<tr>
<td>Weighted Average Cost of Capital (WACC) of our company</td>
<td>67.0</td>
</tr>
<tr>
<td>Discount rates are at least as high as defined hurdle rates</td>
<td>59.0</td>
</tr>
<tr>
<td>Formal risk analysis</td>
<td>57.3</td>
</tr>
<tr>
<td>Benchmarking approaches with comparable companies or comparable investments</td>
<td>43.2</td>
</tr>
<tr>
<td>Capital Asset Pricing Model (CAPM, the beta approach)</td>
<td>35.3</td>
</tr>
<tr>
<td>Specific approach to determine cost of capital or discount rate</td>
<td></td>
</tr>
<tr>
<td>A specific discount rate for the considered country (country discount rate)</td>
<td>65.9</td>
</tr>
<tr>
<td>A specific discount rate for the applied technology / concerned industry</td>
<td>60.0</td>
</tr>
<tr>
<td>A specific discount rate for the concerned project stage (e.g. planning/designing, financing, building, operating)</td>
<td>52.2</td>
</tr>
<tr>
<td>A risk-adjusted discount rate for this particular project (RADR concept)</td>
<td>44.4</td>
</tr>
<tr>
<td>Risk assessment approaches</td>
<td></td>
</tr>
<tr>
<td>Scenario analysis (e.g. base case, worst case, best case)</td>
<td>79.4</td>
</tr>
<tr>
<td>Sensitivity analysis</td>
<td>75.7</td>
</tr>
<tr>
<td>Simulations (e.g. Monte Carlo simulations)</td>
<td>12.2</td>
</tr>
</tbody>
</table>

1 answer options: 1 = never; 2=Almost never; 3= Sometimes; 4= Almost always; 5=Always;

*Applied valuation techniques*

Table 5 provides a summary of the main quantitative findings1 about capital budgeting techniques, basic and specific approaches to determine cost of capital or discount rate and risk assessment approaches.

In addition, risk mitigation measures – essential procedures during project valuation and investment transactions – are evaluated. They are performed by the majority of the respondents, for example by performing internal and external Due Diligences (83.0% / 75.0%), reducing operational risks with

1 The detailed results of the quantitative phase are published elsewhere (Hürlimann et al., in press).
appropriated maintenance contracts (81.0%), arranging for machine failure insurances (69.0%) – in contrast to less frequently applied weather protection insurances (9.0%) – reducing market risks with feed-in tariffs or long-term power purchase agreements (68.0%) and with standardization of procedures (62.0%). Beside of avoiding and transferring risk during risk mitigation processes, the alternative option with risk adjustment in project valuations is done either within the applied discount rate for DCF based methods and/or directly within the appropriate case flows, depending of the considered risk component (Hürlimann et al., in press).

Qualitative Phase

Themes and similarities between phases

Various similar themes and sub-themes emerged in the analysis, as shown in Table 6, although they differ in terms of amount and similarity which is evaluated in more detail in the ongoing research.

Table 7 shows a first interference between the quantitative and qualitative analysis results in which confirmation, discrepancies, new insights and explanation are illustrated for some particularly interesting topics.

Implementation of alternative valuation concepts

Having discussed alternative concepts for valuation, such as the certainty equivalent (CE) method, within the investment scenario, some of the participants understand the need for improvements, but stress the fact that it could not be used as a sole concept in transactions since both the decision-making body and the seller would not be willing to implement or understand it (Table 6). It could however be a complementary concept, used internally, to compare different investments and built the basis for investment preferences when valuating several possible investment targets.

Table 6: Themes and sub-themes, based on the coding of the transcripts.
01.143 NPV more relevant for project developers
01.15 Estimate cost of equity capital of project (equity return rate)
01.16 Estimate total cost of capital of project (project return rate)
01.17 Payback period (PB) is applied
01.18 Certainty equivalent (CE) method
01.181 CE is a viable alternative / to be evaluated for usage
01.182 CE is not known / used by practitioners
01.2 Qualitative approach:
01.21 Service provider – assess counterpart risk
01.22 Service provider – assess its ability
01.23 Service provider – assess quality of contract
01.24 Specific mitigation measurement
01.25 Gut feeling + judgemental assessment
01.26 What if discussion
01.27 Appropriate figure illustrate qualitative characteristics of project
02 Basic approach to determine cost of capital or discount rate
02.1 Weighted Average Cost of Capital (WACC) of investing company
02.2 Discount rates are at least as high as defined hurdle rates
02.3 Capital Asset Pricing Model (CAPM) / Beta
02.4 Information from similar previous/current transactions
02.5 Exist strategy
02.6 Set by investor
02.7 Formal risk analysis
03 Risk assessment approaches
03.1 Scenario analysis (e.g. base case, worst case, best case)
03.2 Sensitivity analysis
03.3 Simulations (e.g. Monte Carlo simulations)
03.4 PB particularly for risky countries
03.5 Benchmarking
03.6 Credit rating analysis
03.7 Distribution profile (distribution IRR or figure)
03.8 Table with risk points to add scores (scoring matrix)

Table 2 (continued).

<table>
<thead>
<tr>
<th>No.</th>
<th>Themes / Sub-themes / Categories</th>
<th>Participant no.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>04</td>
<td>Risk mitigation</td>
<td></td>
</tr>
<tr>
<td>04.1</td>
<td>Formal risk mitigation approach (avoid, transfer, consider or accept/neglect)</td>
<td></td>
</tr>
<tr>
<td>04.2</td>
<td>Due Diligence process</td>
<td></td>
</tr>
<tr>
<td>04.3</td>
<td>Contractual agreements (O+M, insurances)</td>
<td></td>
</tr>
<tr>
<td>04.4</td>
<td>Feed-in tariff</td>
<td></td>
</tr>
<tr>
<td>05</td>
<td>Issues in valuation</td>
<td></td>
</tr>
<tr>
<td>05.1</td>
<td>New theoretical concepts have problem to be accepted</td>
<td></td>
</tr>
</tbody>
</table>
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in the market and internal (particularly due to decision making body)

05.2 Positive attitude to transaction + Bias
05.3 Rigid valuation methods not able to consider project specific circumstances
05.4 Not considering volatility of resources from period to period
05.5 Only deterministic approaches considered without any probabilistic approach
05.6 Coupling of time value of money and risk in one single discount rate
05.7 Inadequate consideration of balance sheet information and tax implications

06 Improvements in valuation

06.1 Taking banking approach / perspective
06.2 Implement probabilistic approach
06.3 Consideration of CE method
06.4 Consideration of Beta from stock listed securities, solely investing in RE

07 Investment decision

07.1 Value vs. price
07.2 Final risk assessment investment proposal
07.3 Graphs could better illustrate qualitative, less numeric data, in addition to quantitative methods

08 Additional factors influencing valuation beside of its input data

08.1 Effect of existing portfolio
08.2 Synergies between different investment projects
08.3 Opportunities in investment projects
08.4 Due diligence results
08.5 Acting persons behind contracts
08.6 Market forces
08.7 The investing company’s investment pressure
08.8 Experience in RE investments/transactions
08.9 Understanding the valuation by the decision making body

Table 7: Comparison of the quantitative (QUAN) and qualitative (QUAL) data analysis results.

<table>
<thead>
<tr>
<th>No.</th>
<th>Statement</th>
<th>QUAN</th>
<th>QUAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Applied capital budgeting techniques/approaches for RE investments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>01.1</td>
<td>Quantitative approaches:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>01.11</td>
<td>DCF is the main method applied for RE investments, since it the accepted method in transaction by sellers and acquirers</td>
<td>+</td>
<td>+/expl.</td>
</tr>
<tr>
<td>01.12</td>
<td>Flow to equity (FTE) method is the preferred DCF method for RE investments</td>
<td>(+)</td>
<td>+</td>
</tr>
<tr>
<td>01.13</td>
<td>Within the FTE method, IRR is preferred compared to NPV</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>01.14</td>
<td>Virtual all-equity case is applied for testing project attractiveness</td>
<td></td>
<td>new</td>
</tr>
<tr>
<td>01.15</td>
<td>Both equity IRR and project IRR are relevant, but in variation of their priority</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>01.16</td>
<td>Multiples are applied for initial inv. screening and/or second opinion</td>
<td>(+)</td>
<td>new</td>
</tr>
</tbody>
</table>
Payback period method is only relevant for investment in risky countries
Certainty equivalent method is almost unknown / not used
Certainty equivalent method might be a complementary, valuable concept in valuation

Qualitative approaches:
Judgemental assessments are widely applied in valuation of RE investments (in addition to numerical approaches)
Quality of partners, including their ability and credit rating particularly those with long terms, is a relevant qualitative factor in valuation

Cost of capital or discount rate
Using CAPM with a pure-play Beta factor might become interesting in the future as soon as more RE portfolios (technology wise would be preferred) are traded on stock exchanges
Sellers often set discount rates depending previous transactions and/or information from a market sounding to maximise profit
Required discount rates are set in relation to exit strategies in case of investors with a defined investment period

Risk assessment, mitigation and adjustment
Risk assessment of different risk components in relation to project stages
Risk mitigation and risk adjustments are widely applied

Additional influencing factors
Portfolio effects are not essentially considered in valuation
Possible synergies and opportunities of investment project are interesting to be known, but are not directly considered in valuation within transactions
Market forces and internal investment pressure are key influencing factors in the transactions and correspondingly in valuation
The concept about calculating a value and setting the price has to be distinguished

Conclusion, implications and limitation
The findings show that practitioners mainly apply the established concepts based on DCF methods since it is the accepted concept in transactions by both sellers and acquirers. Less agreement in the RE investment community exists how to set discount rates: various concepts exists from quite sophisticated to more pragmatic approaches. Newer theoretical valuation concepts are not adopted or even neglected, such as the risk adjusted discount rates (RADR) concept or the CE approach. This shows that there is still a considerable gap between theory and practice in RE investment valuation processes which corresponds to findings obtained in previous studies among practitioners on other areas (Gitman and Mercurio, 1982, Graham and Harvey, 2001, Brounen et al., 2004). After having presented quantitative and qualitative and some first integrated results, the research will concentrate on confirming and updating the presented conceptual framework and suggesting possible complementary steps to improve valuation process within transactions.

This quantitative research was limited to a relative small sample of German RE investors. Hence, it might be not representative and generalizable to the whole population. However, applying triangulations, the qualitative study could confirm the found results. As within similar studies (Graham and Harvey, 2001, Brounen et al., 2004), there is an essential reservation to be made. The
research assumes that the participants act as agent of their companies, without verifying if their responses about views and opinions are translated into actions.
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ABSTRACT

The way by which companies retain their clients and the actions they need to undertake to achieve that, has become the focal point of both theory and practice in modern. In this direction, studies increasingly find that employee engagement has become a very important factor for improving client loyalty. However, most of studies focused on B2C markets; studies that in the B2B market, and especially in the marketing industry itself, are both very rare and, sometimes, with inconsistent findings.

The purpose of this study was to provide a deeper understanding of employee engagement and client loyalty, and of the interactions between these two concepts. The study tried to answer three key questions: What is employee engagement and client loyalty in the B2B marketing services market? What are the main drivers that influence employee engagement and client loyalty? In which ways does employee engagement influence client loyalty?

The study has used a qualitative research approach. Twenty respondents in total have been interviewed, top managers, employees and clients of a leading advertising agency in Serbia, member of a global advertising network.

Findings confirmed that employee engagement is very important for success, and that it has got a definite and positive impact on client loyalty. The study has discovered that, maybe surprisingly, client loyalty has a positive impact on employee engagement in return. The paper improves current theory on the links between employee engagement, client loyalty and business outcomes by revealing new aspects of those concepts in the B2B marketing services market.

Keywords: employee engagement, drivers of engagement, client loyalty, drivers of loyalty, qualitative survey, B2B, marketing and advertising services
INTRODUCTION

"Increasing customer retention rates by 5% increases profits by 25% to 95%". (Reichheld and Schefter, 2000). This fact stresses the importance of the renewal of the relationship with existing clients and poses an important question: how can companies retain clients and what do they need to do to make it happen? The answer to this question is especially important in the B2B sector where one client lost could significantly cut revenue and profits. Loyalty is crucial since, according to many studies, client loyalty is one of the most important predictors of long-term profitability (Fairlie, 2011; Moisescu, 2014; Pugh et al, 2002). Even though many studies have examined client loyalty still there is no full consensus about the definition of this concept.

Regarding the drivers of client loyalty, studies usually emphasize the importance of different factors (Beverland et al, 2002; Rauyruen and Miller, 2007; Hesrket et al, 2008; Harste and Richter, 2009; Loury, 2015; Watson et al, 2015; Gerlach et al, 2016; Levin et al, 2016). In a recent study, Kumar and Pansari (2016) have found that influence of employee engagement on client loyalty is significant and have stated that this influence is moderated by employee’s empowerment. According to the same authors this effect is stronger in B2B segment and service companies. However, studies which examine this concept in B2B segment are still rare and findings are not consistent. Therefore, additional studies are urgently needed.

Employ engagement has become a major focal point in management research, and probably one of the hottest topics in contemporary business literature. However, most of the interest is from a human resources and internal corporate culture perspective and not equally enough from a marketing one. Many studies have confirmed that there are a lot of drivers which influence employee engagement. According to Markos and Sridevi (2010), the following drivers are presented in all studies: feeling valued by management, two-way communication between management and employees, management’s interest in employees’ well-being and their professional development. A lot of studies have confirmed that engaged employees significantly influence companies’ performance (Dale Carnegie Report, 2012; Kataria et al, 2012; Aon Hewitt Report, 2013; Gupta and Sharma, 2016) and thus putting employee engagement at the forefront of modern management and marketing.

The contribution of this study for academia is gained through its deeper understanding of two very important concepts that are still not fully defined: employee engagement and client loyalty. The fact that studies which examine B2B sector are rare additionally emphasizes contribution of this study to theory development. The importance of employee engagement and the fact that the key drivers of employee engagement are in essence in financial control of a company, stresses the relevance of these findings for companies and practitioners in the B2B service sector.
The purpose of this study was the deeper understanding of the influence of employee engagement on client loyalty in the B2B marketing service sector, through a qualitative research with a diverse sample at a leading advertising agency, member of a global network, in Serbia. This deeper understanding of the influence of employee engagement on client loyalty was through three main research questions:

- **RO 1:** What is employee engagement and client loyalty in the chosen industry?
- **RO 2:** What are the main drivers that influence employee engagement and client loyalty?
- **RO 3:** In which ways does employee engagement influence client loyalty?

**CONCEPTS: EMPLOYEE ENGAGEMENT AND CLIENT LOYALTY**

Sinai (2013) agrees that there is no specific definition of employee engagement, but for better understanding of this concept she has suggested the following three elements:

- Employee engagement is about an emotional connection an employee has with his/her work.
- Employee engagement inspires the employee to put discretionary effort into his work.
- Employee engagement is directly correlated with organizational performance and business results.

In spite of the fact that many authors have given their own definition of employee engagement, until today there has been no accepted definition of this concept.

According to AON Hewitt Report (2013) there are three attributes (outcomes) of employee engagement:

- **Say** – speak positively about the organization to co-workers, potential employees and customers
- **Stay** – have an intense sense of belonging and desire to be a part of the organization
- **Strive** – be motivated and exert toward success in the job and for the company

In order to fully understand employee engagement and client loyalty concepts and their relations, articles also analyze topics such as: outcomes of employee engagement, drivers of employee engagement, drivers of client loyalty, and influence of employee engagement on client loyalty (Shuck et al., 2011; Kataria et al., 2012). In spite of the large number of studies that examine these concepts, almost all authors agree that still there are no consensus definitions of employee engagement and client loyalty (Schaufeli et al., 2006; Yalabik et al., 2013). On the other hand, all authors agree that there are many drivers that influence employee engagement and emphasize that these drivers are not the same for all employees and that they change during time (Biswas, 2013). Therefore, in theory there is no consensus about drivers of employee engagement as well. In
literature review are also presented some practical models about employee engagement and how it could be managed (Xanthoopoulour et al., 2009). Furthermore, here are presented models of client loyalty, as well as main drivers that influence client loyalty. Several studies have confirmed that employee engagement influences client loyalty (Salanova et al., 2005; Kataria et al., 2012). However, most of these studies are focused on B2C market; studies that have examined B2B market are very rare and some findings are not consistent.

In order to understand influence of employee engagement on organizational performance Kataria et al. (2012) analyze influence of employee engagement on organizational effectiveness. Concept “organizational effectiveness” is defined as “the degree to which an organization realizes its goals” (Salanova and Schaufeli, 2008; Kataria et al., 2012, p. 105). According to Schaufeli et al. (2006) organizational effectiveness has three key aspects: productivity, adaptability and flexibility. Kataria et al. (2012) have stated that there are at least two reasons which link employee engagement with organizational effectiveness. Firstly, employee engagement is critical element for business success. Secondly, engaged employees are more likely to do things which improve organizational effectiveness (Zeithaml, 2000).

Gupta and Sharma (2016) have stated that many studies have found that employee engagement is significantly correlated with organizational outcomes such as: retention, turnover, productivity, customer service, customer loyalty, growth in operating margins, increased profit margins and revenue growth rates. Influence of engaged employees on business results could be summarized in four groups: higher retention, better financial performance, higher customer loyalty and higher profitability (Saxena and Singh, 2015).

METHODOLOGY

This study used a qualitative research approach. Qualitative research is considered as more subjective so one of the main questions is how to gain objectivity (Lawrence and Tar, 2013). Barnham (2015) argues that there are number of approaches which could improve validity of qualitative research, and sample triangulation has been applied here. Thus, three groups of interviewees have been included: top managers, employees and clients.

Regarding the sampling method, purposive sampling has been used. In total, 20 information-rich respondents have been interviewed. Interviewees included in the study are as follows: five top managers, 10 employees and five clients. Only employees who had the most experience and insights into the research topics were included, meaning employees who work in the client service department and have direct contacts with clients. Regarding clients, they were chosen based on the following: the they have a continues contract with the agency, they have been directly involved in the decision making
process for choosing marketing agencies and have continuous contact with the agency. Concerning top managers, they were chosen based on their exposure to clients and to their structural influence in strategically engaging employees in the agency.

FINDINGS AND IMPLICATIONS

Findings support Sinai (2013) description of employee engagement through three elements: brings passion to work, employees go beyond the duty, and directly influence organizational performance. Furthermore, the findings are in line with Fernandez (2007) who distinguishes employee engagement and job satisfaction. However, findings agree with Fernandez that one employee could be engaged even if he or she is not satisfied, but only in the short run. Similarly to Van Beek et al. (2012), findings clearly differentiate employee engagement from workaholism and burnout. Employee engagement is considered as healthy and positive motivational state, while workaholism is described as fully negative which leads employee into the burnout.

According to the findings, engaged employees are: loyal to the company and more willing to speak positively about company, have higher objectives to strive for, have more energy and give maximum to do their job the best as possible. All these findings support AON Hewitt Report (2013) in which is stated that there are three attributes of employee’s engagement: say, stay and strive. However, findings have indicated some other characteristics (outcomes) of employee engagement as well. Moreover, engaged employees are also flexible, open and helpful (willing to help their colleagues).

<table>
<thead>
<tr>
<th>Code</th>
<th>Employees</th>
<th>Top Managers</th>
<th>Clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ready to give more</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>There is higher purpose</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Must be satisfied</td>
<td>partially agree</td>
<td>partially agree</td>
<td>partially agree</td>
</tr>
<tr>
<td>Different from workaholics</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Do not lead to burnout</td>
<td>disagree</td>
<td>disagree</td>
<td>disagree</td>
</tr>
<tr>
<td>Identify with companies’ objectives</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
</tbody>
</table>

Table 1. Results on: What is employee engagement?

<table>
<thead>
<tr>
<th>Code</th>
<th>Employees</th>
<th>Top Managers</th>
<th>Clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have higher objectives</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Flexible and open</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Identified with companies’ objectives</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Have more energy</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Team oriented</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Supportive</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Responsible</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
</tbody>
</table>

Table 2. Results on: Main characteristics of employee engagement

Research findings fully support list of characteristics of engaged employees given by Biswass (2013): more productive, open, eager to learn, have better balance work-life, and have better relations with...
colleagues.

According to Gupta and Sharma (2016) employee engagement influences business results in four ways: higher retention, better financial performance, higher customer loyalty and higher profitability. Findings of the study have confirmed that employee engagement positively influences business results in all four ways.

<table>
<thead>
<tr>
<th>Code</th>
<th>Employees</th>
<th>Top Managers</th>
<th>Clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of products/services</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Client’s satisfaction</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Higher employees’ retention</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Higher profit</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Higher efficiency</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
</tbody>
</table>

Table 3. Results on: Main outcomes of employee engagement

Research findings agree with Dale Carnegie Training Report (2012) that there are three key drivers of employee engagement: relationship with immediate supervisor, belief in senior leadership, and pride in working for the company. However, research findings have discovered the importance of some other drivers as well: employee’s personality and team. Findings have shown that personality of an employee is one of the most important drivers of employee engagement. Furthermore, this driver cannot be compensated with anything else.

According to Aon Hewitt Report (2013) there are many drivers of employee engagement. In the same report it is stated that these drivers could be grouped into six groups: work, people, opportunities, total rewards, company practice and quality of life. In spite of the fact that findings fully support this model, the importance of employee’s personality as one of the key drivers of employee engagement is not mentioned in this model.

<table>
<thead>
<tr>
<th>Code</th>
<th>Employees</th>
<th>Top Managers</th>
<th>Clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Team</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Trust and open communication with manager</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Feedback and recognition by manager</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Support of manager</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Autonomy of employee</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Clear goals and objectives</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Manager - lead by example</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Award</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Financial compensation (salary)</td>
<td>partially agree</td>
<td>partially agree</td>
<td>partially agree</td>
</tr>
<tr>
<td>Type of work</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Mission of the company</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Working time</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Employee’s personality</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
</tbody>
</table>

Table 4. Results on: Main drivers of employee engagement
Findings agree with Development International Institute (DDI, 2005) that manager is important for employee engagement and that he or she needs to do five things in order to create engaged employees: align efforts with company’s vision and strategy, empower people and give them more autonomy, promote and encourage teamwork, help people to develop, and provide support and recognition.

Similarly, to the Aon Hewitt Report (2013), research findings have confirmed that drivers of employee engagement are not universal. Additionally, majority of findings support Bersin (2014) that pay (compensation) is “hygiene factor”, not engagement driver. However, some of the findings have emphasized that financial factor is still important driver in Serbia. Additionally, findings have confirmed that drivers of employee engagement change during time.

Findings have described client loyalty as a mix of attitudes as well as behaviors that positively benefit the Agency and in that way supported Watson et al. (2015) definition (p.1) “a mix of attitudes and behaviors that benefit one firm relative to its competitors”. According to the research findings, client is loyal if: continues contract with the Agency, trusts the Agency, considers Agency as a partner, and recommends the Agency to the other companies.

<table>
<thead>
<tr>
<th>Code</th>
<th>Employees</th>
<th>Top Managers</th>
<th>Clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contract renewal</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Client’s recommendation</td>
<td>disagree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Open relationship</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Long term relationship</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
</tbody>
</table>

Table 5: Results: How interviewees define client loyalty

Research findings have confirmed what Beverland et al. (2002) have found that proactivity is important driver of client’s satisfaction within Agency-Client relationship. Furthermore, findings have confirmed Watson et al. (2015) list of the most important drivers of client loyalty: commitment, trust and satisfaction. However, according to the findings loyalty incentives are not relevant driver for client loyalty in Agency-Client relationship. Additionally, study has confirmed Harste and Richter (2009) argument that non-economic factors such as satisfaction, trust, reputation and commercial friendship influence client loyalty.

<table>
<thead>
<tr>
<th>Code</th>
<th>Employees</th>
<th>Top Managers</th>
<th>Clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corporate relationship</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Relationship (account-brand manager)</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Personal relationship</td>
<td>partially agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Quality of communication</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Quality of products and services</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Agency understands client’s business</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Agency’s dedication</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Price of products/services</td>
<td>partially agree</td>
<td>partially agree</td>
<td>partially agree</td>
</tr>
<tr>
<td>Client’s organization</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
</tbody>
</table>

Table 6. Results on: Main drivers of client loyalty
Research findings support Kumar and Pansari (2016) finding that there is influence of employee engagement on client loyalty. Additionally, it agrees with Dale Carnegie & Associates white paper (2012) that engaged employees lead to engaged clients. Furthermore, research findings support Yalabik et al. (2009) argument that employee engagement influences employee’s performance and intention to quit. Moreover, research findings have indicated that employee engagement is very important for client loyalty because: employee engagement improves relationship with the client, improves communication with the client, Agency is more dedicated, and improves quality of products and services. Moreover, study has confirmed findings of Levin et al. (2016) that advertising agencies need to provide all elements related to inter-firm relationship and creativity in order to gain their loyalty.

<table>
<thead>
<tr>
<th>Code</th>
<th>Employees</th>
<th>Top Managers</th>
<th>Clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improves relationship</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Improves quality of products and services</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Improves communication</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Improves Agency’s dedication</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
<tr>
<td>Agency better understands client's needs</td>
<td>agree</td>
<td>agree</td>
<td>agree</td>
</tr>
</tbody>
</table>

Table 7. Results on: Influence of employee engagement on client loyalty

In the end, research findings have discovered that client loyalty in return improves employee engagement as well. Employees consider client loyalty as a feedback for well done job and a kind of recognition.

Findings have shown that employees could be engaged even if they are not satisfied. However, this is possible only in the short run, in the long run employee will leave the company. Therefore, for any company it is very important to regularly measure employee satisfaction and to implement programs and initiatives that will keep employee satisfaction on high level. Special attention must be paid on the most valuable people in the company.

This study has shown that “personality” of employee is one of the most important drivers of employee engagement. Therefore, employee engagement cannot be separated from recruitment process. Companies need to develop recruitment procedures that will enable selection of employees who have tendency to be engaged and like certain type of work. Moreover, company should consider rotation of employees in order to find the most suitable position for every employee.

Engagement of one team member improves engagement of the other team members as well. In order to increase engagement of their teams, companies must ensure that in every team there are highly engaged employees. Trainings and education of managers, in order to develop their skills which would enable them to influence employee engagement in a positive way, are very important for employee engagement in the company. Through these trainings managers should become able to: align efforts
with company’s vision and strategy, empower people and give them more autonomy, promote and encourage teamwork, help people to develop, and provide support and recognition.

Top managers influence employee engagement through setting corporate culture, mission and vision of the company. Therefore, top managers need to constantly communicate mission, vision and values of the company and to ensure that all other efforts in the company are aligned with them.

Since drivers of employee engagement are not the same for every department in the company and for every employee, it is important that company clearly identifies the most important drivers in each department. After identification of key drivers in departments, company should develop programs that are tailored according to the specifics of each department. Additionally, research findings have shown that drivers of employee engagement change during time. Therefore, company needs to constantly measure importance of drivers and to implement insights of these changes into engagement programs, manager trainings etc.

Research findings indicate that client loyalty also improves employee engagement. Agencies should use this insight in order to develop joint initiatives with their clients which will improve engagement of teams responsible for these clients. Moreover, through development of joint initiatives agencies will show proactivity, dedication and commitment to the relationship with the client what will additionally boost the client’s loyalty. Additionally, agencies should use positive clients’ feedback in order to internally promote team’s success and to give recognition to the team members responsible for this success.

CONCLUSIONS

The findings of this study have confirmed that practitioners define employee engagement as the readiness of employees to go extra mile to reach company’s objectives. Employee engagement is considered as completely positive concept, without negative consequences. In addition to this, findings have shown that employee engagement is clearly differentiated from negative concepts such as workaholism and burnout.

This study has indicated that there are many characteristics of employee engagement and all of them have positive influence on company’s performance. It has confirmed that main characteristics of engaged employees are: they strive to gain company’s objectives, have more energy, are team oriented and flexible. However, it has revealed some new characteristics as well: engaged employees have higher objectives, they are open, supportive and responsible.

Findings have confirmed that employee engagement has positive influence on all aspects of company’s performance. Moreover, findings support Gupta and Sharma (2016) argument that employee
engagement influences company’s success in four ways: higher retention, better financial performance, higher customer loyalty and higher profitability.

There are many drivers that influence employee engagement and most of these drivers are in control of a company’s management. Direct managers, salary, type of work and team are very important drivers of employee engagement. On the other hand, the study has revealed some other drivers as well: employee’s personality and top management. Furthermore, the study has emphasized that direct manager influences employee engagement in different ways: trusts employees, has open communication with employees, gives feedback, gives recognition for good work, supports employees, gives autonomy to an employee, sets an example and sets clear goals. The study has also indicated that drivers are not universal for all employees and all departments and that they change over time. Regarding the importance of job satisfaction for employee engagement, study has found that in the long run employees must be satisfied with their job in order to be engaged.

The study has also indicated that there are many drivers of client loyalty and confirmed that quality of products and services, quality of relationship between account manager and brand manager, dedication of the Agency, and trust are some of the most important ones. Moreover, the study has revealed some other drivers as well: corporate relationship, client’s organization, that Agency understands client and good communication between a client and Agency. Moreover, the findings support Watson et al. (2015) argument that the most important drivers of client loyalty are commitment, trust and satisfaction. However, study has not found that loyalty’s incentives influence client loyalty in Agency-Client relationship.

Findings have indicated that employee engagement has positive influence on client loyalty. Accordingly, the study supports Kumar and Pansari (2016) argument that there is influence of employee engagement on client loyalty. Additionally, findings have shown that employee engagement influences client loyalty in several ways: improves relationship with a client, improves communication with a client, Agency is more dedicated, and improves quality of products and services. In the end, study has confirmed that client loyalty improves employee engagement. Hence, employees consider client loyalty as a feedback for well-done job and a kind of important recognition.

This study provides several opportunities for further researches. Importantly, this study should be followed with quantitative studies that could test the following conceptual framework and provide a wider generalization of these findings.
Figure 1. Conceptual Framework: Influence of employee engagement on client loyalty based on this study
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ABSTRACT

Both research and anecdotal information suggest that there is an increasing interest in spiritual elements of professional activities. While individuals might more often seek out the spiritual via the search for meaning in those activities, they typically lack a clear understanding as to how to achieve that outcome. Thus, the surge in interest in and need for spirituality at work may have debilitating effects on the individual's very sense of spirituality at work. This paper presents a preliminary discussion regarding the possibility of applying a new learning technique, referred to as the "thinking journey," as a means to accomplish that goal. After introducing the technique and its underlying principles, the various characteristics of the technique are described. Following that, an example of a possible "thinking journey" is presented. Finally, possible directions for future applications and research of the "thinking journey" method for the area of spirituality at work are suggested.
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INTRODUCTION

Howard (2002) suggested that the "explosion" in interest in workplace spirituality was "probably the most significant trend in management since the 1950s" (p. 230). More recent research indicates that the idea of spirituality at the workplace and its individual and organizational benefits continues to surge (Houghton, Neck and Krishnakumar, 2016). One indication of this can be seen in a recent search undertaken by this author on Amazon of the term "spirituality at work" that generated nearly 35,000 results; while a Google Scholar search for the same yielded over 47,000 results - for work done just over the last five years.

However, the rising interest in - and felt need for - spirituality at the workplace may be a mixed blessing. For, in lieu of the possession of tools allowing access to possible spiritual elements of one's professional endeavors, many individuals may only experience a greater sense of frustration in light of the apparent absence of any perceived spirituality in that endeavor. Indeed, noting both the growth in the desire for spirituality and its typical absence from the curriculum, Astin (2004) cogently...
argues that Academia must expend greater efforts to help students develop tools to guide their search for spirituality.

This is not a new thought. For, sources as diverse as the Buddha to Aristotle to the Church Fathers to the conveyers of hadiths in Islam to the ancient Rabbis (or literally "teachers") of the Talmud were all cognizant of the importance of aiding individuals toward their pursuit of "the Good life" in their everyday, professional activities. For example, the Talmud suggests that upon arrival to the gates of Heaven the very first question that an individual will be asked will be whether they have conducted their business activities in an honest and forthright manner.

It is unlikely that the purpose of the above passage was to offer the individual time to "cram" and prepare an acceptable answer to that question. Rather, clearly, the idea was to lead the individual to examine their ongoing activities from the perspective of a "judgment day", and to conduct themselves in a manner that will allow them to arrive at their preferred destination. Regardless as to whether that day of reckoning occurs at the "pearly gates," or a random morning while glancing at the mirror while preparing for work, or looking out at the ocean waves, while contemplating a lifetime of activities and decisions; it will be a moment in which the individual will be taken out of the present to evaluate themselves from a different, and perhaps novel, perspective.

But, how can one best be prepared to assess their professional lives and themselves in a different and novel perspective? One educational approach gaining traction in recent years builds upon the idea that learners should be more active agents in constructing the knowledge they seek (Schur and Valnaides, 2005). This more active type of learning builds upon the classic work of Vygotsky who placed much emphasis on the part played by significant people in the learners' lives via the activities of those individuals, who enhance their learning by selecting and shaping, and thus mediating, the learning experiences of the individual (Turuk, 2008).

This method, which has become known as "mediated learning experience" (Feurstein and Feurstein, 1991, Seng, 2003) calls for the active involvement of an outside agent (i.e. teacher, mentor, coach) to actively mold the presentation of information relevant to a matter in question so as to create a new understanding of the dynamics and context of the matter at hand. Feurstein (1991) suggests that such learning allows "for the development of the very unique human conditions of modifiability, or the capacity to benefit from exposure to stimuli in a more generalized way than is usually the case" (Feuerstein, 1991, p.26).

One way in which this mediated experience can take place is via a "thought experiment" (or "Gedankenexperiment"). The above is a cognitive tool designed to allow one to consider some hypothesis or principle in order to consider their possible consequences. It should be noted that there may not necessarily be any intention - or perhaps even possibility - to undertake actions associated
with the subject of the experiment. Two famous examples of Gedankenexperiments are Schrodinger’
cat (in the area of physics) and the "trolley problem" (in the area of ethics).

The purpose of this paper is to suggest the use of utilizing a thought experiment approach in
the context of spirituality at the workplace. Specifically, this paper will present and apply an approach
called the "thinking journey" (Schur, 1999; Schur, Skuy, Zietsman and Fridjhon, 2002; Schur and
Valanides, 2005), a new methodological tool currently gaining interest in science education, to
spirituality at the workplace. The "thinking journey" allows the individual to look at their reality in
new and novel ways. It is suggested here that the "thinking journey" can assist individuals to identify - if not actually experience - a variety of perspectives on their professional life that will aid them to identify possible elements of spirituality inherent in that endeavor.

THE THINKING JOURNEY: AN INTRODUCTION

A prism can offer the individual the possibility to see the various hidden colors that comprise
the colorless "white light" that surrounds us. It is suggested here that an individual would do well to
seek out a prism through which it might become possible to perceive the various "colors" which make up everyday professional life. The "thinking journey" can serve as that prism.

Schur and Valanides (2005) note that the purpose of the "thinking journey" (heretofore referred to as "TJ") is to allow the learner to experience the learning process in an active and personally significant manner while gaining perspective(s) they did not previously have regarding the matter at hand. For example, the TJ allows individuals to overcome problems of egocentricity in science education (seeing things only from one - their own - perspective) via a mediated journey to faraway places where they have to orient themselves. Along the journey, the individual experiences and assumes multiple perspectives of the subject at hand and the context in which they operate. As such, they gain knowledge both with regard to their own nature and that of the context in which they operate.

Specifically, the TJ is comprised of a set of learning activities that lead the individual to undertake an imaginary journey in order to gain new, novel and sometimes surprising perspectives on both new and "known" phenomenon. In an educational context the instructor may serve as the "tour guide" for that journey, in an organizational setting someone from HR, a coach or mentor may fill that position. In all cases, the "tour guide" sets out an itinerary that necessitates the learner to challenge what is known and possible sources of that knowledge.

With that, individuals ultimately "own" the experience. For, it is the learner who decides what the journey means to them. They are encouraged to ask questions, make comments and build a personal representation of the places visited, as well as, perspectives achieved. In order to free
learners from their own personal perspective, each station on the itinerary is represented via visual representations such as drawings, photographs and video clips through which (and - often - in which) learners are encouraged to view themselves.

THE THINKING JOURNEY: FEATURES AND FUNCTIONS

As noted, the TJ helps individuals overcome problems of egocentricity (seeing things only from their perspective) via a mediated journey to faraway places where they have to orient themselves. As such, it is built upon the premise that the ancient Greek maxim to "know thyself" can best occur if one knows one's world. Thus, the TJ is comprised of a number of features that combine together to provide a type of "out of body" experience which allows - or even necessitates - the individual to view themselves and their reality in a new manner. Following here is a short description of features of TJ pertinent to the area of spirituality at work.

The first feature of the TJ is the "Dialogue" - the communication that occurs at each point along the TJ between the guide and the traveler. That communication is comprised of a verbal and/or written exchange ideas and queries. The latter examining the nature of the place visited and the possible viewpoints, feelings and attitudes of those who inhabit a particular space in the constellation in which the individual operates. Via the process above the individual gradually constructs a new understanding of the place visited and the meaning of that place in their own life and endeavors.

The second feature of the TJ framework are "Pictures." TJ makes extensive use of visual representations as a means to allow the individual to experience and consider their world in a different manner. These representations allow the learner to view the, as of yet unknown viewpoint, that may be inaccessible or perhaps even invisible to them. It also allows for a consideration of phenomenon for which the learner may - as of yet- not possess the language to express.

The next feature of the TJ approach is "Observation." The interactions between guide and learner occur during the observation of visual images presented. Here, the communication is more directed and focused on non-verbal representations of the TJ. Along the TJ the traveler is asked "what do you see in the picture?" As such, it encourages the traveler to reflect upon, comment, question and even doubt their own reality. They may also be asked to consider changes to a visual representation, in order to align it with the other, and often new and personally significant perspectives. Throughout the TJ, the guide offers additional information and questions to further hone the travelers' ability to understand what is (and is not) being perceived.

"Comparison" is, yet, another important feature of the TJ. It is characterized by encouragement offered the traveler to compare what had been previously "known", with new information available. The above may challenge, complement and/or alter the "known." The guide
utilizes the comparison and contrast between previous knowledge about their endeavors and newly available information to encourage the traveler to offer possible new understandings of the former. Further, individuals are challenged to consider what their new understanding may say about the manner in which they view themselves, their world and their place and relationship with the world around them.

Finally, the last relevant aspect of TJ for the issue at hand is "Returning Home." This matter refers to taking the individual back to their current reality. The traveler is asked to compare the features of the place in which "they live" with the variety of other places visited. As such, they gain a new understanding of the panorama afforded by their current reality and the relativity of that reality. The traveler is encouraged to review the stations visited, the view afforded by each and to again consider what they gained by visiting the various stations.

THE THINKING JOURNEY: A POSSIBLE APPLICATION IN SEARCH OF SPIRITUALITY AT WORK

Following is an example of a TJ that can be undertaken with an individual searching for greater meaning in their professional life. The itinerary for this journey will be set by means of the guide questioning the traveler with regard to the nature of the individual’s professional life. The "journey" will start from within, and will include engaging the individual with regard to how and why they arrived at their current endeavor, and how the above may have evolved over time.

Following the above, the individual will be asked to describe the immediate outputs and consequences known to them that result from their current endeavor. After the initial look at the position the individual holds, the focus is shifted toward the consideration of the constellation of actors with whom the individual may interact and/or affect via their endeavors. Here an important element in this process is understanding the various "stakeholders" (Freeman, 1994) affected by or otherwise important to the performance of the individual’s professional responsibilities.

The "typical" stakeholders considered when speaking of professional activities (i.e. customers, employees, colleagues, community, competitors etc.), are supplemented by new and different "stakeholders" that is relevant - if not crucial - when searching for personal meaning. In such a context, these additional "stakeholders" can be a particular religious or ideological perspective to which the individual feels committed, the initial vision the individual may have had of their professional life and goals, the hopes and goals they hold with regard to their ultimate professional status and achievement and the legacy they might wish to leave behind (Wade-Benzioni, Sondak and Galinsky, 2010).
Within the context of this TJ, the traveler is sent both on a journey in space and in time. At each station, they are presented with written and/or visual representations that are meant to serve as stimuli evoking responses allowing insight into how their current professional life; activities, challenges, opportunities, decisions and "products" are viewed by variety of possible "stakeholders" in their lives.

A POSSIBLE TJ

Following is a possible itinerary for the TJ above. It includes a number of possible stations along the way along with a possible script for those stations.

The first station on the journey would be to "visit" customers. Here the guide might present a picture of a group of individuals and say, "Look at the picture of these individuals. They are actually customers who use the product (or service) which you help produce."

- What do they want or expect from that product?
- What role does that product play in their lives?
- What role do you play in realizing the above?
- How do they speak of the product?
- How might you speak about it?
- Is there anything you would like to know about them? Is there anything you might want to ask them?
- Is there anything that you might want to tell them about the product, your part in it or your hopes for it?”

The guide might then ask the individual to suggest changes in the picture and/or supply other images to describe the possible meaning their endeavors have for others (including pictures they create via photography, photomontage, drawing or use of existing photographs, paintings or other images). Finally, the guide can ask the individual to write a postcard (or perhaps, in 2017 - an email) home to themselves about what their endeavor may looks like from the customer's viewpoint.

Another station on the journey can be to the individual as a professional novice. Here the guide presents a picture of individual at different ages prior to and on the threshold of their entrance to the professional world, asking:

- "What does the individual in the picture expect of you and your professional being?”

Global and national business theories and practice: bridging the past with the future
• "What does that individual think of your current professional being? Why?"

• "Can you compare and contrast yourself today with the individual in the picture? What things related to your current professional being are unknown to that individual? Is there something that you might want to share with that individual?

• How might you close any gap between the perceptions of that earlier self and yourself today?

Yet another stop on the journey would lead the individual to confront religious or ideological beliefs that they might hold. Here the guide might ask the traveler to create or source a drawing that represents some religious or ideological belief they hold, asking:

• Can you describe how the drawing relates to the relationship between your current professional being and the expectations of the religious or ideological "truth" to which you aspire?

• What items or elements appear in that drawing? Why?

• Where are you meeting the expectations of that "truth"? What must you do to move closer to that "truth"?

• What is literally or figuratively "missing from the picture" that might lead to a greater sense of meaning at work.

CONCLUSION

At the outset of this paper the author noted the tremendous interest in and need felt by many for a greater sense of spirituality at the workplace. But, it seems logical (and evident) that spirituality just doesn't "happen." By that, it seems clear that one must most likely "seek out" spirituality. It is suggested here that a TJ can help the individual discover and/or facilitate possible elements of their current professional endeavors that may lead to a greater sense of meaning and spirituality at the workplace.

The TJ encourages the individual to be proactive in seeking out different ways to view their current reality. By "visiting" the stations along the TJ, the individual may gain new cognitive tools and another "language" through which they can understand themselves and their experiences. Salkin (1994) has suggested that one of the impediments faced by many individuals seeking spirituality in their professional lives is the lack of an appropriate lexicon by which to describe and compare their various personal, spiritual and professional activities and expectations.
Only a preliminary examination of the TJ and its possible role in augmenting spirituality at the workplace was presented here. With that, it seems that the TJ has the potential to help advance the understanding of - and training in - the area of workplace spirituality. Importantly, it offers a new and novel approach to understanding and enhancing spirituality at the workplace via the application of a tool that has been successful in science education to both broaden the individual’s self-understanding and an understanding of the world in which they operate. Equally important, the proposed method calls upon the active engagement of the individual in a process. It, thus, may likely lead the individual to take ownership over their path to gaining a sense of meaning in their endeavors and the concomitant sense of spirituality at the workplace that might emerge in wake of the above.
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ABSTRACT

“In describing the processes of organizations as political acts, we are not making a moral judgment; we simply are making an observation about a process.”

Bacharach and Lawler, 1980, 2

The study is aimed to advance further understanding of manager’s political behavior which is the practical domain of power in action within the workplace, and to investigate the positive-beneficial dimensions of political behaviour, rather than its destructive aspects. Using qualitative research methodology we conduct individual in-depth interviews with 12 senior managers (6 women and 6 men) across 12 public sector organizations. The interviews were analysed using two key themes – (a) understanding the positive and negative view of organizational politics, and (b) manager’s engagement in political behaviour in the workplace as part of their subjective social-professional experience. The findings have shown that managers adopt and implement the rules of the political game extensively. The roots of political behaviour consists personal ambition to enhance career and self-interest goals, as well as specific organizational goals. Managers engagement in positive political behaviors through the use of tactics and techniques of influence aimed at achieving vary of goals (i.e. accomplish their work, foster legitimate management actions, support their followers, cope with internal conflict and maintain social and professional interactions).

Practitioners and leaders can use our findings first, to understand the ambivalence of political behaviours spectrum ranging from worthwhile-desirable to unwanted-harmful outcomes. Particularly, to distinguish whether perceptions of positive – beneficial political behaviour have a benefit but the ethical behaviour is not doubtful. Second, recognize when to intervene, how or if at all. Managers reasoning, interests and motivations to engage in political behaviour discussed.
INTRODUCTION

Politics in organization is simply a fact of organizational life (Ferris and Kacmer, 1992; Mintzberg, 1983) that remained inextricably intertwined construct for decades (Ferris and Treadway, 2012) and ubiquitous in organizational analysis. Despite repeated calls to eliminate or eradicate it, political behaviour remains an integral part of organization (Ellen, 2014). In this regard, political behaviour like other behaviours, can have dual effect – benefits and cost (Buchanan and Badham, 2008) and simultaneously have the coexistence of positive and negative-constructive outcomes toward the same individuals or organization (Hochwarter, 2012; Kapoutsis and Thanos, 2016). Building on recent studies that advocate positive benefits of political activity in the workplace and have offered more balanced view of that behavior (Buchanan and Badham, 2008; Fedor et al., 2008; Gotsis and Kortezi, 2010; Hochwarter, 2012; Landells and Albrecht, 2015), our goal is to examine the positive and negative roots of manager’s engagement in political behaviour within public sector organizations.

Although, scholars have discussed organizational politics for more than three decades (Ellen et al., 1979; Ferris et al., 2002; Hill et al., 2016; Pfeffer, 1983; Rosen and Hochwarter 2014; Drory and Vigoda-Gadot 2010) and its pervasiveness makes it an important area for organizational researchers (Riley, 1983), significantly, vast body of the study emphasize the negative aspects while focused on the undesirable causes and outcomes (i.e. Chang et al., 2009; Ferris et al., 2002). This tendency has led a prevailing negative conceptualization and measurement of organizational politics (Landells1 and Albrecht, 2016). Hence, many times, the political category consist behaviour or activities that are illegitimate, harmful to the organization or its members or based in self-interest) (Rosen et al., 2009). In other words, politics within the walls of organization described as stepbrother and troublesome effect of others organizational phenomena.

Conceptually, in the literature “far more attention has been given to the self-serving effects of influential others’ political behavior than to the effects political behavior has on other employees.” (Ellen, 2014, 893). These self-serving effects has investigated as generator of low performance, low job satisfaction, loss of commitment, withdrawal (Buchanan and Badham, 2008) as well as employee turnover, absenteeism, and job stress (Chang et al., 2009; Ferris et al., 2002). Moreover this bias has led scholars and managers alike to avoid the debate on the potentially functional and positive aspects for that significance intangible – invisible phenomenon even when they all recognize its real existence as generic component the organizational social fabric.
A complementary approach researchers have suggested, more recently, attempt to consider the potentially functional and positive aspects of organizational politics but without neglecting its toxic effects (Drory and Vigoda-Gadot 2010; Fedor and Maslyn 2002; Gotsis and Kortezi 2010; Hochwarter 2012; Liu, et al., 2010) and to gain more comprehensive glance into organizational politics and its behavioral derivatives (Ferris and Treadway, 2012; Thanos, et al., 2016). For example, research discuss the meaning of political skills that employees need to possess in order to cope with the political environments (see Kapoutsis et al., 2016; Chang et al., 2012), examine various political behaviour individual display in the workplace such as impression management, voice and even helping behaviour, while attempt to secure favorable outcomes and thriving in the workplace (Kimura, 2015). Other have found that political behaviour related to higher productivity, career advancement, higher innovation, and decision making consensus (Fedor et al., 2008; Gotsis and Kortezi, 2010; Hochwarter, 2012; Kurchner-Hawkins and Miller, 2006).

The premise for this study is that organization are cooperative systems of employees working together to achieve purposes as well as political arenas of individuals and group holding various interests (Brass, 2002). As Buchanan (2008, 57) noted: "most managers, if they want to succeed, have to play politics at least part of the time." Thus, based on previous studies investigated the positive-beneficial dimensions of political behaviour, rather than its destructive aspects, we ask to (a) understanding the positive and negative view of organizational politics, and (b) explain manager's engagement in political behaviour in the workplace as part of their subjective social-professional experience.

Considerin g the positive possibilities of leader political behavior

B. PARKER ELLEN III

Our research contributes to organizational politics literature in three principal ways. First, there is significant gap in the organizational politics literature since very little empirical research has explored how organizational members actually view organizational politics (Landells and Albrecht, 2015, 44). Examining pieces of manager’s political nature and behaviors enrich that theoretical discussion. Respectively, Hochwarter (2012, 51) have suggested; "As a logical step in development, scholars may find value in looking beyond the how (i.e., tactics) and what of positive politics (i.e., outcomes) by committing greater attention to the why (i.e., motives, value, objectives)". Second, we respond to a contemporary organizational science scholar’s call to develop a more balanced understanding of organizational politics and mainly to recognize the dual effect of political behavior regard its positive and negative effect at work (Kapoutsis and Thanos, 2016). Consistent to Ellen (2014) noted that "from a theoretical standpoint, more specification is needed. Construct
measurement and empirical testing of the concept will require additional description of the types of positive behaviour." (p. 895). Third, while qualitative research regarding organizational politics remains relatively rare (McFarland et al., 2012) and commonly discuss the negative 'dark side' of organizational politics or dysfunctional aspects of political behaviour (Chang et al., 2009; Ferris et al., 2002; Rosen et al., 2009), our research use qualitative research method suggests more in-depth and comprehensive understanding of manager's positive political behaviour. New qualitative work will contribute to the field (Ferris and Treadway 2012) provide greater contextual information, and “lead to new insights that may not be recognized in existing theoretical work” (McFarland et al., 2012, p.116).

The paper is organized as follows: We present the theoretical literature on individual engagement in political behaviours. We describe the methodology and data collection used of the qualitative procedures. Finally, we analyze our findings and their practical implications.

The reality is that politics are “a principal component of a firm’s social context” (Hochwarter, 2012, p. 31).

THEORETICAL BACKGROUND

The two side of engagement in political behaviour

Drew on the Aristotle philosophical idea, we are by nature political animals. Participation in political behaviour is characteristic of one's DNA (Cheng et al., 2010). Political behaviour in the organizational setting display both positive and negative implication to the observer, to recipients or victims (Buchanan and Badham, 2008). However, primarily, in the organizational politics literature, such political behaviour 'has been cast in a largely pejorative light, with research focusing on its pervasiveness’ (Hochwarter, 2012, 27) and, as a results, neglect and scarcely support for investigating the positive side of politics is recognizes in science (Fedor et al., 2008) and practice (Pfeffer 2010). Following, we discuss the two faces of political behaviour and review the recent support in the literature for the consideration of positive politics.

Forman’s classical definition (1962) describes political behaviour in an organization as behaviour that is not required as part of an assigned task, but has an influencing role, or tries to gain
an advantage. That implicitly of the bad-side of political behavior (Vredenburgh and Shea-Van fossen, 2010) classify organizational politics perceptions as a hindrance stressor (Chang, et al., 2009) and causing strain reactions (Rosen et al., 2009). Respectively, another definition describe political behaviour, as a “‘self-serving’ behavior that is not sanctioned by the organization and that likely produces conflict and disharmony by pitting individuals and/or groups against one another or the organization” (Gilmore et al., 1996, p. 482). Also, studies have investigated it as behaviors that should be avoided in the workplace and include assertive/aggressive self-serving tactics and self-promotion that can produce negative results (Ferris and Kacmar, 1992). In their book, Buchanan and Badham (2008) noted five defining features of political behaviour in organizations: influence, self-interest, damage, backstage, and conflict. Behaviour that demonstrates those five features is categorically political (Drory and Room, 1990; Ferris et al., 2002) and namely viewed as manipulative and purely self-serving. Influence refers to getting others to do or think in accordance with your intention and enhancing one’s power to influence. Self-interest refers to the achievement of individuals’ personal goals rather than organizational goals. Damage explains behaviours that are inconsistent with the organization’s goals wherein individuals act in unfavorable ways and ignoring the organizational effectiveness. Backstage refers to unformal arrangement and deals that employees organized that excludes other people in the organization. Finally, conflict is controversy among employees regard resources allocation, decision making or strategies to achieve organizational goals (Buchanan and Badham, 2008, 12).

Alongside the undesirable aspects of political behaviour, objectively its refers to a wide range of practices that help the individual to get ahead or to exploit resources in the workplace (Dubrin, 2009) and display influence tactics used strategically to meet one’s goals, and include informal activities aimed at promoting self-interest by influencing the thinking, perceptions, or behaviour of others (Hill et al., 2016). Such behaviours are not exclusively destructive influences for all individuals. We argue that, practically, through political activities that connect people under collective idea, needs or goal for the benefit of the organization, individual may gain advantage regard their aims, but, its not necessarily be contrary to the organizational goals or the wishes of their colleagues.

More recently studies and multidisciplinary approach (Fedor et al., 2008; Hochwarter, 2012; Kapoutsis and Thanos, 2016) have called to consider the dichotomous meaning of organizational politics without ignoring its negative effects. That classic definition has been expanded by researchers asking to investigate the positive individual subjective experiences during participation in organisational politics in the workplace (Dubrin, 2009; Fedor et al., 2008; Gotsis and Kortezi, 2010). The idea that organizational politics creates ‘dual effect’ and can be both functional and dysfunctional in individual and organizational terms (Buchanan and Badham, 2008), has become an interest for
researchers who attempt to explore, first, the destructive and positive elements that are potentially constructive and, second, when and where it is a useful tool at the organizational level (Ferris et al., 2007). This glance focuses on distinguish political activity and perceptions that favourably impact individual, group and organization (Buchanan, 2008; Dubrin, 2009). From that perspective, political behaviours definition encompasses both self-serving and benevolent motives in employees/managers' attempts to achieve personal and/or organizational goals (Kapoutsis and Thanos, 2016). Political behaviour refers to "intentional acts from a broad repertoire that may include influence tactics, self-presentation, impression management, voice and helping behavior to manage (create, maintain, modify or abandon) the shared meanings of organizational situations so as to produce desired outcomes that would otherwise be unfeasible" (Kapoutsis, 2016, p. 41). Relatedly, studies have found a positive connection between political behaviours included ingratiation, upward appeals, blocking and sanctions, achieving employee outcomes (i.e. promotion, salary and performance appraisal) (Higgins, et al., 2003) and attaining objective and subjective career success (Kapoutsis, Papalexandris et al., 2012). Others have indicated that leader political behaviour favorably influences subordinate outcomes such as satisfaction, mood and citizenship (Ellen, 2014; Kane-Frieder, et al., 2014). Recently, study conduct an exploratory interviews with organizational leaders have indicated "political behavior is crucial for leaders to provide followers with support... leaders recognize the political realities of their organizational environments and thus routinely participate in politics to provide their followers with performance-facilitating and career-enhancing opportunities" (Ellen, 2014, 894).

Consistent with previous research argue for considering political activity as a principle component of firm’s social context (Hochwarter, 2012) and drew on scholars that have argued for the positive impact of organizational politics (Liu et al., 2010), we argue that employees are engage in political environment and behaviours both to foster their career and to know how to socially act in the workplace. Individuals are motivated to engage in political behaviours only when they believe that doing so helps them achieve valued organizational experience (Liu et al., 2010; Mintzberg, 1983; Treadway et al., 2005). By learning the unwritten rules of the political game, employee recognize and understand the centrality of that phenomenon and how is crucial for them as well for the organization goals. Hence, in the organizational sphere, 'such purposive behaviors, which may range from active to passive engagement, create a context within which employees and managers operate to attain their goals' (Kapoutsis and Thanos, 2016, 310).

Consist with Ellen (2014) that have suggested "although some may argue that leaders’ political behavior on behalf of followers simply is an extension of self-interest, it is possible, if not likely, that these self-interests and collective interests are not mutually exclusive" (P. 894), we argue that display techniques of influence of tactics in the organizational setting is not harmful constantly and managers
can and do behave politically in efforts to foster organizational goals, benefits their followers as well gain self advantage. Further, the main research question directed to understand - how managers in the Local Authorities explain the meaning of positive and negative political behaviour?

**METHOD**

**Sample**

We used theoretical sampling, which refers to a selection method of participants who are deemed to be “particularly suitable for illuminating and extending relationships and logic among constructs” (Eisenhardt and Graebner, 2007, p. 27). According to Creswell (2014), individuals from the initial quantitative sample should be selected for the qualitative follow-up sample. Hence, we conducted semi-structured, face-to-face interviews with 12 managers (6 women and 6 men) from the local and regional councils in Israel.

**Data analysis**

All interviews were recorded and transcribed for clear identification of the codes. Coding the interviews was carried out according to Miles and Huberman’s (1994) procedure: We began by deriving themes extracted from the literature and applying them to the interviews, as relevant. We continued identifying and assigning more themes and subthemes to the interviews as they emerged while reading them. Second, we reorganized the data according to the codes in order to confirm that all the segments with the same code had the same meaning. Third, the codes were named and operationally defined so that their meanings would be clear and would correspond with the conceptual framework. Finally, we grouped the codes into more meaningful units of analysis, especially according to the model variables. We will present and interpret these findings in order to expand on the quantitative results (Creswell, 2014).

**RESULTS**

Interviewees described the various aspects of organizational politics, and especially political behaviour. The interviews' analysis reveal three key themes: organizational goals, personal interests versus corporate interests, and organizational career that motivated the political behaviour. The descriptions of these themes moving the range of positive to the negative political behaviour.

Organizational goals:

Agreement on the goals of the organization and a willingness to pursue these goals is a source of organizational politics. Those who agree with the goals of the municipality or the council will
cooperate and promote its achievement. Conversely, those who oppose the stated goals shall inaction or actively compete against achieving them. The following citations illustrate the two sides of the coin:

"Those who identify with the mayor and his party, trust in them is higher, and they will get more out of the system. If he asks for some social services project, they will do the maximum from political motives and commitment. It goes together. In addition, if the opposite occurs [if you do not identify with the mayor and his party], then you will be less involved. I saw that in the last election. Those that identified with the right (the mayor's from a rightist party), were more 'small minded.' There's a lack of trust on the opposition side" (9)

"My trust in my co-workers is very high, even when it comes to political internal rivals. Ultimately, if we look at everyone in the organization, we have a common goal. Although, everyone chooses a different way to achieve the goals" (4)

Personal interests versus corporate interests:

Political behavior can be used as leverage to promote interests. On the scales are personal interests on the one hand and organizational interests on the other hand. While promoting corporate interests perceived positively as an activity conducive public domain, promoting personal interests perceived negatively as an individual benefit at the expense of the organization as a whole. The following citations illustrate the two sides of the coin:

"My approach is that if the system works, even if there are structural defects, they are subject to change. Trust in the existing system allows me to act in directions that I want, or put pressure places where I can renew, change and do. Similarly, if I want to change politically, to intervene, to speak and to decide otherwise" (5)

"Some people pointing on political people, but they themselves are engaged in politics. If people are engaged in political activity extremely ... and take advantage of the time to promote personal political interests, it is perceived as negative and irresponsible in terms of filling the job at work" (12)

Organizational career:

One of ambitions of many managers is to advance to senior positions during their career. Political behavior is one of the main means to achieve this goal. As opportunities for advancement decreases as
one goes in the organizational hierarchy, the competition has grown. Different political behaviors are not perceived as legitimate by all. The following citation illustrates the two sides of the coin:

"I am always striving for more. I want to advance. I love roles with responsibility…Everyone in the municipality wants to advance. You can advance, if you have vitamin P. If you do not, you can go to million tenders and you will not get the job. Promoting competition will cause mistrust. If there are two candidates, one dirty up the second. There are who compete for a position and still remain friends" (7)

DISCUSSION

The study is part of a new stream of qualitative studies on political behavior. Therefore, the qualitative research method enables to describe, analyze and interpret political behavior and expose the differences between positive to negative politics. Building on recent studies that advocate positive benefits of political activity in the workplace and have offered balanced view of that behavior (Buchanan and Badham, 2008; Fedor et al., 2008; Gotsis and Kortezi, 2010; Hochwarter, 2012; Landells and Albrecht, 2015), the main concern of this study was to address the question - how managers in the Local Authorities explain the meaning of positive and negative political behaviour? The main themes we presented and analysed simultaneously reveal political behaviours, both positive and negative. These themes reinforce the assumption that political behaviours can alternately be perceived as contributing or harming the organization and its employees. The interviews reveal that employees' political perceptions are likely to play a key role in their attempt, effort and actions to promote both personal, team and organizational processes as well for maintain social foundations. These findings strengthen previous argument that perception of positive and negative politics would be separate dimensions of political behavior (Fedor et al., 2008). One of the characteristics of political behaviour, whether positive or negative, is the attempt to gain any advantage. The interviewees examine that managers are motivated to engage in political behavior not only as part of self-service concern and they utilize their political resources, professional skills or status to empower and promote collective interests at the team or organizational level. Based on Ellen (2014), we conclude that these self-interests and collective interests are not mutually exclusive. In this respect, political behavior will be perceived as positive or negative according to the motives that leading this behavior. In general, if the behavior is intended to promote or support organizational interests, such as the organizational goals or decisions, it may be perceived as positive behavior. Behavior may deviate from the organizational norms but yield positive organizational results (Warren, 2003).

In sum, the findings of this study contradict the Mintzberg's approach that political behavior is dysfunctional (1983). From this perspective, what may make political behavior positive is the extent
to which those behaviors are seen as legitimate or consistent with the organizational goals or effectiveness (Fedor et al., 2008). However, when the focal point is achieving personal goals or protecting personal interests that accompanied by unethical behavior, disproportionate and offensive strategies, the behavior will perceived as negative.

PRACTICAL IMPLICATION

"Just because you do not take an interest in politics doesn’t mean politics won’t take an interest in you.”

(Pericles)

Our study has implications for organizational leaders and managers. Two major keys and important insights that can be applied are (a) that most useful intervention is not to try to eliminate organizational politics and (b) that mapping and studying its bilateral attributes (nice and the nasty) in the workgroup context, is inevitable. Broadly, the findings suggest that political behaviour is the practical domain of power and influence in action, becoming more sophisticated through the use of tactics, strategies or techniques of influence. The roots of political behaviour lie in personal ambitions, but there are likely to be differences among individual’s engagement in such behaviour regard their intention, funs, needs and positions.

Trough the complementary lens of organizational politics, we have recognized the ambivalence characteristics of political behaviour included both negative and positive aspects, thus, managers must have the ability to isolate harmful aspects while they are using political means. Leaders and mangers could estimate the extent to which the political means implemented in their organizations are nourishing negative circuits and to eradicate it publicly, clarify and deter. Understanding the limits and types of politics accepted in their workplace is critical. To that end, they should have a clear view of themselves, promoting honest self-reflection and self regulation, must behave with consistency and high level of transparency as managerial example hold political power. Mainly, they must hold themselves to a high ethical standard. Practically, they should allow the use of politics in their workgroup, as part of a natural human behaviour that it can not be avoided, but not as a corrupting means. For example, their positive political behavior included tactics and strategies that can complement legitimate management actions or potentially can help them to embrace their followers in the workplace. Moreover, in order to reduce the dysfunctional possibilities of political behaviours they must have a solid vision of the culture they want to cultivate, the boundaries and reasonable of the use of politics in their workgroup.

From managerial perspective, most managers, if they want to remain, withstand, undamaged and mainly to succeed, have to play politics at least part of the time. Thus, there is a need to be able to exercise and implement personal influence or power rather than rely on professional status or the
authority of management position in the workplace. In intricate circumstances where conflicts and dispute are substantial part of the organizational reality, managers need to demonstrate other strategies, tactics and actions to remove such blockages rather than to act due to their official status or rank.

Finally, the puritan perspective on politics that employees should not get involved at any level since it include 'dirty tricks', unethical actions and is occur in the province of con artists, will be considered as mishandle. Attempting to work against it, or worse, to ignoring it, achieved the opposite outcome - strengthen the negative perception regard political behaviour as self serving value that has harmful and destructive at the organization level. As argued previously, organizations are cooperative systems of employees working together to achieve goals as well as political arenas of individuals holding various interests. One valuable insight is that while the political dynamics vary from one organization to another, from one skilful player to another, leaders and managers awareness and perspective is necessary to recognize when to intervene, how or if at all.

RESEARCH LIMITATION

As with any empirical study, the current study has some limitations. First, the study is based on respondents only from local government. You cannot ignore the structural and organizational characteristics that distinguish these organizations, and may influence organizational politics. For example, by virtue of their function, various government organizations have an impact on local government, and we have to consider the link between the national and local level. Second, the sample includes only 12 respondents. Although qualitative studies usually are based on small samples, yet we must be careful in drawing conclusions. Finally, organizational politics is one of the sensitive issues researching. Although the interviews were comprehensive, we hope that the interviewees answered the questions honestly and that the research does not 'suffer' from social desirability.

FUTURE RESEARCH

Following the strengths and weaknesses of this study, we will offer a number of recommendations for future studies. First, qualitative studies are needed to further expose other aspects of political behavior, both positive and negative. So far, studies have mainly focused on the reasons of political behavior. In order to assess the differences between positive and negative political behavior, it is advisable to examine whether there are different behaviors under each of the dimensions. Second, studies in various sectors, public or private, may expand the knowledge on
political behavior and expose a wider range of behaviors specific to each sector. Finally, without a doubt, qualitative studies may serve as a fertile ground for establishing valid and reliable research measurement for positive political behavior.
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ABSTRACT

Worldwide, activity levels and participation in sports among individuals, have had an increasing trend over the last few years, with leisure activities (i.e., running, climbing, trekking etc) being among the most prevalent types of sport participation. From the abovementioned types of sport, physical and leisure activities have had a tremendous increase in popularity and number of participants, whilst group sports participation percentages have elevated to a lower degree. The results indicate that there is a development of recreational sport participation which has drawn the attention of a growing number of new participants, along with the recruitment of individuals from other types of sport. The most well-known recreational sport activity with participants of all ages, is running.

The aim of this research is to examine the determining factors of runners’ motivation to maintain involvement, utilizing an expanded version of Sport Commitment Model as a theoretical frame of reference, with the addition of the self-congruity variable, in order to explore sport-related consuming behavior of participants. A quantitative method was used for the purpose of this study and a total of 1326 questionnaires were successfully completed and analyzed by means of SPSS and AMOS. The Sport Commitment Model was validated and findings supported commitment to be a predictor of purchase intention and participation frequency of runners. Moreover, self-congruity was found to impact only on participation frequency.
INTRODUCTION

Worldwide, activity levels and participation in sports among individuals, have had an increasing trend over the last few years, with the most prevalent types of sport participation being physical activity, group sports, and leisure activities (i.e., climbing, trekking etc.) From the abovementioned types of sport, physical and leisure activities have had a tremendous increase in popularity and number of participants, whilst group sports participation percentages have elevated to a lower degree (Casper et al., 2007). The results indicate that there is a development of recreational sport participation which has drawn the attention of a growing number of new participants, along with the recruitment of individuals from other types of sport. The most well-known recreational sport activity with participants of all ages, is running. Historically, running is one of the earliest types of sport, rooted in ancient Greece via marathon participation (Pate and O’Neill, 2007). The sport of running has consistently demonstrated stable participation rates and nowadays is experiencing a significant growth in total demand. More specifically, running is among the most attractive sports in Europe with an estimated 50 million individuals running systematically with their annual sport expenditures being approximately € 9.6 billion per year. According to this evidence, running can be characterized as one of the biggest and fastest developing sport markets in the world (Scheerder et al., 2015)

Taking into consideration the substantial financial effect of the sport of running, more thorough research is needed in order to single out the perceived significance level of factors correlated with commitment to running. Several studies in the era of sport management have suggested theoretical models pertaining to sport participation (Brooks, 1994; Milne and McDonald, 1999; Green, 2003; Hughes and Shank, 2005), with the majority of them being too complicated and inadequate to integrate core sport marketing concepts and strategies.

Based on the original (Scanlan et al., 1993), adjusted (Alexandris et al., 2002) and expanded (Casper et al., 2007) sport commitment model, the purpose of the current research is to further explore the above mentioned model, validating the factors that significantly affect commitment to running, as well as to explore its efficiency to affect individuals’ sport consumption behavior. Intensifying runners’ commitment is a crucial task of sport management, given that commitment indicates persistence in a specific activity and relates to circumstances where individuals either wish to, or ought to maintain their involvement. Commitment- relevant results are crucial for the policy makers involved with
the sport industry, as they can be taken into consideration for the formulation and implementation of efficient retention strategies (Casper et al., 2007).

Previous studies have examined sport participant comportment by utilizing variables such as involvement (McGehee et al., 2003), loyalty (Kang, 2002), intention (Hagger et al., 2002) and motivation (Milne and McDonald, 1999). Although it is explicit that more devoted participants will have a greater degree of loyalty to the specific sport activity helping the organization achieve its strategic objectives, along with profitability improvement (Iwasaki and Havitz, 2004), the empirical exploration of antecedent factors influencing individuals’ sport commitment is unclear.

THEORETICAL BACKGROUND

Sport commitment can be delineated as a psychological variable depicting the devotion and determination to maintain sport participation (Scanlan et al., 1993). Social exchange theory provides the dominant theoretical basis for the development of the sport commitment model (Kelley and Thibaut, 1978), which was established owing to the sufficient indications that enjoyment is one of the main participation motives in divergent sport samples (Scanlan et al., 1993). In contrast to previous studies and models, the current model uses the variable of commitment of sport participants as it contributes to a thorough understanding and sport-consistent perspective of this behavior and its subjacent psychological status.

Psychological commitment has been proposed as one of the variables which illustrates the attitudinal element of loyalty and contemplates behavioral loyalty (Park and Kim, 2000; Alexandris et al., 2002). More specifically, sport commitment can be delineated as a psychological status illustrating the eagerness and determination to maintain exercising via a specific program, a specific sport, or via common athletic activities. Intensifying individuals’ commitment is a crucial assignment for sport managers, as according to previous results approximately 50% of the individuals who begin participation in a sport activity withdraw from sport and physical activity in a short time period (Dishman, 2001). The indicated data recommend that studies on commitment related attitudes are crucial for sport practitioners, in order to implement efficient retention strategies (Alexandris et al., 2002).

The sport commitment model presupposes the existence of a variety of antecedent factors which can influence participation variations, such as sport enjoyment, involvement opportunities, social constraints and personal investments (Scanlan et al., 1993). Sport enjoyment can be delineated as an assertive emotional reaction to the experience of sport participation that mirrors generalized sentiments such as happiness, sympathy, and amusement. Researches on sport and leisure motivation evidently prove this variable. It’s extensively supported that committed sport participants are mostly intrinsically
motivated. Happiness, sympathy, and amusement have been found to be crucial motives for taking part in sport (Alexandris et al., 2002).

Personal investments can be characterized as all the personal assets devoted by individuals, involving time, exertion, intensity and money, which cannot be recovered in case of termination of sport participation (Casper et al., 2007). The significance of this variable is correlated with the type of the sport. For certain types of outdoor sport, namely marathon running and cycling, significant expenditure in time, exertion and money for individuals are demanded. On the contrary, other types of sport like basketball and soccer require lower monetary and time investment. Moreover, researches have indicated that time needed for sport is one of the most crucial among the important factors influencing participation (Alexandris et al., 2001).

Social constraints refer to the common anticipations and patterns of participants’ society which generate the sense of commitment to maintain sport participation (Scanlan et al., 1993). According to the previous approach, the higher an individual’s compulsion forced by society to maintain their participation in sport is. There is a similarity between the aforementioned variable and the anticipated social norm construct, which has been mentioned in the theory of reasoned action as well as in the planned behavior theory (Ajzen, 1987). Although social constraints appear to play a crucial role in younger individuals’ participation, as family and companions generally affect their conduct, it is controvertible whether one’s social surroundings affect commitment to sport, among adults. Previous studies, which tested the abovementioned theories in sport context displayed marginal contributions of the social norm of attitudes to the prognostication of sport participation (Alexandris et al., 2002).

Involvement opportunities can be described as appreciated opportunities the presence of which is directly correlated with the continuance of sport participation (Scanlan et al., 1993). More specifically, involvement opportunities can be characterized as all the perceived advantages that an individual obtains via continuing sport participation including companionship, socializing, sport expertise, and physical improvement (Casper et al., 2007). Furthermore, this variable is correlated with the collateral advantages of the continuance of sport participation (Alexandris et al., 2002). Individuals’ expectations about physiological, psychological and social advantages from exercising have been proposed as potential paradigms.

Despite the strong reputation of running, which is one sport enjoyed by all ages, there is a scarcity of studies attempting to quantify the purchase behavior of runners. According to previous researches (Kang, 2002; Hee et al., 2009), one notion which could enlighten individuals’ sport consumption behavior is self-congruity. The self-congruity theory (Sirgy, 1986), hypothesizes that individuals’ decision making is contingent on the degree of congruency amidst their self-concept and the stereotyped image of the individuals considered to be found in a particular condition. In the framework
of sport consumption, previous results (Brooks, 1998; Kang, 2002) support that self-congruity plays a crucial role in an individual’s determination to become involved in sport or exercise participation. However, the applicability of the theory remains understudied and more research is needed for the application of self-congruity in the sport consumption field (Kang, 2002). Although it is reasonable to suppose that an individual committed to sport activity would participate regularly and would be more prone to allocate a higher budget on equipment acquisition, to date, no significant correlation has been proven to be found among the self-congruity variable and sport consumption behavior.

The aim of this study is to develop an expanded version of the sport commitment model in runners’ population, as well as to provide a more comprehensive understanding of the relations among the antecedent factors influencing runners’ participation as well as their sport-related spending. Based on the literature, the suggested model (Figure 1) presents the proposed interactions. All the hypothesized variables are displayed in the above mentioned model. Commitment and Self–Congruence are expected to be positive associated to participation frequency and purchase behavior.

![Figure 1. Sport Commitment, Self-Congruence and Behavioral Intentions Model](image)

**METHODOLOGY**

A quantitative method was used for the purposes of the study and questionnaires were collected from runners who had participated in an international running event (5km and 10km) in Greece. Individuals were enlisted to fill in a web-based survey with the help of the organizing committee of the event, which sent out an e-mail invitation to the participants. A total of 1326 questionnaires were successfully completed and analyzed.
RESULTS

Of the 1326 respondents in our study, 834 (62.9%) were male and 492 (37.1%) were female. The participant’s age varied from 13 to 69 with a mean age of 37.75 years (SD=10.25). The majority of the participants held a bachelor degree (45.5%) while 26.5% had completed post graduate studies. Professionally, half of them (57.4%) were employed in the public or private sector and 21.6% worked as freelancers. In terms of marital status, 51.9% were married or attached, 42.8% were single and 5.4% were divorced or widowed. The monthly revenue was under €1,000 for half of the respondents (57.5%) while 32.7% earned between €1,000 and €2,000; 9.8% earned more than that.

Measures

Sport Commitment Scale (SCS) was measured using Scanlan et al.’s (1993) model as it was modified by Alexandris et al. (2002). As a result, the five scales of SCS (commitment, enjoyment, investment, social constrains and involvement opportunities) were estimated by four items each, on a 5 point Likert scale. Moreover, self-congruity was assessed by eight items on a 5 point Likert scale based on Sirgy et al.’s (1997) work. Finally, participation frequency and purchase intention were measured with one straightforward question each.

Data Analysis

Using SPSS statistical package, data distribution, descriptive statistics and internal consistency analyses were conducted while data were eventually analyzed using AMOS 21. A confirmatory factor analysis (CFA) was carried out to investigate the validity of Sport Commitment Model (SCM) and Structural Equation Modelling (SEM) analysis was performed to study the effect of commitment and self-congruity on participation frequency and purchase intention of runners.

CFA and SEM

The data were analyzed for normality with skewness and kurtosis to be acceptable for the variables; a reliability analysis was also carried out with the following results: Commitment (4 items, alpha Cronbach’s =0.78); Enjoyment (4 items, alpha Cronbach’s=0.82); Social Constraints (4 items, alpha Cronbach’s =0.66); Involvement Opportunities (4 items, alpha Cronbach’s =0.65); Personal Investment (4 items, alpha Cronbach’s=0.62) and Self-Congruity (8 items, alpha Cronbach’s = 0.93). The initial results of confirmatory factor analysis revealed an improper fit. Modifying the model, an item from the sub-scale social constraints and another from the sub-scale involvement were removed as their loadings were poor (0.26 and 0.29). The analysis of the final model revealed an acceptable fit (CFI = 0.93; RMSEA=0.092) and the ratio x²/df was lower than five that is within the acceptable limits (Santi et al., 2014; Byrne, 2010). Finally, correlations among the factors were calculated to support the different constructs.
Moving on to the central analysis, SEM was used to examine the effect of commitment and self-congruence upon purchase intention and participation frequency. Based on Casper’s et al. (2007) extended model, SCM was used to study the relationship among sport commitment, participation frequency and consumption behavior. Moreover, self-congruency variable was included in the present model. The fit indices of the model were acceptable (CFI = 0.98; NNFI= 0.9, RMSEA=0.095) and the ratio x2/df was lower than five. Personal investment, enjoyment, involvement opportunities and social constraints revealed to have an effect on commitment with involvement opportunities to be the most powerful predictor (β=0.69). Moreover commitment was found to be a predictor for purchase intention (β=0.34) as well as for participation frequency (β=0.39). In terms of self-congruity, results indicate a significant effect only on participation frequency (β=0.07, p<0.05).

**DISCUSSION, IMPLICATIONS AND FURTHER RESEARCH**

The aim of this study was to examine the applicability of an expanded version of Sport Commitment Model, based on the modifications made by Alexandris et al. (2002) in runners as well as to study the influence of self-congruity and commitment on participation involvement and purchase intention. The first objective of present study was fulfilled by the model verification; the internal consistency reliabilities of the sub-scales and fit indices of confirmatory factor analysis were sufficient. However, attention should be paid to the two items of the proposed sub-scales that were removed due to poor loading in CFA. Previous studies have supported the SCM but also with some adjustments; especially in terms of social constraints sub-scale (Sousa et al., 2007) and investment sub-scale (Alexandris et al., 2002).

The second objective of the research was to predict runner’s participation and consumption using sport participant commitment and self-congruity theory. The results revealed that commitment had a positive and significant impact on their consumption and participation frequency. This finding is consistent with previous research (Casper et al, 2007) that proposed committed players to spend more money on their equipment, associating monetary values to psychological state and also to play more frequently. However, self-congruity revealed to affect only participation frequency and not the monetary consumption. This finding may also be explained compared to the descriptive statistics of the survey; indeed it has been mentioned that the monthly revenue of our participants was under €1,000 for half of the respondents (57.5%) while 32.7% earned between €1,000 and €2,000 explaining a low income. Previous studies displayed a positive connection between self-congruity and consumer behavior (Sirgy et al, 1997).

This paper revealed personal investment, enjoyment, involvement opportunities and social constraints to have a positive effect on runner’s commitment. Additionally, runners’ psychological commitment...
has an impact on their consuming behaviors and participation frequency while self-congruity was found to be associated only to participation frequency.

The results of this study could provide useful insights to marketing managers as a way to increase consumption through sport commitment. Moreover the linkage between participation frequency and commitment could help managers to understand the reasons athletes choose to participate in particular running events. Increasing involvement opportunities and enjoyment could have a positive impact on athletes’ purchase behaviors. Finally the validation of sport commitment model in runners could present a useful framework for all the parties involved in sports (e.g. coaches).

Nevertheless, the findings were based on a single event. Therefore, more research is proposed to empirically examine the consumers' behaviors among participants in events of various levels of difficulty. Another limitation of this research is the use of single item variables for purchase intention and participation frequency. Furthermore, more research is needed to shed light in differences in terms of lifestyle among participants, which could contribute significantly to their consumer behavior.
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ABSTRACT
The paper is devoted to the analysis of development prospects and problems of Eurasian Economic Union of Russia, Kazakhstan, Belarus, Armenia and Kyrgyzstan (EEU). It considers integration problems, effects and contradictions of economic integration inside EEU. The main purpose of the paper is to investigate trade effects of economic integration in emerging market of the Eurasian economic union and contradictions of the integration among the participants of this union. The paper shows that the major integration challenge inside EEU is the domination of the redistributive effects over the creative one.

Keywords: economic integration, effects of economic integration, trade, emerging market, Eurasian Economic Union, EEU, creative effect, distributive effect.

INTRODUCTION
Today, the contours of global competition are defined mostly not by economic cooperation of individual states but interaction of various integration associations operating in the global economy. That’s why the most important feature of any such project is a balance of trade effects, which eventually can determine its integration competitiveness in the world economy. It is the inner core of integration project, based on a combination and harmonization of the interests of states, which participate in this project.

Eurasian Economic Union – EEU (started functioning with January 1, 2015) is an international organization of regional economic integration. Previous to this date The Customs Union and The Common Economic Space functioned within the institutional structure of the Eurasian Economic Community (EurAsEC). Thus, the 23-year implementation of the Eurasian integration the project has gone through four stages: 1) Free Trade Area as CIS countries (1993-2010); 2) Customs Union (2010-2011); 3) Common economical space (2012-2014); 4) Economic Union (2015 - Currently).

The Eurasian Economic Union (EEU) comprises 5 member states (such emerging markets as Russia, Kazakhstan, Belarus, Armenia and Kyrgyzstan), which are party to the founding treaties of the union. It should be emphasized that the last three stages this integration project took five years, which
certainly indicates the ultrahigh pace of integration processes. It is worth noting that not always in the implementation of such initiatives speed ensures proper quality, as each successive stage of regional economic integration requires states more responsible approach to the coordination and harmonization of their individual interests in the framework of the integration associations, gradually transforming the approach to defending the collective interests of integration association in the system of international economic relations.

The main purpose of the paper is to investigate trade effects of economic integration in emerging market of the Eurasian economic union and contradictions of the integration effects received its participants.

**EFFECTS OF ECONOMIC INTEGRATION: LITERATURE REVIEW**

Economic integration is defined as "the abolition of discrimination within an area" (Balassa, 1961). Economic integration theory “can be defined as that branch of tariff theory which deals with the effects of geographically discriminatory changes in trade barriers” among countries (Lipsey, 1960). According to Machlup (1977) integration is the process of combining separate economies into a larger economic region. Machlup (1977) further argue that integration is concerned with "the utilization of all opportunities of efficient division of labor".

Studies discussing trade effects from the economic integration and explaining the theoretical implications of preferential trade agreements are based on the study of Viner (1950).

In literature we can find two types of economic integration effects:

1. *static effects*;

2. *dynamic effects*.

Static effects can be divided into two effects: trade creation effect and trade diversion effect (Viner, 1950). *Trade creation effect* means the situation when the domestic production of a good in a member country is replaced by the imports of the same good from another member country within the customs union because of the lower cost production.

In its turn, *trade diversion effect* can occur when the imports from a non-member country are replaced by the imports of a member country because of the removal of tariffs between members and the application of common customs tariffs to non-member countries (Jošić and Jošić, 2013). A number of studies have claimed that trade diversion may actually be beneficial in the case of developing countries and markets (Bhambri, 1962; Sakamoto, 1969).
As apposed to static effects of economic trade integration, the less known but much more important are dynamic effects. Balassa (1961) carried out the first systematic survey of economic integration’s dynamic effects. According to him, dynamic effects of economic integration and customs union creation are:

1. **Effects on economies of scale.**

Corden (1972, p.465) firstly introduced the concept of economies of scale into the customs union theory. Economies of scale requires a larger market than is possible within a particular country. As the economic subjects are obliged to be optimal efficient, the economies of scale will depend on the growth of production. Balassa (1961) argued that small markets increase costs, limit the extent of product specialization, reduce competition, and lessen the incentives for technological improvements.

2. **Effects on terms of trade.**

Terms of trade of member countries may improve because they can now have greater bargaining power. Nowadays developing countries and emerging markets are now adopting trade liberalization and deregulation policies, as part of their overall stabilization and adjustment programs as agreed with international organizations. They are now looking at economic integration schemes as an instrument for a more competitive insertion into the global economy and international trade (Rueda-Junquera, 2006).

3. **Effects on competition.**

Access to the customs union and other higher forms of economic integration enlarges the market in comparison to protected trade and gives a producer access to new forms of competition. In other words, the increase in competition among enterprises forces the economic subjects to be more efficient in order to gain a new market share. An economic integration association may be welfare increasing if the partner countries are actually competitive but potentially complementary (Meade, 1955).

4. **Effects on investment and capital formation.**

Some forms of integration (for instance, customs union and other higher forms of economic integration) could enhance the investment from outside investors and provide stimulus to economic growth. Investments are attracted to the most productive and competitive sectors which are able to survive on the market.

Some studies (Baldwin et al., 1995; Dunning and Robson, 1988; Dee and Gali, 2003) introduced the concepts of investment creation and diversion. When investment barriers are removed, investment creation is the case when production is moved from a high-cost source to a lower-cost source in the union (Dee and Gali 2003). Investment diversion occurs when production is moved from a low-cost non-member country to a higher-cost member country of the union (Dee and Gali 2003).

5. **Effects on technological advances (innovations).**
Economic integration can improve technological innovations and progress through R&D programs. Knobel offered an approach to classification of economic integration’s effects and motives on emerging markets (using the case of the EEU) (Knobel, 2015). He divided effects into two groups: creative effects and redistributive effects.

1. Creative effects. The presence of barriers to trade between the two countries produces inefficiency of resource use and reproduction (Egger and Larch, 2008; Pahre, 2008; Gruber, 2000; Manger, 2009; Baldvin and Jaimovich, 2012; Fugazza and Robert-Nicoud, 2010).

   This is due to the fact that trade restrictions, as well as any economic barriers, generate irreversible loss of aggregate social welfare (Basevi, 1968; Baier and Bergstrand, 2004; Siriwardana, 2007).

   In the absence of such barriers various sectors of the integrating countries could produce and sell to each other and to consume large quantities of products. Removing mutual trade barriers releases, and actually creates, the resources which are not made earlier and are distributed among the economic integration participants, thereby increasing their competitiveness (Baldwin and Wyplosz, 2003).

2. The redistributive effects. One or more economic integration members, which are interested in its expansion for whatever reasons (including, perhaps, and non-economic), are attracting new members through the partial transfer of their resources to the integration agreement partners.

   In this case, the other participants are interested in the integration due to the reallocation of resources in their favor (Baier and Bergstrand, 2004).

   Integrated associations benefiting from the effects of the second type (the redistributive effects) are capable to expand and engage new members faster than those based benefiting from the effects of the first type (the creative effects). In this case the distributive effects can offer the integration members the concrete financial benefits in the short term (Knobel, 2015). However, the overall competitiveness of this type agreements is growing much more slowly (or not growing) than the agreements of the first type (Baier and Bergstrand, 2007).

   Creating an additional resource in the integration associations can be considered as an additional source of economic growth, which is especially important in the current conditions. Thus, the strong growth in the Asia-Pacific region in the last 15 years are largely associated with the development of integration processes (Calvo-Pardo et al., 2009).

   On the other hand, there are some contradictions within the economic integration association. For example, the major integration challenge inside EEU is the domination of the redistributive effect over the creative one (Knobel, 2015). Knobel (2015) showed the need in redistribution mechanism inside EEU as a necessary condition for getting the potential positive economic effects of free trade with other countries.
THE EEU INTEGRATION RESULTS: SUMMARY STATISTICS

The analysis of the EEU members’ external trade indicators approves the idea that the creative and redistributive effects don’t appear in this integration union in their pure sense. For example, in contradiction to the fact that some trade barriers are removed, the total export flows of the EEU members don’t grow but even fall down (Figure 1).


Figure 1. Export in goods of the EEU members, mln US dollars

The reduction in the volume of trade between the EEU members in 2015, was less pronounced than the reduction in their total trade volume (Figure 2).

Source: authors’ own calculations on the basis of Eurasian economic commission statistics.

Figure 2. Mutual trade of the EEU members, 2010-2015, mln US dollars
It is important to emphasize that Russia plays a leading role in a mutual trade with all EEU members. The entry of Armenia and Kyrgyzstan into the EEU in 2015 has affected insignificantly the structure of mutual trade due to the small size of their economies. By the end of 2015, a large part of the mutual trade is realized by Russia with Belarus (57%) and Kazakhstan (33.5%). Also Russia interacts most than other partners in the trade with Kyrgyzstan (3.2%) and Armenia (2.8%). Other significant level of mutual trade was reached between Kazakhstan and Kyrgyzstan (1.9 %), and Kazakhstan and Belarus (1.3 %).

The trade with the EEU partners amounts to only 8% of the total Russia’s exports volume, while for Belarus it reaches almost a half (41%) and for Kazakhstan the mutual trade contribution has grown up to 31% (Figure 3).

Source: authors’ own calculations on the basis of Russian Integrated Foreign Economic Portal Data and Eurasian economic commission statistics.

Figure 3. Mutual trade of the EEU members, mln US dollars

The reduction of foreign trade volume became a major factor in the fall in EEU member’s customs revenues (Figure 4). In total Belarus, Kazakhstan and Russia fell short of 45% import customs duties to their budgets in 2015.
It is obvious that the analyzed period of the EEU existence is not long enough for any conclusions and is aggravated by a range of politic and economic factors. However, it is possible to find out certain contradictions in the EEU members integration process.

**ECONOMIC INTEGRATION CONTRADICTIONS IN EMERGING MARKETS: THE EEU EVIDENCE-BASED PRACTICE**

It must be emphasized that strengthening positive effects noted above is very difficult without a coordinated approach of the EEU members to implement trade, industrial and agricultural policy.

«Combine harvester-threshers» case: The contradictory interests of the EEU countries in the implementation of non-tariff regulation tools in the conditions of application of common domestic market protection measures in relation to products from third countries

Trade policy case becomes especially apparent after Russia's WTO accession in 2012. Russia's WTO obligations of binding customs duties became a reason of the question about the mechanisms of the EEU common external customs tariff under conditions of Russia's WTO participation, as the EEU countries to join the WTO independently and obligations made by these countries to the WTO may vary. On 19 October, 2011 the President of the Russian Federation signed the Federal Law № 282-FZ «On the ratification of the Treaty on the functioning of the Customs Union in the framework of the multilateral trading system». Treaty on the Functioning of the Customs Union in the framework of the multilateral trading system was signed on May 19, 2011 and demanded ratification. The treaty was made to promote proper functioning of the Customs Union in the event of the accession of one or more of its members to the World Trade Organization. From the date of accession by any country to the WTO provisions of the Agreement (Marrakech Agreement Establishing the WTO) become a part of the
legal system of EEU. The first to join the country shall inform the other countries and to coordinate actions with them about commitments as a condition of its accession, requiring changes to the legal system of the Customs Union. At the subsequent accession to the WTO of the other country its obligations (taken as a condition of joining the WTO) will also become a part of the legal system of the Customs Union. Commitment actions must be consistent with the rest countries of the Customs Union. Thus, the tariff commitments made by the Russian Federation to join the WTO and the schedule of binding rates also apply to Kazakhstan and Belarus, which were not WTO members in 2012 yet.

Such a situation has lead to certain conflicts of interest in the interaction of the EEU economies. The situation with the market of combine harvester-threshers is very indicative. With Russia’s accession to the WTO the common customs tariff was amended, reducing the size of import duty for HS code 8433 51 000 – «combine harvester-threshers» (the code of the Single Commodity Nomenclature for Foreign Economic Activities of the EEU) from 15% to 5%. Realizing that this situation may swipe at the domestic producers of agricultural equipment, in July 2012 at the initiative of Russian producers – «Rostselmash» (the largest market participant) and Krasnoyarsk Combine Plant (part of Concern «Tractor plants») was launched a safeguard investigation. In December 2012 a provisional safeguard measure (ad valorem duty) was imposed on combine harvesters modules and harvesters in the amount of 27.5%. Analysis of information obtained during the investigation conducted by the Eurasian Economic Commission led to the conclusion that there are grounds for the application of a safeguard measure - import surges and such imports threaten to cause serious injury to the importing member’s domestic industry. The Eurasian Economic Commission decision of June 25, 2013 № 143 imposed a final safeguard duty on modules combine harvesters and harvesters for 3 years. This safeguard duty was imposed for a period of up to 7 March 2016 inclusive in size (percentage of the customs value) in 2013 - 26.7%, in 2014 - 26.2%, in 2015 - 25.7 %, in 2016 - 25.2%.

Following this decision, the events begin to develop promptly, as Kazakhstan has its own point of view on this issue and this view is different from the position of the Eurasian Economic Commission. In Kazakhstan, there are no major manufacturers of agricultural machinery, including harvesters, but Kazakhstan is ramping up production of grain, actively supplying wheat on the EEU single market. However, Kazakhstan does not want to limit itself to purchases of agricultural equipment, including harvesters, in Belarus and Russia, so it blocks the onset of action of the Eurasian Economic Commission decision № 143 of June 25, 2013 and in July-September 2013 there are intensive trade negotiations on finding a compromise solution between the participants of EurAsEC Customs Union.

In October 2013 the Eurasian Economic Commission replaces the duty with the quota to the displeasure of the Belarusian and Russian producers. Kazakhstan is very interested in supplying imported high-tech equipment and in the course of tough negotiations on the liberalization of the combine harvester-
thresher's single market, in fact, achieves the most favorable outcome. In 2014, Kazakhstan is to be able to import 300 combine harvesters from outside the Customs Union, Russia - 424 pieces of equipment. Fixing quotas is to be continued throughout 2015-2016 period. The following year, the Trade Ministry of Belarus on the same principle planned to divide the quota for 2015 - 52 combine harvesters and in 2016 on the territory of the country can be delivered 34 pieces of equipment. Kazakhstan, according to the decision of the Eurasian Economic Commission can import in 2015-2016, respectively, 309 and 204 foreign combine harvesters, Russia - 437 and 288 units of imported equipment.

«Fruit and vegetables» case: The manifestation of the policy of sanctions at the national level under the conditions of implementation of the principles of unity of the customs territory of the Eurasian Economic Union

For effective trade and economic cooperation of the EEU countries is very important manifestation of the policy of sanctions at the national level under the conditions of implementation of the principles of unity of the customs territory of the Eurasian integration project. Russian Federation Government Resolution dated August 7, 2014 N 778 "On measures to implement the Russian Federation Presidential Decree of August 6, 2014 N 560 "On the application of certain special economic measures in order to ensure the security of the Russian Federation". On the basis of this decision until 31 in December 2017 a full ban (embargo) on the import to Russia of agricultural products, raw materials and food, originating in the United States, European Union, Canada, Australia, UK, Norway, Ukraine, the Republic of Albania, Montenegro, the Republic of Iceland and Liechtenstein, on list according to the application (in the version of Russian Federation government decrees N 625 from 25.06.2015, N 842 from 13.08.2015, N 608 from 30.06.2016). In this annex to the Resolution contains a rather extensive list of goods HS groups 02, 03, 04, 07, 08, 16, 19, 21, 25 (the Single Commodity Nomenclature for Foreign Economic Activities of EEU) prohibited from being imported into the territory of Russia, if the country of origin of goods have the country identified in this article. At the same time crucial for the effectiveness of economic and trade cooperation EEU member states in addressing the agreed tasks (coordinated) agricultural policy played by the fact that the embargo is implemented only Russia in the common customs territory of EEU and the other member states did not support this Russian decision. In the absence of customs controls at the borders of the participating countries of the integration association, currently it becomes very critical and creates additional risks for effective trade and economic cooperation. Visually these risks demonstrates the statistics of Belarus exports to the EEU member states in 2015 (Table 1).

<table>
<thead>
<tr>
<th>HS</th>
<th>Description</th>
<th>Unit</th>
<th>Quantity</th>
<th>in % to 2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>0710</td>
<td>Vegetables (uncooked or cooked by steaming or boiling in water), frozen</td>
<td>tn</td>
<td>49 220</td>
<td>310</td>
</tr>
</tbody>
</table>
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Attention is drawn to the rapid growth of exports from Belarus to Russia in 2015 (08 HS group), and the 08 HS group is in the list of goods prohibited from being imported into the territory of Russia, if the goods the country of origin are the countries listed in the Government Decree Russian Federation dated August 7, 2014 N 778. Among these countries, for example, all EU countries, which prior to the embargo is a major supplier of HS 08 (Edible fruit and nuts; peel of citrus fruit or melons) to the Russia Federation. You can assume that Belarus on individual headings can replace European products on a group of 08, but a rapid growth (especially, for example, sub-0805 HS - citrus fruits, the production of which for Belarus is absolutely not typical) makes think seriously about the sources its occurrence. Risks of re-export prohibited for import of goods into the territory of Russia through Belarus remain significant and this fact must be considered when it comes to solving problems of the agreed (coordinated) agricultural policy in the EEU. This situation is of particular importance in the context of realization of import substitution policy in Russia, where domestic farmers, under the protection of the Russian Federation Government Resolution of August 7, 2014 N 778 must step up domestic production of fruits and vegetables. In terms of risk of re-export to neighboring countries that are the EEU members, in the absence of customs borders between the two countries within the Eurasian integration project, to carry out a policy of import substitution at the national level, it becomes more difficult and certainly requires some mutual responsibility of the partner countries.

Source: authors’ own calculations on the basis of Eurasian economic commission statistics.

Table 1. Statistics of Belarus exports to the EEU member states in 2015

<table>
<thead>
<tr>
<th>0805</th>
<th>Citrus fruit, fresh or dry</th>
<th>Kazakhstan</th>
<th>Russia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>tn 104</td>
<td>82,4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tn 49 116</td>
<td>310 (!)</td>
</tr>
<tr>
<td>0808</td>
<td>Apples, pears and quinces, fresh</td>
<td>Kazakhstan</td>
<td>Russia</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tn 44 728</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tn 233</td>
<td>55,9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tn 44 495</td>
<td>200 (!)</td>
</tr>
<tr>
<td>0809</td>
<td>Apricots, cherries, peaches (including nectarines), plums and sloes, fresh</td>
<td>Kazakhstan</td>
<td>Russia</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tn 213 601</td>
<td>270</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tn 7 260</td>
<td>64,5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tn 206 341</td>
<td>300 (!)</td>
</tr>
<tr>
<td>0810</td>
<td>other fruit, fresh</td>
<td>Kazakhstan</td>
<td>Russia</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tn 74 680</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tn 3 760</td>
<td>240</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tn 70 920</td>
<td>200 (!)</td>
</tr>
</tbody>
</table>
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«Palm oil» case: The harmonization of different tariff commitments of member countries of the Eurasian Economic Union to the World Trade Organization

By 2015, Kazakhstan de jure is not a member of the WTO, de facto this state is working on tariff obligations of Russia to the WTO, but the situation has changed. After joining the WTO in 2015 Kazakhstan within 5 years (the decision of the Eurasian Economic Commission on October 14, 2015 number 59 approved a list of goods - so far only 1347 names) will apply the rates of import customs lower fees as compared to the rate of duty laid down in the EEU Common customs tariff. How this situation will affect the solution of problems within the allocated areas of interstate cooperation, mentioned in this article, can be illustrated by the following example. Under the old rate (up to Russia’s accession to the WTO in 2012), the import duty has been fixed, that is, it was not dependent on its value and amounted to EUR 0.4 / kg for palm oil (HS Code 1511109002 in EEU). Introduced at Russia’s accession to the WTO was the ad valorem duty instead of specific and amounted to - 5%. The implementation period for this tariff commitments to the WTO for Russia was two years and in 2014 the ad valorem rate charged to the palm oil imported in Russia, was reduced to 3%, and it is now operating in the single EEU customs tariff. Based on the analysis of the tariff commitments of Kazakhstan to the WTO and finding 1511109002 EEU HS code in the Decision of the Eurasian Economic Commission on October 14, 2015 number 59, we can conclude that the importation of palm oil into the territory of the Republic of Kazakhstan, the customs duty will be 0%, whereas Russian participants in foreign economic activity will continue to pay import duty of 3% for this raw material. With this in mind, and taking into account the fact that there are more than a low VAT rate in Kazakhstan - 12% (18% in Russia), which is charged with the duty and is part of the aggregate customs payment – price competitiveness of goods produced in Kazakhstan using palm oil as compared to Russian increases. At the same time, Kazakh food products using palm oil which is imported under the preferential tariff rates, the ability to retain the free circulation throughout the EEU customs territory. This situation with tariff obligations of Kazakhstan and Russia to the WTO is the removal of the work of the EEU single customs tariff. Tariff commitments of Kazakhstan to the WTO are more stringent (customs duty rate lower than the tariff obligations of Russia to the WTO), Russia does not want to reduce the tariffs and bring them to the Kazakhstan level, as it will lead to additional lost income of the Russian budget. However, the situation is very dissonant, because the unity of the customs tariff in the EEU for individual commodities are now in fact does not exist, that creates a conflict of national interests in EEU between Russia and Kazakhstan.
CONCLUSION

In empirical research and scientific literature there are many different explanations of the economic integration and its impact on the associated countries. Using Knobel's approach to the economic integration effects classification (Knobel, 2015) we investigate trade effects of economic integration in emerging market of the EEU and the integration contradictions among the members of the union.

In our case, today the EEU union desperately needs a coordinated approach of the EEU members to implement trade, industrial and agricultural policy. Without this approach it risks to become a single market of opposing countries, trying to implement their individual interests in the first place. EEU performs an important function in an attempt to recover broken cooperative relations and «dignify» the structure of foreign and mutual trade in all these states. However, these efforts should be collective and meaningful. Russia, Kazakhstan, Belarus, Armenia and Kyrgyzstan have succeeded in creating the Union, but now that it is here, their major objective is to prove the necessity and viability of this integration to themselves and the entire world.

The investigation of trade effects of economic integration in emerging market of the EEU demonstrates, that there are much more redistributive effects in this project than creative effects. Thus, the analysis of the EEU evidence-based practice shows that competitive advantages for one country at the expense of another integration association member, which can be classified as the redistributive effect of the Eurasian economic integration, are being aimed at maintaining the non-economic objectives (political, geopolitical and others) of Eurasian integration project.
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The emergence and development of monotowns is typical of the process of industrialization in any country of the world. Monoprofile municipal establishments are created as high-performance economic centres. However, in case of economic changes on the market (for example, a decline in demand for products) such settlements face a high risk of social and economic tension. Without risk insurance provided by the state monotowns have to struggle against the emerging problems on their own, whereas the benefits of the production activity at their initial stages are used by the whole country.

The present research aims to identify the principles of assigning settlements to monotowns in CIS (using the cases of Kazakhstan, Russia and Belorussia), to reveal the evolution stages of monoprofile municipal establishments, to define the contemporary industrial and territorial structure of monotowns in Kazakhstan, Russia and Belorussia and their role in the countries’ economy, as well as analyse the economic effectiveness of the governmental support to the development of monotown economy in the post-Soviet territory.

Currently, monopolyn are the most vulnerable points in the economic development of independent states in the post-Soviet territory. It should be mentioned that having been designed in the 18th-19th centuries, the territorial structure of monotowns in the former USSR republics finally formed only in the second half of the 20th century with the help of state regulation.

In the historical context of the formation and development of monotowns in the post-Soviet space, several stages can be identified [5]. The first stage - the stage of mass emergence of monoprofile settlements is associated with the process of industrialization of the 18th and 19th centuries, and is characterized by the appearance of manufactories and ironworks, as well as the centres of rural crafts and light industry in the Russian Empire. The second stage is associated with the period of Soviet industrialization in the 1930s. XX century, when the emergence of single-industry towns was part of the development of the largest territorial production complexes of the USSR. The process was rather slow, first of all, because of the huge scale of individual projects implemented, as a rule, by the
forces of prisoners of the Gulag (who felled wood, mined coal, washed gold and also participated in the construction of many large industrial and transport facilities in the 1930s-1950s). The third stage is the years of the Great Patriotic War (1941-1945), when the emergence of mono-profile settlements (cities, settlements) occurred due to the evacuation of industrial enterprises from Central Russia to other regions, including the Union republics of the USSR. The fourth stage - in the 1950-1980s was associated with the active creation of mono-profile settlements due to the construction of city-forming enterprises in the medium- and high-tech branches of the machine-building complex, chemical production (including defense) and energy (first of all, the city at HPPs and NPPs). The emergence of a significant part of enterprises in this period is the result of the centrally planned economy of the USSR, when the main task was to unify the republics into a single economic mechanism, often without due regard for the economic efficiency of the location of production capacities [9]. As a result, many works and factories were divisions of large plants and factories located in other parts of the USSR. The collapse of the USSR automatically led to changes in the domestic and international markets, to a sharp decrease in demand for domestic products, which helped to close many city-forming enterprises. The fifth stage - from the early 90's.XX century to the present is characterized by a break in economic ties, the closure of most enterprises, and the search for forms of support for single-industry towns.

Thus, the structure of monotowns in the USSR, and then in Russia, has become a rather complex conglomerate of cities varied in size (from cities such as Togliatti, Sayanogorsk, Kostomuksha to regional towns and urban-type settlements), the complexity of production and qualification of residents (from Troitsk and Obninsk to Shumikha and the Island), in the possibilities of marketing products and the competitiveness of production, as well as in the socio-psychological characteristics of the population. The narrow specialization of most cities is, in some cases, the result of their youth. Part of the cities did not have an opportunity to develop other functions, in view of the collapse of the Soviet Union and the subsequent economic crisis.[1]

However, a unified approach to the definition and the criteria for identifying monotowns have not been developed so far. The approaches to the concept ‘monotown’ in the CIS countries vary, they are not legally adopted and do not consider the economic peculiarities of the recent decade. In the CIS republics the definitions of ‘forming enterprise’ are more or less legally adopted in Kazakhstan, Russia and Belorussia. As for the concept of ‘monotown’, it is only adopted in the regulatory legal acts in Kazakhstan and Russia.[3]

As is known, the mono-profile of settlements is defined through the concept of a city-forming enterprise. In the CIS republics, in Kazakhstan, Russia, Belarus and Ukraine, the definitions of the
"city-forming enterprise" have been legislatively fixed in one way or another (Table 1). In addition, the concept of "monotown" is prescribed in the normative legal acts of Kazakhstan and Russia.

Table 1. Legislation of the CIS countries by the status of city-forming enterprises [1-3]

<table>
<thead>
<tr>
<th>Country</th>
<th>Law</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armenia</td>
<td>The Law of the Republic of Armenia &quot;On Insolvency (Bankruptcy)&quot; of 14.01.2004, 3P-17</td>
<td>Not registered</td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>The Law of Azerbaijan Republic on Insolvency and Bankruptcy of 13 June 1997 No. 326-II</td>
<td>Not registered</td>
</tr>
<tr>
<td>Belarus</td>
<td>The Law of the Republic of Belarus of July 13, 2012 No. 415-Z &quot;On economic insolvency (bankruptcy)&quot;</td>
<td>City-forming organization is a legal entity whose number of employees is at least one-fourth of the employed population (workplaces) or whose economic (economic) activities serve as life support for this very settlement</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>The Law of the Republic of Kazakhstan dated March 7, 2014 No. 176-V ZRK &quot;On Rehabilitation and Bankruptcy&quot;</td>
<td>A legal entity, determined in accordance with the procedure established by the Government of the Republic of Kazakhstan</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>The Law of the Kyrgyz Republic on October 10, 1997 No. 74 &quot;On Bankruptcy (Insolvency)&quot;</td>
<td>Not registered</td>
</tr>
<tr>
<td>Moldova</td>
<td>The Law of the Republic of Moldova of 29 June 2012 No. 149 On insolvency</td>
<td>Not registered</td>
</tr>
<tr>
<td>Russia</td>
<td>The Law of the Russian Federation &quot;On Insolvency (Bankruptcy)&quot; of 26.10.2002 No. 127</td>
<td>Legal entities whose number of employees is at least twenty-five percent of the working population of the corresponding locality.</td>
</tr>
<tr>
<td>Tajikistan</td>
<td>The Law of the Republic of Tajikistan of December 8, 2003 No. 46 &quot;On Insolvency (Bankruptcy)&quot;</td>
<td>Not registered</td>
</tr>
<tr>
<td>Turkmenistan</td>
<td>The The Law of Turkmenistan of October 1, 1993 No. 861-XII &quot;On bankruptcy&quot;</td>
<td>Not registered</td>
</tr>
<tr>
<td>Uzbekistan</td>
<td>The Law of the Republic of Uzbekistan of May 5, 1994 No. 1054-XII &quot;On bankruptcy&quot;</td>
<td>Not registered</td>
</tr>
<tr>
<td>Ukraine</td>
<td>The Law &quot;On Bankruptcy&quot; of 14.05.1992 No. 2343-XII</td>
<td>Legal entities whose number of employees, taking into account their family members, is at least half of the population of the administrative-territorial unit where the legal entity is located.</td>
</tr>
</tbody>
</table>

Note: The wording is given in the latest valid version of the law.

As a result of the differences in approaches, the estimation of the number of mono-profile settlements, especially in Russia, differs significantly. [1] In the early 2000s, Russian economists referred to mono-profile cities 460 out of 1,097 cities in Russia and at least 1,200 of the 1,864 urban-type settlements in which 24% of the country's population live and up to 40% of Russia's GDP was produced before the financial and economic crisis. The official list of single-industry cities of Russia, approved by the Ministry of Regional Development (edition of July 2013) included 333 mono-profile territorial entities of 60 subjects of the Russian Federation. There are other approaches. So, according
to the data of the scientists of the Expert Institute (Moscow), 467 cities and 332 townships of 76 cities of the Russian Federation can be referred to monocities in Russia (in all subjects except the Altai, Tyva, Ingushetia, Chechnya, Nenets Autonomous District). According to the experts of the NMC "Cities of Russia" (a laboratory for regulating the socioeconomic development of cities and regions of the Institute for Macroeconomic Research), at least 500 out of 1,097 cities and 1,200 of 1,864 urban-type settlements are classified as monoprofile. The same group includes about 400 small monoprofile villages that do not have the status of urban settlements with the population of up to 3 thousand people. At the moment, the number of single-industry cities has significantly decreased in the Russian Federation, the list consists of 319 mono-profile entities. Thus, monoprofile municipalities account for 31.2% of the total number of settlements that have the status of a city, where about 11% of the country's population and almost 15% of the urban population live. Monocities in Russia account for almost 2% of the economically active population and up to 40% of the country's industrial production. [3]

In Belarus, 42 settlements with about 7% of the total population and about 9% of the urban population belong to monotowns. [8]

In 2012, a list of monoprofile settlements was compiled, which included 27 cities from 86 cities of this country. This is a very high indicator (almost a third of all existing cities in Kazakhstan are monoprofile). [3] In Kazakhstan, city-forming enterprises of single-industry towns employ more than 7% of the economically active population, while in the monocities themselves, about 10% of the country's population and about 17% of the urban population live.

Industrial and territorial structure of monotowns in CIS is extremely diversified. However, it is worth mentioning that the majority of multi-profile municipal establishments are small towns with the population of less than 50 thousand people and with the specialization in extracting and processing mineral resources.

Modern branch specialization of single-industry cities of Kazakhstan, one way or another, is connected with the mining industry. 24 settlements appeared as a result of the beginning of the development of oil, gas, ferrous and non-ferrous metal ores, asbestos and phosphorites. At present, the development of 21 monotowns in Kazakhstan is connected with the mining towns. In the branch structure of single-industry towns of Belarus, the number of settlements is dominated by woodworking, the production of building materials, the food industry, peat and peat briquetting industry. And in terms of the population employed in production, the leading industries are chemistry and petrochemistry, and machine building and metalworking. In Russia, mono-settlements dominate with town-forming enterprises of ferrous and non-ferrous metallurgy (36.1%), machine building (24.0%), and fuel and energy mineral resources (12.3%). [3]
In the early 1990s, most of the single-industry settlements of the CIS countries (like other cities) found themselves in a difficult situation due to the disruption of production chains created during the planned economy in the USSR, a significant decline in production, and increased non-competitiveness of products. A high share of non-core assets in the ownership of enterprises resulted in a decrease in the level of socio-economic development of single-industry towns and led to a deterioration in the quality of life of their population. The problems of single-industry towns became particularly acute due to the impact on the country’s economy of the global financial and economic crisis of 2008. [10,11] Three categories of single-industry cities were singled out, depending on the risks of deteriorating their socio-economic situation. In the most difficult situation, 31% and 11% of Russia’s and Kazakhstan’s monocities are located, respectively. Almost 40% of Russia’s monocities have risks of deteriorating the situation (while in Kazakhstan only 19%). In the most difficult social and economic situation, there were cities of raw specialization of the northeastern regions of Russia and the old industrial regions of the Urals and the South of Siberia, specializing in the basic branches of the economy - energy, ferrous and non-ferrous metallurgy, general and medium engineering.[10]

The state’s participation in the development of single-industry towns in Russia is carried out in a variety of passive and active forms of supporting social and economic development.

From the point of view of the support mechanisms, the Russian government has completely abandoned the direct budget financing of mono-city support measures, used during the financial and economic crisis of 2008-2009. (Table 2)

Table 2. Measures to support mono-profile municipal entities of the Russian Federation (single-industry towns)

<table>
<thead>
<tr>
<th>State structure that supports</th>
<th>Support mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ministry of Economic Development of the Russian Federation</td>
<td>Creation of territories for advanced development</td>
</tr>
<tr>
<td>Non-commercial organization &quot;Montowns City Development Fund&quot;</td>
<td>Co-financing measures for the construction and (or) reconstruction of the infrastructure required for the implementation of new investment projects in single-industry towns</td>
</tr>
<tr>
<td></td>
<td>Performance of the project office functions</td>
</tr>
<tr>
<td></td>
<td>Formation of project management teams for single-industry towns</td>
</tr>
<tr>
<td>Ministry of Industry and Trade of the Russian Federation</td>
<td>Subsidizing producers</td>
</tr>
<tr>
<td>Ministry of Labour and Social Protection of</td>
<td>The implementation of additional measures in the field of</td>
</tr>
<tr>
<td>Ministry of Agriculture of the Russian Federation</td>
<td>A subsidy from the federal budget to the budgets of the constituent entities of the Russian Federation to recover part of the costs of paying interest on loans received from Russian credit institutions and loans received from agricultural consumer credit cooperatives</td>
</tr>
<tr>
<td>Ministry for the Development of the Russian Far East</td>
<td>Support of measures on the balance of labor resources Support investment projects in the Far East</td>
</tr>
<tr>
<td>Ministry of North Caucasus Affairs</td>
<td>State guarantee of the Russian Federation</td>
</tr>
<tr>
<td>Fund for Assistance in Reforming Housing and Communal Services</td>
<td>Modernization of public infrastructure systems by providing financial support for interest rate subsidies</td>
</tr>
<tr>
<td>Ministry of Industry and Trade of the Russian Federation (industrial parks)</td>
<td>Support of subjects of the Russian Federation implementing projects on the creation of industrial parks and technoparks</td>
</tr>
<tr>
<td>Ministry of Industry and Trade of the Russian Federation (high technology)</td>
<td>Support of subjects of the Russian Federation implementing projects on the creation of industrial parks and technoparks</td>
</tr>
<tr>
<td>Industrial Development Fund</td>
<td>Target loans at 5% per annum</td>
</tr>
<tr>
<td>Ministry of Culture of the Russian Federation (Federal Agency for Tourism)</td>
<td>Creation and reconstruction of objects of cultural heritage and tourist infrastructure, carrying out various actions on the territories of single-profile municipal formations (single-industry towns)</td>
</tr>
<tr>
<td>Ministry of Sport of the Russian Federation</td>
<td>Subsidies from the federal budget</td>
</tr>
<tr>
<td>Agency for Strategic Initiatives</td>
<td>The introduction successful practices aimed at introducing changes in all single-industry towns,</td>
</tr>
<tr>
<td>State Corporation &quot;Bank for Development and Foreign Economic Affairs (Vnesheconombank)&quot;</td>
<td>Implementation of investment projects aimed at developing single-profile municipal entities Placement of information on investment opportunities for single-industry towns on the Investment Portal of the Russian regions</td>
</tr>
<tr>
<td>Joint-Stock Company “Russian Bank for...”</td>
<td>Credit product &quot;SME - Region&quot;</td>
</tr>
</tbody>
</table>
Small and Medium Enterprises Support”) | Insurance for export credits and investments
---|---
State Specialized Russian Export-Import Bank (Joint-stock company) | Finance support and guarantee for the Russian non-resource export (to meet exporters’ varied needs of financing export transactions and supporting export activity)

The most effective is the activity of Vnesheconombank and the non-commercial organization “Fund for Development of Monotowns” established in October 2014. [2] In general, Vnesheconombank provided support in 48 mono-towns for the period from 2011 to 2015 and achieved the following results:

- Reduction in the average level of registered unemployment from 2.69% to 1.88%;
- Creation of 122 thousand additional permanent jobs;
- Attraction of extra-budgetary investments in the amount of 458.05 billion rubles.

The Mono-Grove Development Fund in 2015 received approvals regarding 25 monotowns located in 17 regions of Russia. The volume of the Fund’s commitments to co-finance the expenditures of the constituent entities of the Russian Federation and the municipal entity amounted to about 5 billion rubles, and the volume of attracted investments in the single-industry town was supported by a subsidy of 8 billion rubles. [12]

Another new mechanism for supporting single-industry towns is the creation of territories for outpacing socio-economic development (TOP). This tool is focused on creating zones - the locomotives of growth and directly appeals to the Chinese experience of the revival of problem areas, based on an integrated combination of finance, investment, innovation and land policies.

It should be noted that the effectiveness of the application of reorganization and recovery procedures of bankruptcy in Russia has always been higher for strategic enterprises (these are federal state unitary enterprises and open joint-stock companies whose shares are in federal ownership and which produce goods (works, services), which are of strategic importance). Such enterprises, as a rule, are state-owned and produce products aimed at ensuring the security and defense capability of the country. [14]

In July 2016, the Council for Strategic Development and Priority Projects under the President of the Russian Federation singled out 11 national projects, the implementation of which has a strategic status for the state. One of these strategic areas is the modernization of single-industry towns. This will solve the problem of the lack of interconnections and coordination of policies to support single-industry towns and socio-economic policies of the country as a whole, both at the level of development of planning and program documents, and at the level of state strategy. In order to implement it fully, the main objectives of the project were formulated: diversify the economy of...
single-industry towns; create conditions for attracting investments and developing business; create new jobs; make monotowns comfortable for life.

The national project "Modernization of single-industry towns" covers 319 cities in 60 regions of the Russian Federation in all eight federal districts. A large-scale program should show the first results in the nearest future. Under the leadership of the Chairman of the Government of the Russian Federation DA Medvedev, specific target indicators of the program "Integrated Development of Monotowns" were defined. Until the end of 2018, the project should: create more than 200 thousand jobs, not associated with the city-forming enterprise; Attracted investments in fixed assets in the amount of 317 billion rubles; Significantly improved the quality of the urban environment.

In Kazakhstan, activities to organize the support of single-industry towns developed within a certain logical continuity. A serious deterioration of the economic situation, on the one hand, sharply reduced the state resources used for the recovery of single-industry towns, and on the other hand, increased the risks of deterioration of their economic situation. In these conditions, in 2015, a decision was made to integrate various programs into a single program that combined such programs as "Affordable Housing-2020", "Housing Utilities Modernization Program for 2011-2020", "AkBulak", "Program Development of single-industry towns for 2012-2020" and Regional Development Program. Such a combination made it possible to exclude a number of overlapping issues (for example, the development of engineering communications). Microcredit, grants and other opportunities for state support of business are now included in the program "Business Roadmap-2020".[7]

The problems of monotowns are very serious. There is a need for a significant increase in the effectiveness of governmental support allowing for the real social and economic situation in the monoprofile municipal establishments.

The priority goal of the governmental support targeted at modernizing monotowns is diversification of monotowns' economy, creation of alternative jobs, attraction of investments. The main forms of support to the social and economic development of CIS towns are the method of targeted programme ('Programme of Monotowns Development for 2012-2020' in Kazakhstan) as well as the performance of development institutes such as State Corporation "Bank for Development and Foreign Economic Affairs (Vnesheconombank)", OAO Russian Venture Company - the Russian government's fund of funds and the development institute of the Russian Federation, OAO Rosinfocominvest - 'Russian investment fund for information-communication', RUSNANO Group, non-commercial organization 'Monotowns Development Fund'.

The analysis of specialized institutes' performance and the effectiveness of governmental programmes leads to a conclusion about the necessity of increasing the effectiveness of governmental support at all the stages from the development of legally adopted criteria for the status 'monotown',
which are to take into account not only formal indicators but also the actual social and economic situation in monoprofile municipal establishments, to determining the priority investment projects supported in monotowns.

Kazakhstan has a higher degree of continuity in the mechanisms of state policy. While in Russia there is a constant change in the criteria for the allocation of single-industry towns - the objects of state support, there is no clear administration of the activities of the state apparatus in this direction, there is a significant number of poorly coordinated operators and financing channels; the share of cities receiving specialized support in the total number of this type of settlements is extremely small.

The analysis of the work of specialized institutions and the effectiveness of government programs make it possible to conclude that there is a need to increase the effectiveness of state support measures, from developing legislatively fixed criteria for obtaining monotown status, taking into account not only formal signs, but also the real socioeconomic situation in single-profile municipalities and up to Determination of priority investment projects supported in single-industry towns.

The cities of both Russia and Kazakhstan act primarily as a passive object of state support. Thus, in Kazakhstan, the development of integrated plans for the development of single-industry towns is directly implemented by regional executive bodies with little involvement of municipalities. In Russia, local self-government bodies are more actively involved in the development of I&C, but in this case, the limited local resources and powers do not allow taking full responsibility for the development of the territory.
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ABSTRACT

This research explores view(s) of corporate accountability that are implicit in integrated reporting (IR). The empirical setting features a global insurance company that pioneered IR in its 2012 annual financial report. Several in-depth interviews with the IR “preparers” from this firm depict how its IR has been built, as well as the contextual conditions underlying the decision to shift from financial reporting to IR. The results also reveal the predominance of investors’ (vs. stakeholders’) accountability, particularly in reference to addressees of corporate accountability in the IR. This paper offers new insights for literature dealing with corporate reporting and accountability in a novel, integrated reporting setting.
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AIM AND THEORETICAL FRAME

This paper seeks to respond to calls for case research on integrated reporting practices (de Villiers et al., 2014, de Villier et al., 2015, Perego et al., 2016) by empirically exploring the implementation of integrated reporting (IR) by an Italian listed insurance company operating worldwide. The company, Assicurazioni Generali S.p.A. (hereafter, Generali or the Company), is a pioneer of IR, in accordance with the project established by the International Integrated Reporting Council (IIRC) in 2011. It joined the IIRC pilot programme in 2012, actively participates to two IIRC business networks (i.e. insurance network and national network of Italian IR adopters), and has already published three annual IRs (2013, 2014, and 2015) that adopt the international Integrated Reporting Framework (IIRF) principles issued by the IIRC (IIRC, 2013).

A number of studies offer in-depth assessments of IR practices (e.g. articles published in 2014 in the Accounting, Auditing and Accountability Journal special issue on integrated reporting), but to the best of our knowledge, no previous research has empirically investigated the view(s) of accountability that...
are embedded in the process of IR preparation. We therefore aim to analyse the discourses of IR preparers (i.e. persons responsible for and/or daily involved in the preparation of the IR) on the IR implementation.

According to the IIRC, IR should enhance accountability and stewardship for a broad base of capital (IIRC, 2013). With its focus on multiple “capitals” (e.g. human, natural, social) and other non-financial subjects, IR may offer accountability to a wide plethora of stakeholders. However, critics question the possibility that IR can cover stakeholder accountability (Brown and Dillard, 2014; Flower, 2015; Thomson, 2015). The primary focus of IR on capital providers’ information needs could mean that it does not necessarily address the decision-making and accountability needs of stakeholding publics (Brown and Dillard, 2014). Compared with the Global Reporting Initiative, the IIRC’s proposals are “remarkably regressive,” with a strong investor bias and possibilities only for “investor accountability,” and no attempt to discuss issues around corporate sustainability (Milne and Gray, p. 25). In other words, if IR is intended to discharge the duties of accountability for the responsibilities most closely connected to the investors, its potential to help stakeholders understand nonfinancial impacts and hold managers accountable for them may be constrained (de Villiers et al., 2014). We empirically address this issue and explore how IR preparers come to select corporate accountability content, by reasoning about the subjects disclosed in the IR (i.e. what), the language used (i.e. how), and the IR addressees (i.e. to whom).

In turn, we describe how the “production” process for the IR text (here, the process of determining what is said and not said and who will be addressed by the report) depends on the organizational context and, more broadly, the reporting context in which the text gets produced, acknowledging the “inseparable relationship between the text and context” of organizational reporting and communication (Tregidga et al., 2012, p. 226). The socio-linguistic approach depicted by the linguist Teun A. van Dijk led us to avoid interpreting the context as an “objective” social variable and instead suggested the consideration of subjective mental constructs that define and give relevance to such context (Van Dijk, 2006, 2008 and 2009). We take inspiration from this approach and focus our empirical analysis on understanding how the view(s) of accountability that are implicit in IR preparers’ discourses are influenced by their interpretations of the contexts in which the preparation of the IR text takes place.

**METHODOLOGY**

For the discourse analysis underlying this research (Gill, 2000; Jørgernsen and Phillips, 2002; Van Dijk, 2009), we rely on in-depth interviews with managers and employees of the Company. The interviews were developed to discern not only the motivations for the decision to adopt IR but also how IR...
The IR itself is a report that is largely informed by a principle-based framework and thus is flexible in terms of its specific content (IIRC, 2013).

The interviews took place in dedicated meetings with the authors or following IR presentations offered to various panels (e.g., public presentations, insurance group meetings, university presentations to students, televised debates). The interviewees received extensive information about the research purpose, and their privacy and anonymity was carefully respected, especially when citing the content of their speech to other interviewees and Company members. The authors obtained permission to record the interviews digitally and use these responses for research purposes. If interviewees requested that we delete selected portions of their delivered answers, we did so. The interviews also were manually transcribed in the language in which they took place (English or Italian).

Recognizing concerns about the methodological rigour and subjectivity of discourse analyses (Grant et al., 2001; Hardy, 2001; Phillips and Hardy, 2002), we took several steps to ensure subsequent traceability of the research method. The transcriptions of the interviews were coded according to a general coding framework underlying the research. The coding criteria captured three main accountability contents to be investigated (Ezzamel et al., 2007; Fowler and Cordery, 2015): the subjects inserted and explained in the IR (what), the language of the IR (how), and the intended addressees of (the messages contained in) the IR (to whom). We collected all sentences that referred to each of these three issues, independent of the interviewees, then relied on further distinctions that we developed to classify them into more specific, homogeneous topics. Some of the issues evident in the interviews appeared to be linked in intertwined messages, such that discourses about two or more issues were present together. We tried to disentangle the intertwined discourses related to multiple issues, to better detail each of the main issues associated with the accountability content.

Finally, we coded all the sentences referring to two themes (“text” and “context”) to clarify the preparers’ cognitive processes for constructing the text while also considering the social context in which it was produced (Van Dijk, 2009). In this phase, we investigated three types of additional sources: (a) the “text” in the form of IRs produced by the Company for the 2012 to 2015 financial years; (b) secondary sources pertaining to the “context” (information about the organizational structure and governance system of the Company, the insurance sector, and the IIRC); and (c) previous research on corporate reporting and accountability issues. This step improves comprehension of the views shared within the Company by the IR preparers.
PRELIMINARY FINDINGS AND RESEARCH CONTRIBUTIONS

The analysis shows that the view of accountability embedded in the preparation of the IR is investors’. Specifically, the choice of subjects in the IR focuses primarily on financial and strategic issues rather than nonfinancial or sustainability questions. In addition, the discourses of IR preparers stress that the IR (i.e. text) reflects several contextual factors: complaints from investors and capital providers about the complexity of traditional annual reports; a lack of interest among shareholders in “soft” (narrative or nonmonetary) sustainability information; and the separation of financial and sustainability units within Generali. In this respect, the empirical analysis reveals the preparers’ reasoning regarding accountability content and how this process depends on their interpretation of the context(s) in which the IR is “produced”. Finally, empirical evidence sheds light on the dominance of investors’ accountability, as the primary addressees of accountability in the IR.

With this empirical stance, this article responds to calls for more case research on IR implementation by highlighting the role of practitioners in informing the text. Previous research mostly describes the role of organizational and institutional factors in the IR adoption process (e.g. Frías-Aceituno et al., 2013a and 2013b; Lai et al., 2016; Vaz et al., 2016). The present study elucidates the need to pinpoint the mediating role of preparers in terms of how the report is prepared—particularly with reference to how these actors consider the organizational and reporting contexts while writing the text.

This paper also can contribute to the debate about the relationships between IR and accountability. Previous research has investigated how IR may allow companies to provide accountability for subjects that have not traditionally been addressed by financial reporting (e.g. value creation process, sustainability, capitals) and what classes of stakeholders may benefit from IR (e.g. investors, other stakeholders) (Adams, 2015; Flower, 2015; Milne and Gray, 2013). These prior studies have been more conceptual in nature, addressing relationships in terms of how the IIRF might inform the content of accountability provided by companies; the present study instead offers a field-based investigation.

Finally, this article contributes to the more general debate about the future of corporate reporting. Regulators, practitioners, and academics increasingly are involved in discussions of how to improve corporate reporting (e.g. KPMG, 2012; EY, 2013; Deloitte, 2015; PwC, 2015). The “meanings” and “means” of “better” reporting also continue to come under scrutiny (Sunder, 2016; Beattie, 2014). This contribution to the debate testifies to how practitioners, and preparers in particular, are working to improve corporate reporting and why they consider IR “better” than more traditional forms of external reporting (e.g. financial reports). In this respect, this study intercepts the academic discussion about the “narrative turn” in accounting practice and research (Beattie, 2014). More broadly, it addresses the call for more (interpretative) research on corporate reporting practices and practitioners (Hopwood, 2000; Young, 2006; Huikku et al., 2016).
REFERENCES
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ABSTRACT

The external corporate reporting is currently debated both in the professional and the academic contexts, given the misalignment between information provided by companies and real information needs from investors and other stakeholders. Such misalignment seems to be reducible by the integrated report, as proposed by the International Integrated Reporting Council (IIRC). Such report, that is already mandatory in some countries, is raising rich interest from scholars and practitioners: several companies around the world are already preparing their integrated report.

The research is aimed to verify whether and how such report can really contribute to the corporate reporting and to the relationships among the people belonging to the corporate environment. Along this way, the research is aimed to answer to the following research question: how integrated report favours the alignment between corporate reporting and stakeholder’s informative needs?

In order to answer such research question, qualitative and quantitative approaches will be jointly used to analyse: a) the investors and other stakeholders’ information needs; b) the companies behaviour related to the integrated report preparation; c) the reactions of investors and other stakeholders to the first integrated report initiatives; d) the role of standard setters and regulators in encouraging the institutionalization of the integrated report and the gradual alignment of the integrated report to the stakeholders’ needs.

The most relevant scientific impact is related to the identification of the interaction processes and the reciprocal influence among actors involved in the regulation, preparation and use of the integrated report within the reporting environment.

Keywords: Integrated Report; Investors; Corporate reporting environment; Sustainability reporting; Non-financial information
SCENARIO FOR INVESTIGATION

The corporate reporting is the main way through which companies communicate their performance to stakeholders.

Such tool is currently debated both in the professional and in the academic context. The “traditional” corporate reporting is unsuitable to provide information about company strategy, future perspectives and the social and environmental impact of the company activity. The social, environmental and sustainability report is often criticized to be just a window dressing, unsuitable to truly represent company’s efforts towards social responsibility.

The misalignment between information provided by companies and the real information needs from investors and other stakeholders is palpable, since the latter are more and more sensitive to complementary information that complete the financial ones. Standard setters and regulators are working to fill such gap. Some examples are: the International Accounting Standard Board (IASB) project related to the narrative disclosure within the financial statement, the Global Reporting Initiative (GRI) projects related to the sustainability disclosure, the United Europe Regulation about the non-financial disclosure, etc. All these initiatives taken together are laying the foundations to renew the boundaries between mandatory and voluntary disclosure and to make the financial disclosure converge toward the non-financial one (that is the sustainability one).

The project about the integrated reporting coordinated by the International Integrated Reporting Council (IIRC) seems to be suitable to enhance the convergence process and alignment between corporate reporting and information needs of investors and other stakeholders. Such project aimed to stimulate companies to communicate their value creation process joining information related to: governance, strategy, business model, different “capitals” (financial, human, productive, social and relational, etc.), performance, risks and future perspectives.

Several companies around the world are already voluntarily preparing the integrated report in addition to the firms that have to prepare it mandatorily (i.e. South-African public listed companies). For many companies the integrated report is already part of the institutional corporate communication and it is presented and discussed with investors and stakeholders.

EXTANT STUDIES

Since the original initiatives of integrated report, the international literature and specifically the accounting one, put great interest in such report. Several aspects have been explored, at least conceptually, and there are many call for future researches (Busco et al., 2013; de Villiers et al., 2014).
A debated issue is related to the integrated report goals and, in particular, the sustainability contents. Critics argue that the IIRC has gradually changed the framework objectives following investors’ needs and ignoring stakeholders needs (Flower, 2015) and that the integrated report has nothing to say about sustainability (Milne and Gray, 2013). Other scholars assert that, given the IIFC guidelines, the integrated report can anyway enrich the sustainability disclosure and the integration between internal and external disclosure (Busco et al., 2013; Adams, 2013 and 2015; Eccles and Krzus, 2010).

Some researchers have investigated determinants of the integrated reporting adoption, explaining it in relation to institutional factors (Jensen and Berg, 2012; Frías-Aceituno et al., 2013), industries features (Frías-Aceituno et al., 2014) and corporate governance characteristics (Frías-Aceituno et al., 2012). Furthermore the integrated report adoption has been linked to the needs of external legitimization towards the analysts (Lai et al., 2014a). A recent study (Reuter and Messner, 2015) has highlighted the lobbying activities forcing the IIRC initiatives.

Some scholars have analytically investigated the integrated reporting content of the companies participating to the IIRC project. Some analyses have stressed the alignment process of the reports towards the IIRC guidelines with specific focus on the: sustainability disclosure (Lai et al., 2014b), business model (Melloni et al., 2015; Lai et al., 2015), intellectual capital (Melloni, 2015) and risks (Melloni and Stacchezzini, 2013). Further analyses have examined the organizational implication of the report adoption (Busco et al., 2013; Stent and Dowler, 2015).

To the best of our knowledge no previous studies have explored how the integrated report contributes to satisfy the growing and different information needs of investors and stakeholders. In particular, the literature has not yet studied whether and how the integrated report can impact on the relationships among three categories of actors within the reporting environment: 1) companies and their managers; 2) investors and stakeholders (among them analysts); 3) regulators and standard setters. This work aims to fill such gap, highlighted by several special issues of outstanding international journal.

**RESEARCH AIM**

The research analyses the integrated report role within the recent redefinition of the boundaries between mandatory and voluntary disclosure and of convergence between financial and sustainability disclosure.

The aim is to understand the impact of such report on the reciprocal interdependence relationships among the decisions of the main actors within the reporting environment. The objective is expressed
in the following research question: *how the integrated report favours the convergence between corporate report and information needs of the stakeholders?*

**METHODS**

The research embraces three levels of analysis. The first level is the “individual” one and consists in the analysis of the individual behaviours and perceptions of people constituent the corporate environment. The second level is the “relational” one and it analyses how the integrated report changes the relationships among different subjects. Such relationships are caught in case of meeting and debate among the different subjects and in the consequences of their behaviours. The third level of analysis is the “total” one: it provides a summary of the integrated report impact on the corporate environment.

Qualitative and quantitative approaches will be jointly used to analyse each level of analysis: the former will be used to investigate analytically the individual actors behaviours and the relationships among them; the latter will be used to analyse widely the behaviours of different subjects. In detail:

a) Qualitative approaches aim to identify case study to be deeply investigated, through interviews to individual subject and focus group where different actors categories are jointly involved. We plan to interview the main subjects operating within the IIRC and top managers (CFO, CEO, etc.), managers and directors (administrative director, investor relator, etc.) of pioneer companies in the integrated report, partners and managers of consultant companies and external audit companies, etc. Empirical evidence on the field in addition at public and private documentation will support the case study development. The study will be carried out within proper critical and interpretative frameworks.

b) Quantitative approaches will be used to collect data – trough survey, content analysis of public and private documents, database – and to elaborate them with proper statistic methods. The survey will be aimed to catch actors perception related to: i) the degree of misalignment between corporate reporting and stakeholders’ information needs; ii) the integrated report ability to reduce such misalignment; iii) the most relevant information categories in reducing such misalignment.

Qualitative approaches will be used in a contained setting: the research field is the Italian and UK corporate environment, such as to deeply study the integrated report of Italian and UK companies as well as the impact of them on the relations among the subjects belonging to such context. The case studies will be aimed to provide empirical evidence of the integrated reporting impact on the relationships between the preparers and their main stakeholders.

Quantitative approaches will be used on a wide setting, in order to collect information about the main disclosure profiles from the integrated reports currently available all over the world.
Quantitative approaches will be used in a smaller research field to provide an interpretation of the integrated report impact on the Italian and UK corporate environment. For example, we will code the information subsumed in the available integrated report and we will correlate such information to the perceptions and/or evaluations of the analysts in order to identify eventual relations between the information provided in the integrated report and the analysts’ perceptions.

The innovativeness of the research at the methodological level is related to: i) the joint use of qualitative and quantitative approaches and the application of them to analyse a corporate reporting tool that is still unexplored compared to the traditional and ii) the direct and joint involvement of different categories of subject pertaining the corporate environment. While the extant literature has given priority to analysis focused on single categories of subjects, this research will make different subject meet and debate during focus groups.

EXPECTED FINDINGS AND RESEARCH IMPLICATIONS

The analysis is expected to highlight:

– The information needs of investors and stakeholders in terms of what are the information categories that are judged as to be the most relevant in expressing their own consensus (or dissent) referring to the companies activities and performance;

– The companies’ behaviour referring to the integrated report preparation. The analysis will show: a) the reasons leading to choose to prepare the integrated report; b) the integrated report content, respect to the IIRC guidelines and to the information needs of investors and stakeholders; c) the organizational implications related to such adoption, verifying what are the company areas involved in the report preparation; what is the involvement and support degree of the top managers, what are the internal and external distribution channel for the report, what is the support provided by consultant and external auditors, and so on;

– The investors and other stakeholders’ reaction to the first integrated reporting initiatives, with a focus on the way in which investors and other stakeholder, among them the analysts, perceive and evaluate the disclosure exposed in the integrated report, verifying the satisfaction degree towards the first attempts of integrated report. Such analysis allows to verify whether the integrated report currently available are suitable to satisfy the growing information needs of the stakeholders and what are the gaps still remaining;

– The role of standard setters and regulators in stimulating the institutionalization process of the integrated report and the gradually alignment between the integrated report and the information needs of the stakeholders. The analysis will show: a) what is the room that the integrated report is
about to conquer within the reporting environment, even as an effect of the lobby activities; b) the IIRC initiatives in order to stimulate the dialog with and between companies and potential users of the integrated report.

The research results have relevant scientific implications for the international literature, in particular for the accounting one. It enriches the extant literature at least in the research fields analysing: a) the voluntary disclosure quality and the managerial choices based on such disclosure, even to verify the extant of impression management strategies and, generally, of external legitimacy; b) the relevance that investors and analysts assign to non-financial information; c) the organizational implications of social and environmental reporting; d) the impact of standard setters and regulators initiatives on corporate behaviour and on the consultant and external auditors activities; e) the lobbying activities related to the initiatives mentioned before.

The most relevant scientific impact is related to the goal to identify the processes of interaction and reciprocal influence among subjects that, within the corporate reporting environment, are involved in the regulation, preparation and use of the integrated report. We think that the assessment of such relations can provide a significant progress in the accounting studies and can stimulate further researches about the role of the corporate reporting in the organizational and socio-economic context.

The research has implications even for multiple subjects and for future practical developments. Such research allows standard setters and regulators to understand the companies’ behaviour and the reaction of investors and other stakeholders with reference to the IIRC project. Furthermore, it can let managers and other company actors know what are the main initiatives related to the integrated reporting in addition to the competitors or benchmark companies behaviour. The research allows even to let the investors know what is the real value added that they can get from the integrated report reading.
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ABSTRACT

The article considers the issues of the availability of car rental in urban areas in different countries. An overview is done of scholarly work on the factors influencing people's decision whether to own and use a car. A conclusion is made that apart from the factor of cost the decision is shaped by the availability of alternative modes of transport. The authors prove that it is necessary to create an all-encompassing system of public transport that would provide alternative modes of transport, including taxis and car rental that target customers who are not prepared to give up personal cars. It is proven that the availability of car rental could serve as an alternative to car ownership for a certain part of people living in urban areas. The authors analyze types of car rental services and considers different levels of availability of the services to different categories of customers. The authors propose a method of conducting a comparative analysis of the availability of car rental services. The subject of the research is car rental services in three types of cities. The authors picked the cities with a high, medium and low intensity of private car use. The study assesses the cost of car rental in each city type under identical parameters of car brand and rental period and timing. A conclusion is made that there is a substantial difference in affordability and actual availability of car rental services. The authors substantiate an assumption that a wide range of car rental services and their affordability can be a significant alternative for city dwellers who do not use a car regularly. The article argues that car rental is not developed enough in Russian cities and analyzes factors that lead to the Russian cities lagging behind in adopting a systemic approach to the provision of such services. The aim of the research is to assess the availability of rental car and to establish the service availability factor as a crucial element of transport policy in urban areas that seeks to diversify modes of transport.

Keywords: Car rental, affordability, car ownership, index of replacement
INTRODUCTION

Widespread car ownership has resulted in many urban agglomerations sliding into total dependence on cars in the 20th century. Such dependence brings about a constant increase in combined vehicular traffic on city roads. Automobile dependence makes it more difficult to fulfil economic, social and recreational functions of cities. In the long run, automobile dependence can be tackled by developing various modes of public transport. Most cities have already realized that it is necessary to switch from unimodal transport systems dominated by private cars to multimodal transit systems that successfully utilize multiple modes of transport.

The main task of long-term transport planning is building intermodal transport systems in cities. An intermodal transport system is a multimodal system in which the integration of various modes of transport leads to higher efficiency of each one of them and enables passengers to make intermodal transfers easily (Vuchic, 1981). Consequently, the main difference between an intermodal transport system and a multimodal one is the integration of multiple modes of transport with different functions.

The integration of various modes of transport is a very complicated, time-consuming and costly process. The process usually requires network coordination of the entire transport system. This includes the provision of transfer facilities, coordination of the schedules of main and feeder lines, construction of a single route network that covers the entire agglomeration, use of through fares and universal fare cards, utilization of a single information environment for all modes of transport, a unified website and image of the transport system.

When building an intermodal system it is extremely important to forge a common pricing policy for all participating modes of transport. The right prices should drive a shift in consumer preferences toward the use of the most efficient modes of public transport. At the same time, the price of an urban trip must get higher the more customized the service is. The approach implies that fares that are charged for using more efficient modes of transport with bigger sitting capacity must be lower than the price of travelling by less efficient modes of transport. This pricing regulation is implemented by means of an appropriately designed system of transport related charges.

Pricing regulation will make it possible to balance the urban transport system. Reaching a balance is important for intermodal systems that are composed of multiple modes of transport.

A well-balanced intermodal transport system is the one that has a balance between the demand for and supply of various modes of transport that provide for transporting a maximum number of passengers to all points and other activities per unit of time. In a well-balanced system all modes of transport are balanced and coordinated in such a way that different intermodal journeys inflict different monetary
and temporal costs, yet every mode of transport must perform the role that it is best suited for technically and functionally.

Modes of transport that hold an intermediary functional position between the car and mass transit play a special role in transportation systems. The list of such modes includes taxi cabs, small buses operating without a regular schedule (jitneys), small buses operating on flexible routes and on-call, carpooling, vanpooling, car rental. All these modes of transport come under an umbrella term called “paratransit”. Ideally, prices of paratransit services should be formed in such a way that they are higher than public transit fares, but lower than the cost of traveling by car. Some agglomerations employ organizational and pricing measures to encourage usage of paratransit services. For example, they are entitled to free parking or exempt from tolls; taxi cabs might be allowed to use lanes that are off-limits to private cars; there are also incentives promoting car rental, carpooling and vanpooling.

Car rental offers a significant functional advantage. The consumer rents a car exactly when he or she needs it. The car is not idle and does not occupy a parking spot. Car rental is a good alternative to owning a car for a number of prominent categories of consumers who use automobiles occasionally.

Some believe that car rental is mainly targeted at tourists visiting a city. However, car rental has recently been given a new impetus thanks to the growing popularity of various forms of rental services targeted at city dwellers: car rental with a driver, 24-hour car rental, carsharing etc. Each form of car rental has its own niche in the transportation choices of city dwellers.

Urban transportation policy should make car rental more accessible through the development of relevant services. Ensuring the affordability of car rentals is an essential part of that. Making car rental services available and affordable can significantly reduce car ownership rates in urban agglomerations.

The aim of the research is to assess the availability of rental car and to establish the service availability factor as a crucial element of transport policy in urban areas that seeks to diversify modes of transport.

1 LITERATURE REVIEW

A bulk of theoretical work published in the 1960s (Buchanan, 1964; Leibbrand, 1970; Smeed, 1961) analyze space requirements of automobiles and public transport in the urban environment. Those studies were the first to identify vehicle saturation limits in cities. Reuben Smeed was one of the first European researchers to raise the key issues of demand side management by means of introducing adequate road tolls.

Hibbs proved that deregulation of transport leads to disintegration of services (Hibbs, 1986). The importance of assigning an active regulatory role to transport policy was later recognized not only by...
the opponents, but also by the advocates of transport system deregulation. Vuchic and Pickup showed that disintegration of urban transport systems was one of the main causes of passengers’ rejection of public transport options (Fawkner, 1995; Pickup, 1991; Vuchic, 1986).

Morlok argued that the connection between the privatization of transport system and the level of integration (disintegration) of transport services was not so straightforward. Retaining a central coordinating body during the process of privatization can lead to positive effects of privatization. Privatization will allow for cost savings in the urban transport system without affecting the integration of the transport services provided by various operators, including private ones (Morlok, 1987).

Homburger pointed to the need to make sure that public transport services are provided by a single city agency or by an “umbrella” structure that pools all city transport operators. Transport services might be consolidated in a single control center by encouraging municipal and private transportation companies to sign special agreements on the creation and operation of shared transport hubs, adoption of a joint tariff and coordinated schedules. Vuchic cites the case of Verkehrsverbund (transit federation) – an alliance of transit companies – as an example of successful consolidation that was implemented in several European cities. Transit federations plan and coordinate the operation of all modes of city transport, accumulate revenue and redistribute it among operators according to an agreed formula reflecting the operating costs of the operators (Homburger, Vuchic, 1972).

Pucher and Hirschman proved that the level and structure of public transport fares have a significant impact on the appeal of public transport. Innovative methods of fare collection make a big difference, too. The level and structure of transit tariffs must strike a balance between generating maximum revenue for companies and attracting the maximum number of passengers, which is the main objective of public transport (Puscher, Hirschman, 1993).

Newman et al. argued that highly efficient public transit systems are an essential prerequisite for building well-balanced transport systems in medium towns and big cities, and for their recovery from total automobile dependence (Newman, Kenworthy and Robinson, 1992; Pucher, Hirschman, 1993).

Vuchic substantiated the price level that keeps public transport attractive to potential passengers. The level of fares is not constant; it depends on the characteristics of each urban agglomeration, such its size, population density, social conditions etc. Another major factor influencing the level of tariffs is the quality and cost of competing transport services (Vuchic, 1981).

Vuchic proved that comparative analysis of the relationship of performance and investment costs should be conducted for the entirety of modes of transport. The entirety covers a vast range of various transit systems – from paratransit systems that are most effective in servicing small volumes of
dispersed travel demand, to LRT, metro and suburban railroads that make it possible to transport large volumes of passenger traffic that are typical of transport networks and major transit corridors in the biggest agglomerations (Vuchic, 1981).

We have not found any studies investigating the issues of price formation and price regulation of paratransit and, more specifically, of car rental.

2 METHODS

We conducted our analysis of the affordability of car rental services using the following methodology:

(1) Twelve countries located in different parts of Eurasia were picked for the analysis. The selection includes Northern European (Norway, the Netherlands), Central and Eastern European (Hungary, Poland, Czech Republic), Western European (France, Germany) and Southern European (Spain, Italy) countries, as well as Turkey, Russia and China. The countries differ drastically in terms of their economic development, population size and density, road and transport infrastructure. A comparative analysis was done of the capital cities of the countries, under urban conditions.

(2) The cities were grouped according to their ranking in the TomTom Traffic Index (Table 1).

<table>
<thead>
<tr>
<th>TTIF</th>
<th>Cities with moderate road congestion:</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 – 30 %</td>
<td>Amsterdam (Netherlands), Prague (Czech Republic), Budapest (Hungary), Berlin (Germany), Madrid (Spain)</td>
</tr>
<tr>
<td>30 – 40 %</td>
<td>Oslo (Norway), Warsaw (Poland), Paris (France)</td>
</tr>
<tr>
<td>Over 40 %</td>
<td>Rome (Italy), Istanbul (Turkey), Moscow (Russia), Beijing (China)</td>
</tr>
</tbody>
</table>

Table 1: Groups of cities for analysis

Increase in overall travel times when compared to a Free Flow situation. For example, a Congestion Level of 36% corresponds to 36% extra travel time for any trip, anywhere in the city, at any time compared to what it would be in a Free Flow situation. The TomTom Traffic Index figures are based on speed measurements from TomTom’s historical traffic database. These speed measurements are used to calculate the travel times on individual road segments and entire networks. By weighting based on the number of measurements, busier and more important roads in the network have more influence than quieter, less important roads. This makes the statistics match the user experience of people driving in the cities.
(3) The cost of car ownership was determined using the findings in the LeasePlan CarCost Index 2016 that is compiled by Lease Plan Corporation (Netherlands) (https://www.leaseplan.com/news/2016/2/5/leaseplan-carcost-index-the-netherlands-is-the-most-expensive-country-for-motorists-czech-republic-listed-as-cheapest/). We converted the index into the cost of car ownership per two weeks.

(4) We calculated the cost of renting cars in the mid-market segment for two weeks by drawing on quotes by four major car hire companies: Hertz, Avis, Sixt and Europcar. The average cost of car hire was determined as the mean of the rates quoted by all four companies, excluding the most expensive and the least expensive deals in the country being considered.

(5) As an integral measure, we propose a new index of replacement that characterizes the possibility of substituting car rental for car ownership. The index can be abbreviated as IR (Index of replacement). It is calculated as the ratio of the cost of renting a car (RC) to the cost of owning a similar car (CO) over the same period of time (t):

\[ IR = \frac{RC_t}{CO_t} \]

The higher the index, the less affordable are car rentals in the city, and consequently, the more difficult it is to substitute car rental services for car ownership. The lower the index, the more affordable car rentals are in the city. Consequently, the affordability of rent-a-car services should form a considerable alternative to car ownership in the city.

(6) The analysis utilized Eurostat data on car ownership levels. It has to be noted that car ownership levels were analyzed by country, so applying them to the capital cities implies a high degree of approximation.

3 ANALYSIS OF RESULTS

The results of the analysis of the affordability of car rentals in various cities are shown in Table 2.

<table>
<thead>
<tr>
<th>City</th>
<th>Car ownership rate, cars/1,000per.</th>
<th>TomTom Traffic Index, %</th>
<th>Cost of car ownership, euros</th>
<th>Car rental prices, euros</th>
<th>Index of replacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cities with moderate road congestion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Madrid</td>
<td>471</td>
<td>25</td>
<td>240</td>
<td>179</td>
<td>0.75</td>
</tr>
<tr>
<td>Amsterdam</td>
<td>473</td>
<td>22</td>
<td>307</td>
<td>318</td>
<td>1.03</td>
</tr>
<tr>
<td>Berlin</td>
<td>550</td>
<td>29</td>
<td>235</td>
<td>419</td>
<td>1.78</td>
</tr>
<tr>
<td>Budapest</td>
<td>315</td>
<td>22</td>
<td>182</td>
<td>423</td>
<td>2.32</td>
</tr>
</tbody>
</table>
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Table 2: Analysis of affordability of car rentals in various cities

The obtained results demonstrate a weak inverse correlation between the index of replacement and car ownership levels (correlation index 0.15), which indicates the poor impact that the affordability of car rental services currently has on car ownership rates. There is also a very weak direct correlation between the index of replacement and traffic density (measured by the TomTom Traffic Index) (correlation coefficient 0.12).

The proposed index of replacement will make it possible to rank cities and countries by car rental affordability:

Cities (countries) with highly affordable car rental services. These are cities (countries) where the index of replacement is below 1 (IR≤1). Consequently, in such cities the price of renting a car is lower than the cost of owning a similar car over the same period of time. Among the cities that were analyzed high affordability of car rental is found in Madrid and Beijing.

Cities (countries) with a medium level of car rental affordability. These are cities (countries) where the index of replacement ranges between 1 to 2 (1<IR≤2). In these cities (countries) the price of renting a car is comparable or is slightly higher than the cost of owning a similar car during the same period of time. A medium level of car rental affordability is exhibited by Amsterdam, Rome, Berlin, Oslo, and Paris.

Cities (countries) with a low level of car rental affordability. These are cities (countries) where the index of replacement is over 2 (IR>2). In these cities (countries) the price of renting a car is substantially higher than the cost of owning a similar car during the same period of time. A low level of car rental affordability is exhibited by Istanbul, Warsaw, Budapest, Prague, and Moscow.
CONCLUSION

Urban transport policy should improve the availability of car rental by developing relevant services. Ensuring the affordability of car rentals is an essential part of it. The affordability of car rentals is an important factor creating acceptable alternatives to car ownership in urban agglomerations for individuals who take occasional or seasonal trips.

A statistical evaluation of the level of affordability of car rental services does not reveal a significant correlation with car ownership rates and traffic density. A more precise correlation might be found by a further study into the dynamics of the relationship between the affordability of car rental and car ownership levels over a period of time.

The index of replacement can have an application in compiling a new international ranking of cities (countries) by car rental affordability. The ranking can be based on the index of replacement that is described in this work. Such a ranking can be useful to tourists, municipal authorities, owners of car rental companies, and city dwellers.
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ABSTRACT

The banking sector has been focused its attention towards attracting Generation Y since they have consolidated as a huge force with powerful spending power which will unavoidably rival with Baby Boomers’ market dominance. Thus, this article analyses customer experience of Generation Y and its effect on customer satisfaction and bank credibility.

Empirical evidence, based on primary data from an online survey (550 questionnaires were spread over a two-month period in 2016 but only 205 were usable and completed) reveal that the customer experience attributes (mainly executional excellence and reputation) have a positive relationship on credibility and satisfaction. In addition, “Value for money”, “Getting things right the first time” and “Put the consumer first” emerge as the most importance attributes for Generation Y in experiencing the bank.

Keywords: Customer experience, Generation Y, Credibility, Satisfaction, Banking sector.

INTRODUCTION

In a progressive global and competitive world, banks must innovate and create different strategies to succeed. However, searching for competitive advantage through product differentiation in the banking sector is extremely difficult since products and services may be quickly copied thus forcing banks to find new ways and opportunities of identifying and developing relationships with customer and enhancing positive feelings about them. The banking sector is a consumer-oriented service industry, and their success increasingly depends on the quality of the consumer service provided, as well as the overall customer’s satisfaction.

Under this context, relationship marketing turned to be a critical aspect to corporate banking success. Today’s customers demand a high level of experience from banks, which, if fulfilled, could result in significantly improved customer satisfaction, and potentially retention levels (Putnam, 2012). Furthermore, since brand experience is the outcome of an attribute, the information processing in which consumers are engaged rationally and emotionally, it is extremely important to engage all
senses and to evoke emotional as well as an intellectual reaction towards a brand (Brakus, Schmitt, and Zarantonello, 2009).

Generation Y (Gen Y) is considerably less likely to have positive experiences, compared to all other age groups due to the high expectations they have toward banks’ digital capabilities. Gen Y is far more interested in using mobile banking compared to other age groups, placing additional importance on the development of this channel (Capgemini and Efma, 2016). Under this context, customer experience may be an emerging opportunity in the new horizon of experience economy since it is expected that customers with positive experiences may be three to five times more likely to purchase additional products (Capgemini and Efma, 2015).

Prior studies with bank institutions revealed a gap because they didn’t properly analyze which stimuli of online bank experience could influence the emotions and the behavioral intentions positively. Therefore, the research question is: which stimuli from bank experience attributes can influence customer satisfactions and credibility of Generation Y (or Gen Y)?

This article is organized into three parts. The first one gives the theoretical background which aims to contextualize the research. Then we present the method and results, In the end, the conclusions and implications.

THEORETICAL FRAMEWORK

Experience conceptualization
In an era of relationship marketing where marketers focus on the development of long-term relationships, the understanding of how consumers experience a brand is crucial for the meet such marketing goals. In the marketing literature, the concept of experience has been investigated in different contexts, recently, a concept has been presented that spans across these various contexts: the concept of brand experience (Zarantonello and Schmitt, 2010). In addition, Nysveen, Pedersen, and Skard (2012) consider both customer and brand experiences to span the context - and life cycle-specific experiences.

Since brand experience can be seen as the outcome of an attribute which consumers are both rationally and emotionally engaged, when creating a brand experience, the key is to engage all senses and to evoke emotional as well as an intellectual reaction towards a brand. In other words, it can be defined as subjective, internal consumer responses (sensations, feelings, and cognitions), as well as behavioral responses evoked by brand-related stimuli, are part of a brand’s design, identity, communication and packaging strategy. They can take various forms and range from colors, sounds, haptics, to logos with special typefaces and designs, slogans with a high recall value or brand characters in the form of mascots (Brakus, Schmitt, and Zarantonello, 2009).
The degree to which companies can create a certain experience for customers depends on their ability to make use of all these brand stimuli in a favorable way (experiential marketing), and marketers see consumers as rational and emotional human beings concerned with achieving pleasurable experiences. Marketers can create different types of experiences for customers: sensory experiences (sense); affective experiences (feel); creative cognitive experiences (think); physical experiences, behaviors and lifestyles (act); and social-identity experiences that result from relating to a reference group or culture (relate) (Schmitt, 1999).

Brakus, Schmitt, and Zarantonello (2009) propose a framework with five experience dimensions that are responsible for the creation of brand experience as follows: sensory, affective, behavioral, and intellectual. Brand experiences can positively affect consumer satisfaction and brand loyalty, as well as brand associations (particularly brand personality). Brand experience is empirically distinct from other brand and customer-focused concepts including brand attachment, brand involvement, and customer delight (Zarantonello and Schmitt, 2010).

Mosley (2007) argues that product brand experiences are simpler than service brand experiences, as services require a higher level of interpersonal complexity and relationship quality and therefore, the relational dimension of experience is highly relevant in the service sector.

Customer experience in banking sector

The concept of customer experience appeared in marketing studies in 1982 by Holbrook and Hirschman and became generalized in marketing literature by Pine II and Gilmore in 1998. Nowadays, creating and delivering superior customer experience has become one of the prime objectives of organizations.

Customer experience may be defined as the internal and subjective response customers have to any direct or indirect contact with a company in a way that creates a memorable event (Pine II & Gilmore, 1998). Direct contact generally occurs in the course of purchase, use, and service and is usually initiated by the customer. Indirect contact most often involves unplanned encounters with representatives of a company’s products, service or brands and takes the form of word-of-mouth recommendations or criticisms, advertising, news reports, reviews and so forth (Meyer and Schwager, 2007). In other words, Customer experience is the user’s interpretation of his or her total interaction with the brand (Ghose, 2007).

In considering customer experience, it is appropriate to consider two perspectives of consumer behavior: (i) the traditional “information processing and decision oriented” perspective that suggests that customer is engaged primarily in goal-directed activities such as searching for information, evaluating available options and deciding whether to buy a particular product or service or not (Frow and Payne, 2007) and (ii) the “experiential” perspective. This view of consumption has broadened this
perspective considerably and includes the flow of fantasies, feelings and fun where such behavior may not necessarily be the goal (Payne, Storbacka, and Frow, 2007) but needs to be seen from both an information-processing approach that focuses on memory-based activities and on processes that are more sub-conscious and private in nature (Holbrook and Hirschman, 1982).

The nature of service encounter and kind of service provider do an essential function because the customers not just purchase the service delivered by the business, however, purchases “experience” from that business, too. The main reason to work on the experiences of the banks’ customers is that the prosperity of any bank depends upon its number of existing customers (Garg, Rahman, Qureshi, and Kumar, 2012). For services, it has been demonstrated that the creation and delivery of an emotion-rich experience provide brand differentiation and influences sales, consumer loyalty, and promotion of the brand (Morrison and Crane, 2007).

In studying of customer experience factors in banking, a customer requires convenience at its every contact point with the organization as regarding the location of the bank, available parking facilities, speed, hygienic environment and alike (Jain and Bagdare, 2009). According to (AHP) approach, the factor “convenience” possesses maximum weight it shows that though customer takes cognitive decisions regarding “monetary aspect” but still requires “convenience” in every aspect while dealing with the organization. In addition, employees, online functional elements, and servicescape possess distinctively higher weights than the other factors such as service process, marketing mix, customer interaction and online hedonic elements (Garg, Rahman, Qureshi and Kumar, 2012).

The research’s results about banking by Hardeep Chahal and Kamani Dutta study revealed that core service experience comprising cognitive, affective and behavioral factors is most significant dimension followed by relational experience and sensory experience dimensions. The cognition items affecting banking customer experience include knowledge of bank products, competitive interest on loans and information sharing. Bank managers when respect customer’s time and give special attention to knowledge, speed and service process, can generate positive behavioral experience. Similarly, affective items in the core service factor include problem handling, responding quality, aesthetic, and empathy, which have a significant impact on creating customer experience in banking sector. Behavioral characteristics affecting customer experience include concern and caring attitude, prompt customer service and error free bank services (Chahal and Dutta, 2014).

Customer Satisfaction

Customer satisfaction refers to “a person’s feelings of pleasure or disappointment that result from comparing a product’s perceived performance (or outcome) to their expectations” (Kotler and Keller, 2006: 144) and can generally be described as the full meeting of one’s expectations (Oliver, 1980).
Research indicates that satisfaction primarily consists of cognitive (include disconfirmation and expectations, perceived performance, equity, performance, fulfillment and price acceptance/willingness to pay) and affective variables (include emotional measures, post-purchase, word of mouth, arousal and pleasure) (Fraering and Minor, 2013).

The banking sector has been undergoing changes triggered by regulatory, structural, and technological factors, which make keeping customer satisfaction more difficult. Developing and maintaining customer satisfaction is important particularly in the service sector because that will lead to loyalty, increasing in profits through repeat patronage, less price sensitivity, and positive word-of-mouth (Foscht, Schloffer, Maloles and Chia, 2009).

Bank customer satisfaction is a hot topic of current scientific research. In response to the negative impact of the recent financial crisis of 2008, consumers have become very sensitive to all aspects of commercial bank activity. A satisfied customer remains loyal and to keep him a company requires five times less effort, time, and money than to get a new one (Belás and Gabčová, 2014). Customer “retention” relies on the quality of the relationship and the experience, which the customer has with their bank. Thus, creating satisfied, happy customers is crucial to maintaining their long-term loyalty (Baumann, Elliott, and Burton, 2012).

Nevertheless, various studies showed that even satisfied customers switch their bank if another one offers them a better product because even though loyal clients have a more intense, emotionally based connection to their bank and are consequently more resistant to competitor banks’ offers satisfied customers may quit their banks due to objective factors, e.g. conditions of products, price or distribution channels reliability determine their satisfaction and also subjective emotions and experiences that are getting more and more important (Murugiah and Akgam, 2015).

If the bank exceeds the expectations of their clients, positive conditions for their loyalty are created. Understanding customer loyalty requires understanding customer satisfaction first (Fraering and Minor, 2013).

According to Chavan and Ahmad (2013) there are eight important attributes of satisfaction in banking: paying individual attention to each client, personnel behavior inducing customer trust, attractive bank equipment, zero fees for issuing checks, zero error records, the possibility of online banking, security of transactions, helpful staff, and readiness of staff to answer to customer requirements regardless of occupancy. From a transaction-specific attribute, customer satisfaction is dependent on nine different factors: tangibility, e-fulfillment, convenience & availability, accuracy, responsiveness, empathy, promptness, personal assistance (Chavan and Ahmad, 2013). Furthermore, in online banking service, it was added the following factors that affect customer satisfaction: perceived quality of the service, perceived value, and customer expectation (Unyathanakorn and Rompho, 2014).
The older the customer, the greater the intention to remain with their bank for a longer time because most of the attention in terms of acquisition/customer retention should be placed on the segment of young, high-income customers, as they are the ones most willing to change banks (Baumann, Elliott and Burton, 2012).

When comparing older bank customers to younger ones, it was found that older customers are more loyal to their bank, more confident on the notion that their bank offers the best deal, and more satisfied with the preferential treatment they receive from their banks. Older customers are often seeing the perceived value in a bank’s effort to recover services than are younger customers. On the other hand, the younger the bank customer is, the higher he/she perceives the availability and attractiveness of alternatives. Younger bank customers are more likely to end their relationship with their present bank and are less loyal and less satisfied with the services they get from their banks than the older customers. Older customers are more likely to have a higher perception about the satisfaction derived from their bank service, and the difficulty of switching to other banks (Tesfom and Birch, 2011).

**Brand Credibility**

Brand credibility has two main components: expertise and trustworthiness (Wernerfelt, 1988). Thus, brand credibility is the believability of the product information contained in a brand, which requires that consumers perceive brand as having the ability (i.e., expertise) and willingness (i.e., trustworthiness) to deliver continuously what has been promised (brands can function as signals because if and when they do not deliver what is promised, their brand equity will erode). In other words, “Brand credibility” is defined as the believability of the product position information contained in a brand, which depends on the willingness and ability of firms to deliver what they promise (Erdem, Swait, and Valenzuela, 2006).

Erdem et al. (2006) study demonstrated that credible brands provide more value to high-uncertainty-avoidance consumers because such brands have high perceived quality, lower perceived risk and lower information costs. Brand signaling theory suggests that credibility can build brand equity (Erdem and Swait, 1998). Furthermore, higher brand credibility can increase consumers’ perceptions of product quality by influencing their psychophysical processes whereby objective quality levels are transferred into perceived, subjective quality levels (Erdem, Swait, and Louviere, 2002).

Maathuis, Rodenburg, and Sikkel (2004) have insisted on the significance of brand credibility in consumer’s decision-making and choice perceptions, and the credible brand is expected to induce higher levels of consumer loyalty. In other words, a credible brand would easily generate loyal customers if it consistently conforms to its promised quality and trust induce brand’s credibility which, then leads to a bigger customer brand relationship (Alam, Usman Arshad, & Adnan Shabbir,
Sweeney and Swait (2007) results from samples of retail bank indicate that brand credibility serves in a defensive role: it significantly enhances word-of-mouth and reduces switching behaviors among customers.

*Generation Y*

This is a segment that comprises individuals who were born between 1980 and 2000 and that are also referred to as Millennials, net generation or Echo Boomers (Valentine and Powers, 2013). Individuals in this segment like to work in a team and in an organized and growth-oriented culture because they believe they would better accomplish their goals. They are also eager to achieve their objectives within a short time period (Viswanathan and Jain, 2013). They are influenced by western culture, and therefore they are eager to spend money or experiment and adapt to new products and brands. Although they have high brand awareness, they are not loyal to a brand loyal being called “brand switchers”. It is important to note that the purchasing power of this young segment will keep increasing over time (Jurisic and Azevedo, 2010). Since Gen Y’s start to use social media the marketplace, the workplace and the society have been changing; it will ultimately lead to new business models, processes, and products (Bolton et al., 2013).

Thus, younger customers are more likely to change their banks easily, so if retail banks want to retain younger customers, they need to offer more meaningful incentives to younger customers than they offer to older customers. This situation highlights the need for managers to design different switching barrier packages for each customer age group (Tesfom and Birch, 2011).

Given that e-banking services are designed essentially to suit individuals who prefer convenience, quicker service, more frequent and less face-to-face retail banking services, one would expect that Generation Y individuals, would be expected to use the e-services more regularly given that individualistic societies tend to be more consumption-oriented and therefore more encouraging towards spending (Rugimbana, 2007).

Generation Y group likes to travel and prefers to spend money on experiences rather than materialistic items. Their responses to online marketing are expected to be different as they process website information five times faster than older generations and are the most emotional and least loyal customers compared to all other generations (Bilgihan, 2016). Bilgihan also demonstrated that trust is the most important antecedent of e-loyalty in online shopping for Gen Y customers. Brand equity is also a key precursor of e-loyalty. Finally, a positive online experience (flow) is also a significant precursor of e-loyalty (Bilgihan, 2016).

*Banking Sector*

For several years now, the banking sector has been under several challenges namely the technological development. The Internet has transformed the way in which individuals, groups, organizations
communicate, obtain information, access entertainment, and conduct their economic and social activities. Looking forward, by 2018 almost 3.6 billion people, i.e. half of the world’s population will be connected to the internet or the mobile internet (Nagurney, 2014).

In response to market competition and with relatively low setup costs, traditional banks have adopted a policy of enhancing the possibilities of their online services. Interactive banking services have currently become a common practice, ubiquitously performed all over the world and are now an integral part of the modern commercial environment (Levy, 2014).

This significant change extends across all levels of service in the banking industry. Advances in technology, globalization, and customization have created a dynamic banking environment in an attempt to improve service quality and satisfy customers’ need for faster, easier, independent and real-time service (González, Mueller-Dentiste, and Mack, 2008).

Internet banking has become a strategic tool for business development has gained wide acceptance internationally (Sahoo and Swain, 2012). There are some main benefits of Internet banking for both banks and customers (Sahoo and Swain, 2012): (i) its permanent availability; (ii) banks have succeeded reduced queues through technology. Also, banks use internet facility for customer’s transactions and will reduce paperwork, will give a quick response to the customer; (iii) e-banking makes easier for customers to compare banks’ services and products. Moreover, it can raise competition among banks, and allow banks to penetrate new markets and thus inflate their geographical reach; (iv) e-banking Customers can easily access services from abroad and through wireless communication systems, provides them enormous benefits regarding the ease and cost of transactions.

Mobile has become an intrinsic and vital part of bank customers’ everyday life, and they expect banks to respond rapidly to their demands and provide the level of service they want (EFMA, 2014). According to the second annual Trends in Consumer Mobility report of Bank of America, of those consumers who use a mobile banking app, nearly two-thirds (62%) access it at least a few times a week or more, while one in five (20%) check once a day or more (Bank of America, 2015).

Mobile Banking covers various areas, from apps to mobile financial services and even mobile payments, and from smartphones to smart TVs. These are all part of the rapidly evolving mobile ecosystem (EFMA, 2014). In addition, according to the Consumer Mobility report of Bank of America (2015), 74% of consumers check their balance or statement, 63% consult transactions via their mobile banking app and 72% of Millennials (ages 25-34) generation report using mobile deposits. Additionally, nearly 38% pay bills, almost 32% use it to locate a branch or ATM and 15% manage investments.
Despite the huge worldwide migration towards the use of mobiles in recent years, mobile banking is still really in its infancy. There is a lot to be discovered, and many challenges to overcome the whole mobile ecosystem is continuing to grow and evolve (EFMA, 2014).

Banking for generation Y

As banks target technology-friendly Gen Y customers, they must focus on developing products and services in unique and innovative ways. Gen Y customers are more likely to be attracted by innovation, quality of service, and accessibility to various products and services such as payment systems and banking accounts. To that end, mobile and social media tools are powerful ways to engage Gen Y (Capgemini and Efma, 2015).

The reasons that younger generations patronize banks is that they offer more sophisticated, online and mobile banking services and is a more convenient access to ATMs (Putnam, 2012). Online or mobile banking is an influential factor for about 25% of younger generations, but only 18% of older boomers or matures. Gen Y is more likely to pay attention to what their friends say, text or put in their Facebook pages about a bank than what the bank is saying about itself. Gen Y prefers to receive communications via the bank’s online banking site (after login), e-mail or the bank’s website more than by “snail mail.”

Gen Y have some requirements & demands (Capgemini, 2014): (i) they are more interested in products and services that offer low fees and charges and banks that offer student accounts, without maintenance fees, and loans with lower commissions and fees; (ii) they look for banks with higher rates on savings accounts; (iii) they prefer banks whose processes are more streamlined and offer a high level of convenience; (iv) they will select a bank that delivers the greatest value and benefit to them. In additional, they prefer banks that have a transparent feedback system that will act on customer suggestions and complaints; (v) they prefer banks that provide mobile and online capabilities because of high reliance on smartphones.

Therefore, in order to encourage an ongoing mutually valuable relationship with Gen Y customers, banks need to focus on four key areas that could increase Gen Y customer stickiness (Capgemini, 2014): (i) banks should introduce specific checking and savings accounts with competitive interest rates and a high level of online and mobile banking convenience. Banks should provide attractive long-term savings, pension, and securities and insurance products and services to meet this need; (ii) banks should bundle payment instruments (Mobile Wallets - Prepaid Cards - Credit Cards - Personalized Cards); (iii) banks should focus on enhancing their online and mobile channels; (iv) banks need to embrace social media platforms to engage Gen Y customers who are more likely to trust experiences posted on social media by other customers and use social networks and platforms to voice their opinions.
RESEARCH MODEL AND HYPOTHESES

The Customer Experience attributes encompass: Accessibility, Ease of doing business, Executional excellence, Personalized offering, Staff engagement, Value for money, and Reputation affect the organism. The organism is defined by the attitudinal state that includes satisfaction and by the perspective that includes credibility.

Figure 1. Research model

The overall hypotheses proposed for this study are the following:

**H1: Customer Experience, that is,** Accessibility(H1a), Ease of doing business(H1b), Executional excellence(H1c), Personalized offering(H1d), Staff engagement(H1e), Value for money(H1f), and Reputation(H1g) **positively affects customer satisfaction of Generation Y in experiencing the bank.**

**H2: Customer Experience, that is,** Accessibility(H2a), Ease of doing business(H2b), Executional excellence(H2c), Personalized offering(H2d), Staff engagement(H2e), Value for money(H2f), and Reputation(H2g) **positively affects bank credibility of Generation Y in experiencing the bank.**

METHOD

Data Collection

We collected secondary data through a revision of previous researches related to the topic. With the support of the theoretical background and in order to collect primary data an on-line survey was created and launched via the umfrageonline website, being available during February and March 2016. Therefore, it was chosen and online survey because (i) it allows a quick response and it possible to reach a higher number of Generation Y’s customers in a small period of time in different places; (ii) the study is aimed at Generation Y that is also known as the Internet generation, increasing the
importance of using an on-line survey. The survey was spread to customers via Facebook. We posted the survey’s link on several Facebook pages like universities and youth organizations.

Questionnaire Design

The questionnaire was mainly designed to measure: Customer Experience attributes, internal emotional consumer states. The items of the questionnaire were rated on a 5-point Likert scale: (1= strongly agree, 2= agree, 3= Neither agree nor disagree, 4= disagree, 5= strongly disagree).

Hence, in the first part, the respondent had four demographic questions: gender, age, marital status and educational background. In the second part, the respondents were asked to answer eighteen questions concerning the seven Customer Experience attributes (1-Accessibility, 2-Ease of doing business, 3-Executional excellence, 4-Personalized offering, 5-Staff engagement, 6-Value for money, and 7-Reputation). Those eighteen questions were grouped into two groups. This part was based on the study of KMPG International (2014). In the third part, the respondents were asked to rank that Customer Experience attributes according to its importance to them according to the scale 1= most important, 7= less important.

In the fourth part, the respondents were asked to answer questions about customer satisfaction, based on Erdem and Swait (1998) and bank credibility, adapted from Leverin and Liljander (2006).

Sample Profile

The sample of this study consisted of Generation Y customers of banks from different countries around the world. In order to achieve the target sample, an online survey was spread through Facebook with URL embedded that lead the respondents to the survey.

Almost 550 questionnaires were spread over a two-month period in 2016. Thereby, we gathered a sample of 211 respondents. The data consists of 205 usable survey participants (120 male-58%; 85 female-42%). Most of the answers are from individuals aged between 21-25 (46.8%) and between 26-30 (35.1%) followed by 31-35 (13%) and 18-20 (5%). Regarding the marital status, most the respondents were single (180), and the others 25 were married.

Finally, regarding the education level, most of the sample is doing or already has University degree (100-49%), 41% were doing or already had a Master degree, 3% has a Ph.D. degree, and 7% had a senior high school degree.

RESULTS

Table 1 shows the descriptive statistics and the reliability of the constructs. The constructs reveal to be reliable since the values of Cronbach's Alpha (CA) are higher than 0.7.
### Table 1. Descriptive Statistics and Reliability

<table>
<thead>
<tr>
<th>Construct</th>
<th>Items</th>
<th>Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>In my Bank, the physical proximity/ease of access is good</td>
<td>2.09</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>In my Bank, the availability of services (around the clock) is good</td>
<td>2.27</td>
<td>0.95</td>
</tr>
<tr>
<td>Ease of doing business</td>
<td>My Bank has services and products that are easy to understand</td>
<td>2.47</td>
<td>0.92</td>
</tr>
<tr>
<td>Executional excellence</td>
<td>It is ease of getting issues/queries/complaints resolved</td>
<td>2.44</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>It is fast to make an inquiry/transaction</td>
<td>2.04</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>My Bank is fast in resolving a complaint/resolving a query</td>
<td>2.46</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>I get things right from the first time</td>
<td>2.47</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>The services are Consistent – continuity in communications or</td>
<td>2.34</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>interactions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personalized offering</td>
<td>My Bank offers products and services that can be tailored to my specific needs.</td>
<td>1.95</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>My Bank rewards my choice to do business with it.</td>
<td>2.98</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>In my Bank, the staff has a positive attitude</td>
<td>2.21</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>The staff are honest and tell the truth</td>
<td>2.32</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>My Bank offer high quality of advice and service</td>
<td>2.41</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>The fees/charges are fair and appropriate (Value for money).</td>
<td>2.77</td>
<td>1.08</td>
</tr>
<tr>
<td>Value for money</td>
<td>The rewards and promotions are available.</td>
<td>2.85</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>My Bank is well regarded in the media</td>
<td>2.27</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>I trust that my Bank does the right thing</td>
<td>2.62</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>My Bank puts the consumer first</td>
<td>2.79</td>
<td>0.96</td>
</tr>
<tr>
<td>Reputation</td>
<td>My Bank is well regarded in the media</td>
<td>2.27</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>I trust that my Bank does the right thing</td>
<td>2.62</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>My Bank puts the consumer first</td>
<td>2.79</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>I am satisfied with the quality of my Bank’s services.</td>
<td>2.30</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>I am satisfied with the interactions that I have had with my Bank.</td>
<td>2.32</td>
<td>0.90</td>
</tr>
<tr>
<td>Credibility</td>
<td>My bank is committed to delivering on its claims, no more and no less</td>
<td>2.36</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>My bank has a name I can trust</td>
<td>2.15</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>My bank has the ability to deliver what it promises</td>
<td>2.24</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>My bank’s product claims are believable</td>
<td>2.35</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>My experiences with my bank have led me to expect it to keep its promises</td>
<td>2.33</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>My Bank delivers what it promises</td>
<td>2.37</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Note: CA-Cronbach Alpha
In order to test the hypothesized relationships of H1 and H2, multiple regression analysis was used. In this case, multiple regression determined the relative importance as well as the significance of the relationship between customer experience, the organism state, and responses.

In order to test multicollinearity among independent variables, the Variance Inflation Factor (VIF) was examined, and we concluded that all VIF values in this study were within an acceptable range (VIF values were below 10). For all of them, Tolerance values were superior to 0.1. Given the sample's dimension, it can be considered that the Durbin-Watson test is at the inclusion zone (close to 2).

The seven attributes of Customer Experience (Accessibility, Ease of doing business, Executional excellence, Personalized offering, Staff engagement, Value for money and Reputation) were used as independent variables while Satisfaction was the dependent variable. The results in table 2 show that there is a significant positive relationship between the Customer Experience and Satisfaction (p < 0.05). Satisfaction is explained by the seven predictors by 41.8%. Yet, only the Accessibility (β = 0.193, p ≤ 0.05), Executional excellence (β = 0.267, p ≤ 0.05) Personalized offering (β = 0.124, p ≤ 0.05), and Reputation (β = 0.202, p ≤ 0.05) are important to explain the Satisfaction variable. The Ease of doing business, Staff engagement, and Value for money do not significantly contribute to explaining the Satisfaction.

Table 2. Multiple regression; satisfaction as dependent variable

<table>
<thead>
<tr>
<th>F(sig.) = 21.914 (p= 0.000)</th>
<th>Adjusted R2 = 0.418</th>
<th>Durbin-Watson = 2.171</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unstandardized Coefficients B</td>
<td>Standardized Coefficients Beta</td>
</tr>
<tr>
<td></td>
<td>(Constant)</td>
<td>-0.204</td>
</tr>
<tr>
<td>Accessibility</td>
<td>0.205</td>
<td>0.193</td>
</tr>
<tr>
<td>Ease of doing business</td>
<td>0.070</td>
<td>0.068</td>
</tr>
<tr>
<td>Executional excellence</td>
<td>0.143</td>
<td>0.267</td>
</tr>
<tr>
<td>Personalized offering</td>
<td>0.130</td>
<td>0.124</td>
</tr>
<tr>
<td>Staff engagement</td>
<td>0.037</td>
<td>0.049</td>
</tr>
<tr>
<td>Value for money</td>
<td>0.031</td>
<td>0.033</td>
</tr>
<tr>
<td>Reputation</td>
<td>0.137</td>
<td>0.202</td>
</tr>
</tbody>
</table>
Regarding H 2, the seven attributes of Customer Experience; Accessibility, Ease of doing business, Executional excellence, Personalized offering, Staff engagement, Value for money and Reputation were used as independent variables while Credibility was the dependent variable. The results in table 2 show that there is a significant positive relationship between the Customer Experience and Credibility (p < 0.05). The seven customer experience attributes help to explain 51.7% of the variability of Credibility. However, only the Executional excellence (β = 0.188, p ≤ 0.05), Staff engagement (β = 0.172, p ≤ 0.05), Value for money (β = 0.145, p ≤ 0.05) and the Reputation (β = 0.402, p ≤ 0.05) are important to explain the Credibility variable. The Accessibility, Ease of doing business and Personalized offering do not significantly contribute to explaining the Credibility.

Table 3. Multiple regression: credibility as dependent variable

<table>
<thead>
<tr>
<th></th>
<th>Unstandardized Coefficients B</th>
<th>Standardized Coefficients Beta</th>
<th>t</th>
<th>p(Sig.)</th>
<th>Collinearity Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>2.314</td>
<td></td>
<td>3.301</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>Accessibility</td>
<td>0.152</td>
<td>0.060</td>
<td>1.047</td>
<td>0.297</td>
<td>0.728</td>
</tr>
<tr>
<td>Ease of doing business</td>
<td>-0.008</td>
<td>-0.003</td>
<td>-0.052</td>
<td>0.959</td>
<td>0.626</td>
</tr>
<tr>
<td>Executional excellence</td>
<td>0.242</td>
<td>0.188</td>
<td>2.838</td>
<td>0.005</td>
<td>0.537</td>
</tr>
<tr>
<td>Personalized offering</td>
<td>0.094</td>
<td>0.038</td>
<td>0.665</td>
<td>0.507</td>
<td>0.738</td>
</tr>
<tr>
<td>Staff engagement</td>
<td>0.312</td>
<td>0.172</td>
<td>2.833</td>
<td>0.005</td>
<td>0.644</td>
</tr>
<tr>
<td>Value for money</td>
<td>0.327</td>
<td>0.145</td>
<td>2.647</td>
<td>0.009</td>
<td>0.785</td>
</tr>
<tr>
<td>Reputation</td>
<td>0.652</td>
<td>0.402</td>
<td>6.917</td>
<td>0.000</td>
<td>0.701</td>
</tr>
</tbody>
</table>

We also intended to find how the Bank customer experience attributes are important for Gen Y customer. To achieve this task, we asked them (customers) to rank the seven attributes that represent the seven categories of customer experience. The customer experience attributes were: Value for money ; Getting things right the first time; Put the consumer first; Staff who are honest and tell the truth; Ease of getting issues/queries/complaints resolved; Availability of services and Offers products and services that can be tailored to my specific needs (KPMG, 2014).
A custom table was created to test the data. Table 4 shows the number and percentage of respondents for each rank; the results determined that the majority of respondents mentioned Value for money (i.e. fair and appropriate fees and charges) as the most important attribute (rank 1) (68 respondents - 33.2%). The least important for most of the respondents (rank 7) was Offers products and services that can be tailored to my specific needs (90 respondents - 43.9%).

Table 4. Custom Table

<table>
<thead>
<tr>
<th>Customer Experience attributes</th>
<th>Rank 1</th>
<th>Rank 2</th>
<th>Rank 3</th>
<th>Rank 4</th>
<th>Rank 5</th>
<th>Rank 6</th>
<th>Rank 7</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability of services (around the clock)</td>
<td>21</td>
<td>31</td>
<td>18</td>
<td>25</td>
<td>22</td>
<td>57</td>
<td>31</td>
<td>205</td>
</tr>
<tr>
<td></td>
<td>10.2%</td>
<td>15.1%</td>
<td>8.8%</td>
<td>12.2%</td>
<td>10.7%</td>
<td>27.8%</td>
<td>15.1%</td>
<td>100%</td>
</tr>
<tr>
<td>Offers products and services that can be tailored to my specific needs</td>
<td>13</td>
<td>13.2%</td>
<td>18</td>
<td>8.8%</td>
<td>27</td>
<td>10.2%</td>
<td>11.2%</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>6.3%</td>
<td>6.3%</td>
<td>15.1%</td>
<td>13.2%</td>
<td>10.7%</td>
<td>11.2%</td>
<td>43.9%</td>
<td>100%</td>
</tr>
<tr>
<td>Value for money (i.e. fair and appropriate fees and charges)</td>
<td>8</td>
<td>22</td>
<td>31</td>
<td>22</td>
<td>19</td>
<td>14</td>
<td>9</td>
<td>205</td>
</tr>
<tr>
<td></td>
<td>33.2%</td>
<td>10.7%</td>
<td>15.1%</td>
<td>10.7%</td>
<td>9.3%</td>
<td>6.8%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Getting things right the first time</td>
<td>39</td>
<td>31</td>
<td>30</td>
<td>31</td>
<td>25</td>
<td>25</td>
<td>16</td>
<td>205</td>
</tr>
<tr>
<td></td>
<td>19.0%</td>
<td>14.6%</td>
<td>14.6%</td>
<td>15.1%</td>
<td>12.2%</td>
<td>12.2%</td>
<td>7.8%</td>
<td>100%</td>
</tr>
<tr>
<td>Put the consumer first</td>
<td>37</td>
<td>26</td>
<td>51</td>
<td>23</td>
<td>20</td>
<td>9.8%</td>
<td>3.4%</td>
<td>205</td>
</tr>
<tr>
<td></td>
<td>18.0%</td>
<td>12.7%</td>
<td>24.9%</td>
<td>11.2%</td>
<td>9.8%</td>
<td>7%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Staff who are honest and tell the truth</td>
<td>19</td>
<td>42</td>
<td>29</td>
<td>42</td>
<td>29</td>
<td>29</td>
<td>20</td>
<td>205</td>
</tr>
<tr>
<td></td>
<td>9.3%</td>
<td>20.5%</td>
<td>14.1%</td>
<td>14.1%</td>
<td>14.1%</td>
<td>14.1%</td>
<td>9.8%</td>
<td>100%</td>
</tr>
<tr>
<td>Ease of getting issues/ queries/ complaints resolved</td>
<td>3.9%</td>
<td>15</td>
<td>28</td>
<td>32</td>
<td>63</td>
<td>32</td>
<td>27</td>
<td>205</td>
</tr>
<tr>
<td></td>
<td>3.9%</td>
<td>7.3%</td>
<td>13.7%</td>
<td>15.6%</td>
<td>30.7%</td>
<td>15.6%</td>
<td>13.2%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 5. Ranking of Customer Experience attributes

<table>
<thead>
<tr>
<th>Customer Experience attributes</th>
<th>Rank</th>
<th>Number</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value for money (i.e. fair and appropriate fees and charges)</td>
<td>1</td>
<td>68</td>
<td>33.2</td>
</tr>
<tr>
<td>Getting things right the first time</td>
<td>2</td>
<td>39</td>
<td>19.0</td>
</tr>
<tr>
<td>Put the consumer first</td>
<td>3</td>
<td>51</td>
<td>24.9</td>
</tr>
<tr>
<td>Staff who are honest and tell the truth</td>
<td>4</td>
<td>42</td>
<td>20.5</td>
</tr>
<tr>
<td>Ease of getting issues/ queries/ complaints resolved</td>
<td>5</td>
<td>63</td>
<td>30.7</td>
</tr>
<tr>
<td>Availability of services (around the clock)</td>
<td>6</td>
<td>57</td>
<td>27.8</td>
</tr>
<tr>
<td>Offers products and services that can be tailored to my specific needs</td>
<td>7</td>
<td>90</td>
<td>43.9</td>
</tr>
</tbody>
</table>
Regarding table 5, there are two attributes (Getting things right the first time and Put the consumer first) that have a close number of respondents 39 – 41 respectively. The final order of importance for the seven attributes, with the number and percentage of respondents who gave each rank, is the in following table 6 (1= most important, 7= less important).

CONCLUSIONS AND MANAGERIAL IMPLICATIONS

The present study has the intention to go further in understanding how customer experience of Gen Y could affect the outcomes (customer satisfaction and bank credibility) of the banking sector’s efforts from a marketing perspective.

In what concerns the “Rank the Customer Experience attributes” we saw that “Value for money” (i.e. fair and appropriate fees and charges) was the most importance attribute (33.2% of respondents). The least important attribute in this sample was “Offers products and services that can be tailored to my specific needs” (43.9% of respondents). Those results are consistent with the ones found by KPMG International for banks (KPMG International, 2014). The only different is that Gen Y in this sample gave “Getting things right the first time” and “Put the consumer first” attributes more importance than “Staff who are honest and tell the truth”.

We found a significant positive relationship between the dependent variables and at least one of the independent or outcome variables. Therefore, the customer experienced attributes of Accessibility, Executional excellence, Personalized offering and Reputation have a positive impact on Satisfaction. On the other hand, the customer experienced attributes of Executional excellence, Staff engagement, Value for money, and Reputation have a positive influence on Credibility, which is consistent with the work of Syrett and Lamminman (2004) and Capgemini and Efma (2014). The results for Satisfaction are consistent with the ones found by Baumann, Elliott, and Burton (2012) that claim that customer “retention” satisfaction relies on the quality of the relationship and the experience that the customer has with their bank. Reputation has a dual role on both Satisfaction and Credibility.

These conclusions have implications to understand the importance of customer experience concept in the banking sector for Gen Y and contribute to the development of a new model for banks that focus on the emotional side of the interaction between Gen Y and banking sector. Particularly, banks need to be aware of the importance of the value for money for Gen Y as a first reason to stay or leave the Bank. Getting consumer first and doing things right at the first time occupy an important place in building positive Gen Y customer experience. Furthermore, particular attention should be paid to Reputation because it plays a leading role to achieve marketing efforts outcomes and it is the foundation to any relationship between Gen Y and banks.
Personalized genuine offerings along with excellence performance is a critical issue for Gen Y in the banking sector. Each of Executional Excellence and Personalized offering contributes to achieving the marketing goals of banks through different aspects. Moreover, it has been noticed that the Gen Y does not feel active or energetic during experiencing the bank environment as he/she does in other industries. From that, bank’s managers should consider that in planning the process of the interaction between Gen Y and bank by making this process more entertainment for example.

In sum, banks need to work in making Gen Y customer experience unique, not boring or something Gen Y need to deal with. This should be done with customized services and products that tailored with the special need of this segment along with ongoing innovations that benefit from continuing IT development.
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ABSTRACT
With this paper we examine the factors that influenced the evolution of the olive oil prices over the past 30 years in the Iberian Peninsula (Portugal and Spain). The research aims to study the olive oil sector, not only by the means of a brief characterization, but also by performing an empirical study focused on the determinants that may affect the olive oil market, regardless being on the production or on the retail side. Accordingly, the research uses a comprehensive dataset, examining factors from olive production related to olive oil market conditions, which impact on retail conditions and consumption, and including other economic variables as well. Covering the period from 1986 to 2015, the data was subject to statistic testing and validation using a multiple regression analysis model. Our results suggest the presence of a relationship between the olive oil prices and a set of several factors, such as climate conditions, olive cultivated area, gross national income, and olive oil production, number of mills, value of exports and consumption.

Keywords: Olive oil prices, olive oil production, retail and consumption, international trade, socioeconomic conditions, Portugal and Spain

INTRODUCTION
In the Iberian Peninsula, which comprises Portugal and Spain, the production of olive oil, which is also referred in this paper simply as “oil”, is very high, despite there are other countries in the world, outside the Mediterranean basin, that also produce significant amounts, such as California, in the United States, or Argentina and Australia. The reason these countries are also producers is due to their climate properties, since, as in the Mediterranean, the temperature of several regions in these countries is moderate (Pires, 2005).
In addition to the use in food, the olive oil also serves for nutritional and therapeutic uses, prevents the onset of breast cancer and cervical cancer, as it has monounsaturated fatty acids which reduce the bad cholesterol, meaning that it is a healthy fat (Barranco et al., 2001; Kiritsakis, 1992).

In Portugal, the largest olive areas are in the Alentejo and Trás-os-Montes regions (Ministério da Agricultura do Desenvolvimento Rural e das Pescas, 2007). In Spain, the main olive oil producing region is Andalusia (Barranco et al., 2001; Consejería de Agricultura y Pesca, 2011).

The evolution of prices depends on many factors, such as the production level, the economic level and social level.

With this paper we will examine the factors that possibly influence the price of oil in recent years, in Portugal and Spain. For this reason, we will observe and analyze several agricultural, atmospheric, and socio-economic factors.

The data obtained will be analyzed using an econometric model, an OLS regression. This paper is organised as follows. It first starts with a research on olive oil, to examine the causes which may justify the oil price changes in the Iberian Peninsula. Second, the assumptions to study and the methods to use are defined. Finally, following the data description, the results are shown and discussed, allowing to present our final conclusions.

**THEORETICAL FRAMEWORK**

In any scientific research work it is necessary to know and deepen the theme that will be handled. That said, we will start with a brief summary on the price of olive oil and the determinants that influence theoretically this variable, as the weather, imports and exports of the product, level of production, or socio-economic conditions of consumers.

*Price of olive oil: definition and evolution*

The price of oil is the amount received per unit in cash, being added to this amount all the costs for the elaboration as well (Instituto Nacional de Estatística, 2003).

The olive oil market in the Iberian Peninsula improved when its countries joined the European Union in 1986 (Comissão Europeia da Agricultura e Desenvolvimento Rural, 2003).

By doing the analysis about the olive oil sector in Portugal, according to the INE report, when an increase in the base price occurs, it turns out that it was coincident with a bad agricultural year, meaning there were decreases in production volume. When the harvest season is good, as in 2009, the production volume gradually increases thus achieving a high supply and therefore a lower price (Instituto Nacional de Estatística, 2010 a).
Atmospheric conditions

The climate is one of the most important determinants impacting the formation of olives and therefore the oil. This factor affects their development, producing best olive oil or worse in quality, so depending on atmospheric conditions harvest each year (Kiritsakis, 1992).

Water for olives to grow is one of the crucial variants, so that productivity is more and better because all olive development processes depend on water (Rodrigues & Correia, 2009).

Level production

Olive oil production is greatly affected by weather conditions and by pests, therefore its production varies from year to year and therefore yields will also fluctuate (Pinto, 2003; Guerra, 2010).

The European Union (EU) produces about 75% of world production. The EU’s largest oil producer is Spain (over 50% of EU production), followed by Greece and Italy (Tasdogan et al., 2005).

As shown in Figure 1, over the last ten years the olive production suffered from volatility.

According to a study by INE regarding the harvest of 2014/2015 in Portugal there was a sharp drop compared to 2013/2014. This change was due to bad weather conditions. However, production in Portugal has been growing, with the exception of this last campaign, as seen in the previous figure (Instituto Nacional de Estatistica, 2016).

The products on the market must be of top quality, so that in the retail the consumer is left satisfied at the time of purchase (Pires, 2005). “The commercial quality of a product is the set of characteristics or attributes which distinguishes them from other similar goods” (Pires, 2005, p.13).

The cultivated area is the sum of utilized agricultural area for the cultivation of olive trees (Instituto Nacional de Estatistica, 2010 b; Gabinete de planeamento e politica agro-alimentar & Direcção de serviços de produções vegetais, 2001).

According to figure 2, the area cultivated for the last 10 years in Portugal was initially gradually increased, however in the last 5 years a decrease occurred, while Spain recovers from a large drop that
occurred in 2011/2012 and 2012/2013 campaigns. In figure 2 you can see that Portugal is still very far from reaching the values of neighbouring Spain.

![Figure 2. Cultivated area in the Iberian Peninsula](image1)

Source: Adapted from collected data from INE and MARM

An oil mill is an industrial plant where change olives and turn into different types of olive oil (Instituto Nacional de Estatística b, 2010).

Over the past few years the number of mills has been dramatically decreasing in Portugal, as more and more demands on the operating conditions are high. In 2014/2015 campaign only 474 mills were in operation for Portugal (Instituto Nacional de Estatística, 2016). While in the neighbouring country, in the same period there were around 1759 mills distributed throughout the country (Ministerio de Agricultura y Pesca, Alimentación y Medio Ambiente, 2015).

![Figure 3. Number of oil mills in Portugal and Spain](image2)

Source: Adapted from collected data from INE and AAO (Agência para el aceite de oliva)

The economic level the good functioning of the mills depends on quantity, cost, the olive and the efficiency and effectiveness of the transformation (Pires, 2005).

**Inputs and outputs**

Imports of a product represents the entry of any well into a country (Instituto Nacional de Estatística, 1999). The balance of trade of olive oil in Portugal has about tons of olive oil imports 73500, the quantity of olive oil produced by Portugal just happy about 50% to 60% of the needs of the Portuguese consumption (Observatório dos Mercados Agrícolas e das Importações Agro-Alimentares, 2010).
The oil inputs to the Spanish region, for example in the 2009/10 harvest were only about 49.8 thousand tons (Consejería de Agricultura y Pesca, 2011).

Exports are equivalent to the outputs for international trade, i.e. is the trade of products for international countries (Instituto Nacional de Estatística, 1999).

At the moment the European Union is one of the main producers and as such is also the main exporters, since Spain is one of the main exporters, the harvest of 2014/15 were about 831,194 t (Ministerio de Agricultura y Pesca, Alimentación y Medio Ambiente, 2016).

The country with the largest portion of Portuguese exports is Brazil, which holds about 60% of total exports (Observatório dos Mercados Agrícolas e das Importações Agro-Alimentares, 2010).

Socio-economic conditions of families

In this case the household income is the total receipts acquired through social, received wages, net amounts resulting from work on their own or interest received (Rosa, 2010).

The human consumption, characterized by the quantities of a product or good that is available to the public, this product can be consumed in the initial medium or through industrial processing, in the latter case the oil is included (Instituto Nacional de Estatística, 2010 b).

As you can see in Figure 4, Spain had a very similar oil consumption over the past eight years, however in 2012/2013, there was a fall, and is now trying to exceed it. As for Portugal, the amount consumed is very similar over the last ten years represented in the figure below.

![Figure 4. Consumption of olive oil in Portugal and Spain](source)

Source: Adapted from collected data from COI (Conselho Oleícola Internacional Espanhol)

During the campaign of 2014/15 consumption of olive oil in Spain reached 492,200 tons (Ministerio de Agricultura y Pesca, Alimentación y Medio Ambiente, 2015). In Portugal the consumption of olive oil, according to the data in figure 4, in the 2014/2015 season was 74,450 tons (Instituto Nacional de Estatística, 2016).
METHODOLOGY

This section provides the methodological part, consisting of the initial question, the construction of issues on his holding in the preparation and observation of an analysis model.

Description of the problem

The starting question of this project is a scientific question, which includes a study of several variables and relationships between them. Which may result in new theoretical and scientific contributions. The starting question is: "What factors contribute significantly to the oil price variations in the Iberian Peninsula?"

For the exploration of the themes were done research on some subjects within the theme, such as: what are the biggest oil producers in Europe; the main factors that influence the price of this well for the countries under study; and how changes in the price of oil in the Iberian Peninsula over the last 30 years.

With the composition of this project will be going to analyze the variables that influence the price of oil, and from this step will be to go prepare an analysis model to be able to understand, determine and study the factors that influence the price of olive oil in the Iberian Peninsula.

The data for the composition of this analysis were obtained through literature searches, readings of various documents and some statistical databases such as Portuguese and Spanish INE, Pordata, IOC (International Olive Council) and MARM among others.

Construction of the analysis model and hypothesis system

The analysis model is to integrate facts that influence the price of oil (dependent variable) of the Iberian Peninsula. The independent variables were divided into groups, a can be seen in figure 5 and the following hypotheses transcribed.

The following figure describes the analysis model that demonstrates the possible influence of the independent variables in the price of oil in order to answer the initial question.

![Figure 5. Analysis Model](image_url)

According to figure 5, the following research hypotheses are to test:
H1: The price of oil is influenced by weather factor C (Weather in degrees centigrade (°C)); and PM (Average precipitation in millimetres (mm)) in the Iberian Peninsula;  

H2: The price of oil is influenced by the level of production factor PA (Oil production in tonnes (t) to Spain and Portugal in hectolitres (hl)); PAO (Production of olives as thousand tonnes (1000t)); SC (Cultivation of olive trees measured in thousand hectares (ha)); and LA (Number of mills) in Spain and Portugal;  

H3: The price of oil is influenced by inputs and outputs E (Exports of olive oil to Portugal are measured in euros (€), while for Spain are measured in tonnes (t)) and I (Imports of olive oil to Portugal are measured in euros (€), while for Spain are measured in tonnes (t)) in the Iberian Peninsula;  

H4: The price of oil is influenced by socio-economic conditions of the Portuguese and Spanish families RNB (Gross national income in thousands of euros (10^6 €) and CA (Consumption of olive oil in metric tonnes (t)).

Analysis of the information previously collected runs several steps to find valid results. The first step is the preparation of data for all years and study variables, which are able to calculate the descriptive statistics and the correlation matrix with the aid of Gretl program. The second step is the evaluation of the relationship between variables, this ratio is calculated through the OLS. This method is a mathematical optimization technique, which seeks to find the best fit for the data, i.e., an estimate of demand parameters to fit a certain function of a set of data, this function may be linear or nonlinear.

The data adjustment results from the minimization of the sum of squares of the regression residuals to maximize the degree of adjustment, here the variables have a linear relationship to each other. In order to test the absence of heteroscedasticity refers to the White test and to test the absence of autocorrelation refers to the Durbin-Watson test (Johnston & Dinardo, 1997).

RESULTS

Preliminary analysis of the data

Throughout the research, there were some difficulties in the first place to find the variables equal to the two countries and secondly so that these variables were calculated with the same numerical quantities, which is not the case.

That said, there are two stages: the first will be the study of the variables for the years 1986 to 2015, this study will be carried out for both countries but separately; the second step will be the study of all common variables for both countries.
With this we intend to get better results realizing move the variables that influence the price of oil and are common to both countries.

**Descriptive statistics**

In tables 1 (Descriptive statistics of Portugal for the years 1986 to 2015) and 2 (Descriptive statistics of Spain for the years 1986 to 2015) which are in annex presents descriptive statistics according to study steps listed previously. These tables analyze the percentage changes that have occurred in recent years.

Over the years of study to Portugal (Table 1) check are some decreases in percentages, standing out as the sharpest I.

Regarding the next ten years there are some increases, although in some cases negligible, distinguishing more increase CA.

By observing Table 1 it appears that the final percentages are practically positive, with only three variables with negative percentages, PGA2 (Olive oil production in the degrees of acidity between 2,1° the 3,3° in tonnes (t) to Spain and Portugal in hectolitres (hl)), LA and C.

By making the variations to Spain (Table 2) the oscillations are substantially positive. In the second variation is seen that there is only a negative percentage to atmospheric variables (C, PM), although the percentage is negligible. By taking into account the overall variation is denoted that the percentage is always positive, with the exception again of the PM variable.

**Correlation Matrix**

Tables 3 and 4, which are attached represent correlation matrices for the multiple hypotheses. According to the hypothesis entered in Table 3 (Portugal correlation matrix for the years 1986 to 2015) which stands out the variable with the highest correlation value is the PAO with PA, another example is RNB with the CA. For Spanish province, according to Table 4 (correlation matrix for Spain in 1986 and 2015) variable with the highest correlation value SC is to RNB.

**Analysis of the facts behind the price of oil**

Then to check if indeed the variables influence the price of oil will actually be performing the estimation by the OLS. From which arise the following equations for the model:

1) Equation for Portugal Portuguese including all variables found in the study:

$$\gamma_{PCA} = \alpha_i + \beta_1 Ci + \beta_2 PMi + \beta_3 PAOi + \beta_4 PAOi + \beta_5 SCI + \beta_6 LAi + \beta_7 Li + \beta_8 Ei + \gamma_1 RNBi + \beta_9 CAi + \epsilon_i$$

2) Equation for Portugal including only common variables with Spain:

$$\gamma_{PCA} = \alpha_i + \beta_1 Ci + \beta_2 PMi + \beta_3 PAOi + \beta_4 PAOi + \beta_5 SCI + \beta_6 Li + \beta_7 Ei + \beta_8 RNBi + \beta_9 CAi + \epsilon_i$$

3) Equation for Spain including all Spanish variables found in the study:
\[ \gamma_{PCA} = \alpha_i + \beta_1 c_i + \beta_2 PM_i + \beta_3 PAO_i + \beta_4 PAO_i + \beta_5 SCI + \beta_6 I_i + \beta_7 E_i + \beta_8 RNBI + \beta_9 CAi + \epsilon_i \]

Where:

\( \gamma_{PCA} \) - Current prices of oil in million euros (10^6 €)

\( i \) - The study period;

\( \alpha_i \) - Constant term;

\( \beta \) - Coefficient of explanatory variables;

\( \epsilon_i \) - Error term.

The previous equations were estimated for the OLS and will suggest which factors most affect the price of oil over the last 25 years (1991-2015).

**Analysis of the results**

At this point we are investigating, it is studied and seen which variables are most important, presenting them in the regression tables (Tables 5 and 6 in annex), but at this point only were considered the years 1991 to 2015 (25yrs), so that the significance level was higher. Table 5 (Regressions of variables for Portugal) represents the various regression models for Portugal, while Table 6 (Regressions of variables for Spain) presents the models for Spain.

To Portugal will be performed three regression models. Regressions 1 and 2 interpret the multiple regression analysis, regression 1 includes all study variables and regression 2 involves only the variables that improve the final results from the model 1. In regression 3 interprets the regression analysis multiple, but here are only considered the common variables for both countries.

For the Spanish country will be adopted the same method. The regressions 1 and 2 interpret a multiple regression, the model 1 which includes all the existing Spanish variables and model 2 shows only the variables that improve the model 1.

These regressions were estimated using OLS. Throughout the following two tables (Tables 5 and 6 in Appendix) shows the determination coefficients and the overall significance test (test F) for all regressions.

For models with multiple regression analysis are referred to the White test to test whether the model is or not heteroscedastic and the Durbin-Watson test to test regressions in terms of autocorrelation.

Along the Table 5 and 6 are also the respective coefficients and standard deviations, representing the level of significance: statistically significant Variable *-10%; **-Statistically significant Variable to 5%; -Statistically significant Variable to 1%.

By making the first multiple regression analysis to Portugal (model 1), the results were expected better, but yet the variables that influence the price of oil are C; SC and E with a 5% significance level. The first model respects the White test and Durbin-Watson test, ie there is no heteroscedasticity and autocorrelation, despite being a model with collinearity for C variables C; PA; PAO; LA; I; E and
RNB. The second model was run, to improve the first, just to get better results were removing the variables more collinear (PA; PAO; I; and RNB). That said, the variables with significance level were: CA for 10%; C for 5%; and LA and E to 1%. This model has no heteroscedasticity, autocorrelation and collinearity.

The third model as the model 1, concerning the absence of autocorrelation heterocedasticity and, despite being a collinear model variables for: PA; PAO; I; E and RNB. Variables with significance level were: 10% for C; SC and E to 5%; and RNB to 1%. When speaking of quality adjustment table 5 attached checks that are statistically significant. Determining coefficients all have identical values approximate 95%.

Multivariate analysis for Spain is represented by two models, as shown in Table 6 attached. This 1 model results from the model 3 of Portugal, have some differences. Here the significant variables are: RNB for 10%; SC to 5%; and PA and CA to 1%. That said, the SC variable is common to both countries, as well as RNB, although it has a different significance level. This model regards the absence of autocorrelation, heteroskedasticity and collinearity. The second model in Spain has been improved compared to the first, so this improvement was possible, the following variables were taken: C; PM; I; and E. That said, they were able to be variable with the highest level of significance: SC to 5% and PA, RNB and CA to 1%. This model also respects the absence of collinearity, autocorrelation and heteroscedasticity. As for the correlation coefficients at both regressions have identical values of 97%.

Discussion of results

**H1:** The price of oil is influenced by weather factor (C and PM) in the Iberian Peninsula;

The price of oil is only influenced by the C in 3 models (Table 5 attached) of Portugal coming to the conclusion that C when changing from normal conditions can influence the price of oil, then just do not reject this hypothesis for Portugal. As for PM variable, as the relationship is non-existent for both Portugal and to Spain, then it rejects this hypothesis regarding the PM.

**H2:** The price of oil is influenced by the level of production factor (PA; PAO, SC, and LA) in Spain and Portugal;

PA only influences the price of olive oil in the regression 1 and 2 in Spain, there is a high significance level for the price of oil, and depending on the production the price of oil changes. As for PAO significance level is non-existent for the two countries. When analyzing SC note that is significant before the price of olive oil for both countries compared, which means it is a price influencer variable because the more it is the cultivated more supply can be the product will soon influence its price. As for LA variable, just can analyze for Portugal because it could not enough data to Spain. By analyzing this variable to Portugal, its degree of significance before the oil is very good, as shown in the model 2.
With regard to the rejection of this hypothesis is rejected only completely for PAO variable because all other influences the price of oil, although in different ways.

H3: The price of oil is influenced by inputs and outputs (E and I) in the Iberian Peninsula;
When analyzing E note that only have influence on the price of oil to Portugal. However the economic level this factor is important because the more a country exporting a product more revenue come by improving your balance. Logo for the variable E, do not reject this hypothesis. As I, as not influence the price of oil in any case, you have to completely reject the hypothesis for this variable.

H4: The price of oil is influenced by socio-economic conditions of the Portuguese and Spanish families (RNB and CA).
When analyzing the variable RNB for Portugal and Spain faces that the significance level is 1% to 3 model and model Portugal 2 Spain. As for this CA is significant for Spain, according to the results of the price of oil is influenced by CA, as shown in model 1 and 2. For Portugal CA is also significant in model 2, despite having a significance level. The price of oil is influenced by socio-economic conditions mentioned, so this hypothesis is not rejected.

CONCLUSIONS
Throughout this work were studied factors influencing the determination of the price of olive oil in Spain and Portugal. To achieve results, it was necessary to find an appropriate dataset, supported by reliable sources. The databases found allowed to construct twelve research variables for Portugal, and nice research variables for Spain, over 30 years. Using this dataset, several tests were performed, forcing to fit the models, reducing the analysis timespan for 25 years, allowing this way to obtain some variables with statistical significance, choosing ultimately ten variables for Portugal and nine for Spain.

One limitation of this study is concerning some difficulties to obtain data for variables that would be equal or similar for both countries analysed. As a consequence we missed two variables for Spain. Lack of consistency within the time series also forced the authors to reduce the period of analysis.

This paper aimed to get more knowledge about the determinants of the price of oil, in particular to realize which variables influence the price of oil statistically and see if these variables are similar for the two countries under study.

The factors that contribute significantly to the interdependence and causality in the price of oil in the Iberian Peninsula are: SC and RNB. According to the model used, the variables with more weight in determining the price of oil for Portugal are C; LA; E; and CA. However, to Spain the most significant variables are: PA; SC; RNB; and CA.
Overall, the results obtained suggest the presence of a relationship between the olive oil prices and a set of several factors, such as climate conditions, olive cultivated area, gross national income, and olive oil production, number of mills, value of exports and consumption.

As a suggestion for further research, we would like to recommend expanding the scope of analysis, possibly increasing the years of study, and studying other olive oil-producing countries, such as Italy and Greece. It would also be interesting to add some other research variables such as the income of farmers, subsidies production aid, and the number of olive trees negotiated.
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APPENDICES

Table 1. Descriptive statistics of Portugal for the years 1986 to 2015

<table>
<thead>
<tr>
<th>Year</th>
<th>YPCA</th>
<th>C</th>
<th>PM</th>
<th>PA</th>
<th>PAO</th>
<th>PGA1</th>
<th>PGA2</th>
<th>SC</th>
<th>LA</th>
<th>I</th>
<th>E</th>
<th>RNB</th>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ 1986-90</td>
<td>392,94%</td>
<td>4,68%</td>
<td>17,04%</td>
<td>23,70%</td>
<td>103,43%</td>
<td>-11,97%</td>
<td>88,12%</td>
<td>0,54%</td>
<td>2,45%</td>
<td>1942,12%</td>
<td>231,46%</td>
<td>111,99%</td>
<td>-11,54%</td>
</tr>
<tr>
<td>Δ 1990-00</td>
<td>31,50%</td>
<td>-4,62%</td>
<td>-23,58%</td>
<td>-15,30%</td>
<td>-28,11%</td>
<td>53,67%</td>
<td>-95,62%</td>
<td>8,36%</td>
<td>-37,72%</td>
<td>113,32%</td>
<td>153,84%</td>
<td>155,95%</td>
<td>92,75%</td>
</tr>
<tr>
<td>Δ 2000-10</td>
<td>46,28%</td>
<td>4,48%</td>
<td>6,37%</td>
<td>80,35%</td>
<td>29,24%</td>
<td>-25,80%</td>
<td>11,99%</td>
<td>4,84%</td>
<td>-36,50%</td>
<td>109,60%</td>
<td>218,90%</td>
<td>38,08%</td>
<td>31,58%</td>
</tr>
<tr>
<td>Δ 2011-15</td>
<td>-19,11%</td>
<td>-7,44%</td>
<td>7,46%</td>
<td>836,98</td>
<td>4,48%</td>
<td>15,81</td>
<td>836,98</td>
<td>4,48%</td>
<td>15,81</td>
<td>836,98</td>
<td>4,48%</td>
<td>15,81</td>
<td>836,98</td>
</tr>
</tbody>
</table>

Average 4,17 15,81 836,98 464001 306,47 210180 300,87 210180 300,87 210180 300,87 210180 300,87
Median 4,07 15,74 824,44 424210 287,92 187668 112,04 730757 340,63 770,00 101198,00 56704,20 61,95
Standard Deviation 1,96 0,43 180,18 190198 118,00 73702,2 31,48 338,34 75783,40 95303,50 5,04E+07 17,14
Minimum 0,59 14,91 551,00 157293 110,33 121834 6908,23 267,01 474,00 2090,02 5285,92 2,16E+07 27,00
Maximum 8,06 16,77 1180,21 999853,00 634,21 527716 340771 340771 340771 340771 340771 340771 340771

PGA1 – Olive oil production in the degrees of acidity between the 20,1º in tonnes (t) to Spain and Portugal in hectolitres (hl);

Table 2. Descriptive statistics of Spain for the years 1986 to 2015

<table>
<thead>
<tr>
<th>Year</th>
<th>YPCA</th>
<th>C</th>
<th>PM</th>
<th>PA</th>
<th>PAO</th>
<th>PGA1</th>
<th>PGA2</th>
<th>SC</th>
<th>LA</th>
<th>I</th>
<th>E</th>
<th>RNB</th>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ 1986-90</td>
<td>-21,80%</td>
<td>3,45%</td>
<td>27,41%</td>
<td>38,67%</td>
<td>48,06%</td>
<td>0,60%</td>
<td>299557,14%</td>
<td>-56,52%</td>
<td>60,61%</td>
<td>-2,49%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ 1990-00</td>
<td>241,30%</td>
<td>-1,71%</td>
<td>-3,67%</td>
<td>21,20%</td>
<td>17,46%</td>
<td>12,64%</td>
<td>254,17%</td>
<td>135,07%</td>
<td>112,17%</td>
<td>29,50%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ 2000-10</td>
<td>-24,95%</td>
<td>4,25%</td>
<td>4,92%</td>
<td>107,39%</td>
<td>101,50%</td>
<td>3,60%</td>
<td>-54,28%</td>
<td>140,10%</td>
<td>79,21%</td>
<td>7,32%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ 2011-15</td>
<td>54,34%</td>
<td>-5,33%</td>
<td>-32,45%</td>
<td>-39,16%</td>
<td>-22,26%</td>
<td>6,34%</td>
<td>137,75%</td>
<td>26,70%</td>
<td>1,13%</td>
<td>-8,75%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ 1986-2015</td>
<td>209,15%</td>
<td>0,36%</td>
<td>-13,02%</td>
<td>112,04%</td>
<td>172,44%</td>
<td>24,85%</td>
<td>1153442,86%</td>
<td>210,92%</td>
<td>517,57%</td>
<td>23,67%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>Median</td>
<td>Standard Deviation</td>
<td>Minimum</td>
<td>Maximum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>-----------</td>
<td>-----------</td>
<td>--------------------</td>
<td>----------</td>
<td>----------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1661,30</td>
<td>1729,70</td>
<td>714,10</td>
<td>499,87</td>
<td>3176,10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15,24</td>
<td>15,33</td>
<td>0,52</td>
<td>14,19</td>
<td>16,09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>588,08</td>
<td>575,75</td>
<td>112,63</td>
<td>373,00</td>
<td>841,00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>893,98</td>
<td>839,55</td>
<td>385,76</td>
<td>336,08</td>
<td>1781,50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4219,40</td>
<td>4314,60</td>
<td>1478,20</td>
<td>1694,20</td>
<td>6982,52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2334,80</td>
<td>2396,90</td>
<td>179,46</td>
<td>2086,70</td>
<td>2605,20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>71337,00</td>
<td>66216,00</td>
<td>47756,00</td>
<td>14,00</td>
<td>161500,00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>469840,00</td>
<td>447940,00</td>
<td>257430,00</td>
<td>116242,00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6,40E+05</td>
<td>6,00E+05</td>
<td>3,22E+05</td>
<td>1,69E+05</td>
<td>1,08E+06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>493,07</td>
<td>497,40</td>
<td>81,13</td>
<td>352,10</td>
<td>631,20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Correlation matrix for Portugal in the years of 1986 to 2015

<table>
<thead>
<tr>
<th></th>
<th>YPCA</th>
<th>C</th>
<th>PM</th>
<th>PA</th>
<th>PAO</th>
<th>PGA1</th>
<th>PGA2</th>
<th>SC</th>
<th>LA</th>
<th>I</th>
<th>E</th>
<th>RNB</th>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>YPCA</td>
<td>1,000</td>
<td>-0.079</td>
<td>-0.045</td>
<td>0.557</td>
<td>0.554</td>
<td>0.244</td>
<td>-0.239</td>
<td>-0.174</td>
<td>-0.302</td>
<td>0.545</td>
<td>0.554</td>
<td>0.404</td>
<td>0.465</td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.230</td>
<td>-0.135</td>
<td>-0.043</td>
<td>-0.273</td>
<td>0.171</td>
<td>0.231</td>
<td>-0.028</td>
<td>0.030</td>
<td>-0.238</td>
<td>0.036</td>
<td>0.047</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>-0.079</td>
<td>0.004</td>
<td>0.146</td>
<td>0.480</td>
<td>0.105</td>
<td>0.139</td>
<td>-0.187</td>
<td>-0.154</td>
<td>-0.163</td>
<td>-0.153</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.944</td>
<td>0.340</td>
<td>-0.130</td>
<td>-0.204</td>
<td>-0.249</td>
<td>0.653</td>
<td>0.740</td>
<td>0.481</td>
<td>0.497</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.320</td>
<td>0.001</td>
<td>-0.261</td>
<td>-0.162</td>
<td>0.584</td>
<td>0.689</td>
<td>0.388</td>
<td>0.368</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.064</td>
<td>-0.362</td>
<td>-0.132</td>
<td>0.346</td>
<td>0.439</td>
<td>0.256</td>
<td>0.227</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>-0.380</td>
<td>0.750</td>
<td>-0.505</td>
<td>-0.335</td>
<td>-0.687</td>
<td>-0.634</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>-0.253</td>
<td>-0.028</td>
<td>-0.367</td>
<td>0.272</td>
<td>0.287</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>-0.791</td>
<td>-0.647</td>
<td>-0.918</td>
<td>-0.808</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.841</td>
<td>0.906</td>
<td>0.880</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.713</td>
<td>0.632</td>
<td>0.360</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.936</td>
<td>RNB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>CA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Correlation matrix for Spain in the years 1986 to 2015

<table>
<thead>
<tr>
<th></th>
<th>YPCA</th>
<th>C</th>
<th>PM</th>
<th>PA</th>
<th>PAO</th>
<th>SC</th>
<th>I</th>
<th>E</th>
<th>RNB</th>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>YPCA</td>
<td>1,000</td>
<td>0.383</td>
<td>0.268</td>
<td>0.340</td>
<td>0.465</td>
<td>0.704</td>
<td>0.399</td>
<td>0.549</td>
<td>0.649</td>
<td>0.713</td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.509</td>
<td>0.250</td>
<td>0.281</td>
<td>0.259</td>
<td>0.111</td>
<td>0.059</td>
<td>0.176</td>
<td>0.360</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.393</td>
<td>0.400</td>
<td>0.277</td>
<td>-0.079</td>
<td>0.126</td>
<td>0.169</td>
<td>0.539</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.722</td>
<td>0.719</td>
<td>0.093</td>
<td>0.777</td>
<td>0.726</td>
<td>0.791</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.705</td>
<td>0.251</td>
<td>0.675</td>
<td>0.711</td>
<td>0.724</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>1,000</th>
<th>0,436</th>
<th>0,848</th>
<th>0,916</th>
<th>0,798</th>
<th>SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>0,271</td>
<td>0,474</td>
<td>0,071</td>
<td></td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>0,890</td>
<td>0,694</td>
<td></td>
<td></td>
<td>E</td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>0,697</td>
<td></td>
<td></td>
<td></td>
<td>RNB</td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CA</td>
<td></td>
</tr>
</tbody>
</table>
**Table 5. Regressions of the variables in Portugal**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constant</strong></td>
<td>-0.921776</td>
<td>-0.889472</td>
<td>-0.617449</td>
</tr>
<tr>
<td><strong>C</strong></td>
<td>(0.416382)</td>
<td>(0.319987)</td>
<td>(0.314311)</td>
</tr>
<tr>
<td></td>
<td>**</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td><strong>PM</strong></td>
<td>2.31E-04</td>
<td>5.72E-05</td>
<td>1.83E-04</td>
</tr>
<tr>
<td></td>
<td>(1.48E-03)</td>
<td>(1.41E-03)</td>
<td>(1.49E-03)</td>
</tr>
<tr>
<td><strong>PA</strong></td>
<td>1.78E-06</td>
<td>4.83E-06</td>
<td>6.77E-06</td>
</tr>
<tr>
<td></td>
<td>(7.27E-06)</td>
<td>(6.77E-06)</td>
<td>(6.77E-06)</td>
</tr>
<tr>
<td><strong>PAO</strong></td>
<td>2.92E-03</td>
<td>5.45E-03</td>
<td>5.45E-03</td>
</tr>
<tr>
<td></td>
<td>(0.011411)</td>
<td>(0.0112565)</td>
<td>(0.0112565)</td>
</tr>
<tr>
<td><strong>SC</strong></td>
<td>0.0415966</td>
<td>0.0182671</td>
<td>0.0457204</td>
</tr>
<tr>
<td></td>
<td>(0.0200397)</td>
<td>(0.012371)</td>
<td>(0.0198237)</td>
</tr>
<tr>
<td></td>
<td>**</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td><strong>LA</strong></td>
<td>4.33E-03</td>
<td>7.66E-03</td>
<td>**</td>
</tr>
<tr>
<td></td>
<td>(3.92E-03)</td>
<td>(1.65E-03)</td>
<td>(1.65E-03)</td>
</tr>
<tr>
<td><strong>I</strong></td>
<td>2.05E-05</td>
<td>2.05E-05</td>
<td>**</td>
</tr>
<tr>
<td></td>
<td>(1.38E-05)</td>
<td>(1.39E-05)</td>
<td>(1.39E-05)</td>
</tr>
<tr>
<td><strong>E</strong></td>
<td>2.40E-05</td>
<td>1.95E-05</td>
<td>2.50E-05</td>
</tr>
<tr>
<td></td>
<td>(9.68E-06)</td>
<td>(5.26E-06)</td>
<td>(9.70E-05)</td>
</tr>
<tr>
<td></td>
<td>**</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td><strong>RNB</strong></td>
<td>-6.60E-08</td>
<td>-1.08E-07</td>
<td>**</td>
</tr>
<tr>
<td></td>
<td>(4.84E-08)</td>
<td>(3.05E-08)</td>
<td>(3.05E-08)</td>
</tr>
<tr>
<td><strong>CA</strong></td>
<td>0.0639107</td>
<td>0.0874804</td>
<td>**</td>
</tr>
<tr>
<td></td>
<td>(0.0544879)</td>
<td>(0.0504785)</td>
<td>(0.0504785)</td>
</tr>
<tr>
<td><strong>N</strong></td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td><strong>R-squared</strong></td>
<td>0.959198</td>
<td>0.950549</td>
<td>0.955879</td>
</tr>
<tr>
<td><strong>R-adjusted squared</strong></td>
<td>0.717717</td>
<td>0.657887</td>
<td>0.694760</td>
</tr>
<tr>
<td><strong>P(F)</strong></td>
<td>1.33E-08</td>
<td>2.17E-11</td>
<td>3.64E-09</td>
</tr>
<tr>
<td><strong>P(White)</strong></td>
<td>0.294766</td>
<td>0.844235</td>
<td>0.262483</td>
</tr>
<tr>
<td><strong>P(DW)</strong></td>
<td>0.366121</td>
<td>0.420634</td>
<td>0.32333</td>
</tr>
</tbody>
</table>
Table 6. Regressions of the variables in Spain

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>157,298</td>
<td>157,298</td>
</tr>
<tr>
<td></td>
<td>(119,106)</td>
<td>(119,106)</td>
</tr>
<tr>
<td>PM</td>
<td>-0.12937</td>
<td>-0.12937</td>
</tr>
<tr>
<td></td>
<td>(0.894866)</td>
<td>(0.894866)</td>
</tr>
<tr>
<td>PA</td>
<td>-1.67478</td>
<td>-1.54198</td>
</tr>
<tr>
<td></td>
<td>(0.365335)</td>
<td>(0.332174)</td>
</tr>
<tr>
<td></td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>PAO</td>
<td>-0.0879971</td>
<td>-0.0642129</td>
</tr>
<tr>
<td></td>
<td>(0.0770954)</td>
<td>(0.0773726)</td>
</tr>
<tr>
<td>SC</td>
<td>-2.47966</td>
<td>-0.893153</td>
</tr>
<tr>
<td></td>
<td>(0.99362)</td>
<td>(0.322928)</td>
</tr>
<tr>
<td></td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td>I</td>
<td>3.79E-03</td>
<td>3.79E-03</td>
</tr>
<tr>
<td></td>
<td>(2.43E-03)</td>
<td>(2.43E-03)</td>
</tr>
<tr>
<td>E</td>
<td>1,14E-03</td>
<td>1,14E-03</td>
</tr>
<tr>
<td></td>
<td>(7.47E-04)</td>
<td>(7.47E-04)</td>
</tr>
<tr>
<td>RNB</td>
<td>1,22E-03</td>
<td>1,57E-03</td>
</tr>
<tr>
<td></td>
<td>(6.31E-04)</td>
<td>(3.94E-04)</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>***</td>
</tr>
<tr>
<td>SC</td>
<td>11,0738</td>
<td>9,05071</td>
</tr>
<tr>
<td></td>
<td>(2.35046)</td>
<td>(1,74861)</td>
</tr>
<tr>
<td></td>
<td>***</td>
<td>***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>R-squared</td>
<td>0,978438</td>
<td>0,971760</td>
</tr>
<tr>
<td>R-adjusted squared</td>
<td>0,777278</td>
<td>0,708302</td>
</tr>
<tr>
<td>P(F)</td>
<td>1,27E-11</td>
<td>8,80E-15</td>
</tr>
<tr>
<td>P(White)</td>
<td>0,193698</td>
<td>0,242255</td>
</tr>
<tr>
<td>P(DW)</td>
<td>0,144972</td>
<td>0,0629425</td>
</tr>
</tbody>
</table>
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ABSTRACT

The purpose of the present study was to advance the literature on thriving by examining its influence on innovation in organizations. We posited positive linkage between employee thriving and innovative behaviour at workplace. The study adopted survey method to test the hypotheses. Data was collected from a sample of 223 employees working in service sector. As hypothesized, results suggest that the experience of thriving at work leads to employees engaging in innovative work behaviour. The results also suggest that amongst the two dimensions of thriving i.e. learning and vitality, learning opportunities is a better predictor of innovative work behaviour.
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INTRODUCTION

Work constitutes a very important aspect of an individual and society’s life. It is demonstrated by the fact that a significant amount of time of an individual’s life is spent at the workplace and work also contributes greatly to the socio-economic development of any society (Harpaz, 1990). Despite the importance of work, research shows that work is a major contributor of stress (Sonnentag and Frese, 2003). However, work can also be a major source of thriving of an individual (Niessen et al., 2012). Thriving refers to psychological state wherein individuals experience positive energy and learning. Opportunities to thrive at work leads to positive outcomes. Past research has shown that thriving is an important antecedent to employee health and well-being (Shirom, Toker, Berliner, Shapira, and Melamed, 2008; Spreitzer et al., 2005), performance (Carmeli et al., 2009), leads to organizational citizenship behaviour (Porath et al., 2007) and thriving also stimulates proactivity at work (Ashby, Isen, and Turken, 1999; Carmeli, Ben-Hador, et al., 2009). Studies also show how experience of thriving can reduce burnout of an individual (Maslach, 2003).

Innovation is one of the key strategies identified by business organization to improve firm performance in the ever changing competitive environment (Han, Kim and Srivastava, 1998;
THRIVING

Spreitzer, Sutcliffe, Dutton, Sonenshein, and Grant (2005 : 538) defined thriving as “the psychological state in which individuals experience both a sense of vitality and a sense of learning at work”. Individuals who experience thriving feel alive and energetic about their work and feel they are growing because of the learning opportunities (Spreitzer et al., 2005). Thriving is a temporary psychological state and not an enduring disposition (Chaplin et al., 1988).

The two essential conditions of thriving are vitality and learning. Vitality refers to feeling of energy and aliveness (Nix, Ryan, Manly and Deci; 1999). Learning refers to opportunity for growth and development by acquiring required skills and competencies. Thriving is closely linked to personality growth and hence a continuous process and not a onetime activity (Ryff, 1989). Vitality without learning does not lead to thriving as it would not provide opportunities for the individual to flourish. While, learning without vitality shall not lead to positive outcomes as the individual might not be motivated to exhibit newly acquired competencies at workplace (Spreitzer et al., 2005). Thus, thriving includes both affective (vitality) and cognitive (learning) aspects of psychological state (Spreitzer et al., 2005).

Thriving is not a dichotomous state where an employee either experiences thriving or not. Instead, it is a continuous experience where an individual may experience less or more thriving. Sonenshein (2005) conducted a qualitative study which captured both vitality and learning dimensions of thriving. Spreitzer et al. (2005) developed a socially embedded model of thriving at work place which is based on the assumption at individuals thrive in the context of their situations in which they are placed. It is based on two dimensions of work i.e. the contextual features of the work unit and the resources which are produced while doing the work. The model explains how the contextual factors of the work
(decision making discretion, information sharing, climate to trust and respect) leads to agentic work behaviour (task focus, exploration, heedful relating) which leads to thriving at workplace. Further, the agentic behaviour of the individuals produces resources (knowledge, positive meaning, positive affective resources, relational resources) which again leads to experience of thriving. The model also explains how experience of thriving at work leads to positive outcomes such as healthy adaptation to work environment leading to positive development of the individual.

There are other constructs which are similar to the concept of thriving, such as the constructs of flow, engagement and subjective wellbeing (Carmeli & Spreitzer, 2009; Niessen et al., 2012; Spreitzer et al., 2005). Flow is defined as “a subjective state people when they are completely involved in something to the point of forgetting time, fatigue, and everything else but the activity itself” (Csikszentmihalyi and Rathunde 1993, p. 59). Flow leads to an intense involvement in the activity at hand (Schuler, 2012). Schaufeli and Bakker (2004) defined engagement as “a positive, fulfilling, work-related state of mind that is characterized by vigor, dedication and absorption. Vigor refers to high level of energy, dedicated signifies enthusiasm and pride and absorption is characterized by fully involved in ones work. Subjective well-being is defined as the “phenomena that includes people’s emotional responses, domain satisfactions, and global judgments of life satisfaction” (Dieber et al, 1999). Subjective well-being is a broad area which includes moods and emotions and cognitive evaluation of domain satisfaction and life satisfaction. The common thread which binds thriving with flow, engagement and subjective wellbeing is the vitality dimension of thriving. However, thriving is different from these constructs in that unlike thriving the other constructs do not have the dimension learning. Hence, individuals can experience flow, engagement or wellbeing without learning experience; while thriving isn’t complete without learning (Spreitzer et al., 2005).

**INNOVATIVE WORK BEHAVIOUR**

Innovation has been widely used as a strategy by organizations to improve their products, services, procedures and processes (Aldrich, 1999; Jack and Anderson, 2002; Shane, 2008). Creativity and innovation are sometimes used interchangeably (Basadur, 1997) but they are different constructs. Creativity connotes development of novel ideas (Mumford and Gustafson, 1988) while innovative behaviour goes a step further to implementation of these novel ideas (Scott and Bruce, 1994). Innovation leads to either creation or radical redesign of existing products, services or services (Woodman, Sawyer and Griffin, 1993). Thus, innovation is aimed towards adding value to the organization

De Jong (2006) defined innovative work behaviour as “individuals’ behaviours directed toward the initiation and intentional introduction of new and useful ideas, processes, products, or procedure
within a work role, group or organization (p. 19)". Process of innovation involves three stages i.e. generation, promotion and application of novel ideas to improve organizational performance (Janssen, 2005). At each stage of this innovation process organizational members can engage in innovative behaviour (Yidong and Xinxin, 2013).

In order to positively encourage innovation at workplace, Jong and Hartong (2007) developed inventory of leaders’ behaviour which influences employees innovative behaviour at the workplace. Inventory included behaviour such as innovative role-modelling, intellectual stimulation, stimulating knowledge diffusion, providing vision, consulting, delegating, support for innovation, organizing feedback, recognition, rewards, providing resources, monitoring and task assignment.

**THRIVING AND INNOVATIVE WORK BEHAVIOUR**

Employees who experience thriving at work feel the momentum and can see themselves progress (Carmeli and Spreitzer, 2009). Thriving constitutes affective (vitality) and cognitive (learning) aspects of psychological state. When individuals experience positive moods and emotions, it builds social and psychological resources (Fredrickson, 2002) which would help them to engage in improving work processes. Positive moods and emotions affect cognitive thinking by expanding thinking faculty to come out up creative problem solutions, which would further help individuals to be more innovative. Opportunity to learn and develop at workplace helps individuals in multiple ways. Learning helps employee to gain expertise in their work (Amabile, 1998) and also to hone new skills. Thus, learning helps employees to try out new things, improve existing processes and practices and demonstrate creative behaviour (Carmeli and Spreitzer, 2009) which would ultimately result in innovation in the organization. Wallace et al. (2013) found that employees who experience thriving at work would be willing to engage in innovative behaviour. Based on the discussion, following hypothesis were developed.

H1: Thriving will lead to innovative behaviour in the organization.

H2: Vitality will lead to innovative behaviour in the organization.

H3: Learning will lead to innovative behaviour in the organization.

**METHOD**

Survey data was collected from 223 employees from service industry. 71 percent participants were male and had a mean age of years. 64 percent were postgraduate with 45 percent having less than 10 years of work experience.
Thriving was measured by 8 item adapted scale developed by Porath, Spreitzer, Gibson and Garnett (2012). Innovative work behaviour was measured by 4 items scale developed by Dension et al. (1995). The responses for both the scale were captured on likert scale. Figure 1 shows the research model.

![Figure 1: Research Model](image)

**ANALYSIS**

The results were analyzed using SPSS version 16. Kaiser-Meyer-Olkin (KMO) Test value of 0.88 and 0.84 of thriving and innovation scale respectively indicates that sampling is adequate and factor analysis can be carried out (Table 1 and 3). Thriving scale showed two dimension of thriving i.e. vitality and learning. It explained 70.7 percent of cumulative variance (Table 2). While, four item scale of innovation showed one dimension (Table 4) and it explained 70.7 percent of cumulative variance.

<table>
<thead>
<tr>
<th>Kaiser-Meyer-Olkin Measure of Sampling Adequacy</th>
<th>0.88</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartlett's Test of Sphericity</td>
<td></td>
</tr>
<tr>
<td>Approx. Chi-Square</td>
<td>985.17</td>
</tr>
<tr>
<td>df</td>
<td>28.00</td>
</tr>
<tr>
<td>Sig.</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 1: KMO and Bartlett’s Test for Thriving Scale

<table>
<thead>
<tr>
<th>Factor Variance</th>
<th>Vitality</th>
<th>Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of variance</td>
<td>58.05</td>
<td>12.66</td>
</tr>
<tr>
<td>Cumulative value %</td>
<td>58.05</td>
<td>70.7</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Kaiser-Meyer-Olkin Measure of Sampling Adequacy</th>
<th>0.84</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartlett's Test of Sphericity</td>
<td></td>
</tr>
<tr>
<td>Approx. Chi-Square</td>
<td>491.20</td>
</tr>
<tr>
<td>df</td>
<td>6.00</td>
</tr>
<tr>
<td>Sig.</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 2: Factor analysis of Thriving Scale
Table 3: KMO and Bartlett’s test for Innovation Scale

<table>
<thead>
<tr>
<th>Factor Variance</th>
<th>Innovation</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of variance</td>
<td>75.11</td>
</tr>
</tbody>
</table>

Extraction Method: Principal Component Analysis.
Rotation not possible as there is only one factor available.

Table 4: Factor Analysis for Innovation Scale

Table 5 reports the reliability of thriving and innovation scale. The alpha values are high (0.80) in both the scales (Nunally, 1978). Table 6 shows the correlation between all the variables. It shows that innovation is correlated with thriving and both the dimensions of thriving i.e. vitality and learning.

<table>
<thead>
<tr>
<th>No. of Items</th>
<th>Cronbach's alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thriving</td>
<td>0.896</td>
</tr>
<tr>
<td>Innovation</td>
<td>0.889</td>
</tr>
</tbody>
</table>

Table 5: Reliability Analysis

<table>
<thead>
<tr>
<th>Learning Mean</th>
<th>Vitality Mean</th>
<th>Thriving Mean</th>
<th>Innovation Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>0.59(**</td>
<td>0.88(**</td>
<td>0.65(**</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.90(**</td>
<td>0.55(**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>0.67(**</td>
</tr>
</tbody>
</table>

Table 6: Correlations between Variables

Table 7 reports the regress analysis. The results shows that thriving significantly influence innovation ($R^2 = 0.45$, $p<0.001$). Both vitality ($R^2 = 0.30$, $p<0.001$) and learning ($R^2 = 0.42$, $p<0.001$) dimension of thriving significantly influences innovation.

<table>
<thead>
<tr>
<th>Criterion Variable</th>
<th>Predictor Variable</th>
<th>Beta</th>
<th>t value</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovation</td>
<td>Thriving</td>
<td>0.88</td>
<td>13.45***</td>
<td>0.45***</td>
</tr>
<tr>
<td>Innovation</td>
<td>Vitality</td>
<td>0.62</td>
<td>9.89***</td>
<td>0.30***</td>
</tr>
<tr>
<td>Innovation</td>
<td>Learning</td>
<td>0.65</td>
<td>12.64***</td>
<td>0.42***</td>
</tr>
</tbody>
</table>

N=222,*p≤0.05,**p≤0.01,***p≤0.001

Table 7: Regression

DISCUSSION

It is said that organizations who see and act upon the opportunities and possibilities for change through innovation in the current volatile and uncertain business environment will not only survive; they will successfully compete and flourish in the face of the emerging adverse and fluctuating...
business and economic conditions⁸. Innovative changes require organizations to rethink how they perceive and sense customer's needs wants and expectations and how they adapt to an increasingly connected and digitized world. This brings focus on innovative behaviour of employees. Innovative work behavior was defined by De Jong (2006) as individuals' behaviours directed toward the initiation and intentional introduction of new and useful ideas, processes, products, or procedure within a work role, group or organization. It’s a complex work behavior consisting of generation, promotion, and application of new ideas intended in the work role, group or organization, which aims at improving organizational performance (Janssen 2000, 2005).

Innovative behaviour involves being willing and competent in adapting and in knowing how to think differently. The purpose of the study was to advance the literature on thriving by examining its influence on innovation in organizations. We posited positive linkage between employee thriving and innovative behaviour at workplace. Thriving was the independent variable and innovative work behaviour was the dependent variable. The two essential conditions of thriving are vitality and learning. Vitality refers to feeling of energy and aliveness (Nix, Ryan, Manly and Deci; 1999). Learning refers to opportunity for growth and development by acquiring required skills and competencies. Thriving is a continuous process and not a onetime activity (Ryff, 1989). Thriving is not a dichotomous state where an employee either experiences thriving or not. Instead, it is a continuous experience where an individual may experience less or more thriving (Sonenshein, 2005).

Consistent with the findings of previous research (Carmeli and Spreitzer, 2009; Wallace et al., 2016) we found that thriving at workplace explained innovative behaviour of employees (R²= 0.45; p<0.001). This supports the first hypothesis.

Vitality at work—closely aligns with the idea of intrinsic motivation, which has often been studied as a key element in relation to creativity (Amabile, 1996) and innovation (Anderson et al., in press). However, according to Sonenshein, Dutton, Grant, Spreitzer, and Sutcliffe (2006), thriving is distinct from intrinsic motivation in that although thriving may at times derive from a desire to perform a behaviour based on the affective enjoyment of the behavior itself (i.e., vitality), at other times the impetus for thriving has been described by emphasizing personally important achievement and recognition goals (i.e., learning). In our study vitality explained innovative work behaviour (R²= 0.30 ; p<0.001). This supports the second hypothesis.

Thriving is self-regulatory in nature because it allows employees to gauge whether their work behaviors are providing personal development in a positive direction (Spreitzer, Sutcliffe, Dutton, Sonenshein, & Grant, 2005) and leading to the process of learning. This brings us to the component of

---

⁸ 8 reasons why innovation is important to businesses today http://www.imaginenation.com.au/innovation-blog/8-reasons-innovation-important-businesses-today/ acesed on 10th May, 2017
learning in the construct of thriving. In our study learning explained innovative work behaviour \((R^2=0.42; p<0.001)\). This supports the third hypothesis.

**LIMITATIONS AND FUTURE DIRECTIONS**

The study was primarily cross sectional in nature. More insightful results can be drawn from longitudinal study. Longitudinal investigations would also provide an opportunity to examine the reciprocal nature of thriving and innovation to determine the role that successful innovation plays in subsequent thriving at work and vice versa, testing the suggestions by Spreitzer et al. (2005) that thriving operates through a continuous feedback loop to resources that enable future thriving. The study has not taken into consideration the contextual factors which can act as antecedents (for example passion, and creative self-efficacy) or moderators (e.g., job complexity), and mediators (e.g., job satisfaction) that could account for important variance in innovation. Finally, leadership style is a particularly important contextual factor that could be explored to expand our findings. Just as transformational leadership has been related to subordinate creativity (Shin and Zhou, 2003) and employee need satisfaction (Kovjanic, Schuh, Jonas, Quaquebeke, and Dick, 2012), supportive leadership styles (e.g., authentic leadership, ethical leadership) might further enhance the motivational benefits stemming from a high employee involvement climate and, thereby, promote thriving and innovation in the workplace.
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ABSTRACT

In management accounting qualitative research is usually hetero-identified in relation to quantitative approaches. Yet, this negative positioning is no longer enough to cover inter-paradigmatic debates between qualitative researchers, which are often based on contrasting epistemological positions. The paper presents the implications of epistemology on case study research, as well as the form and role of the subjectivist, positivist, realist, and critical case study.

Keywords: case studies, management accounting, epistemology

INTRODUCTION

Case study research has developed from a peripheral approach to the dominant quantitative research, to a self-distinguished research tradition with its own strengths and challenges. It is now considered as the most adequate approach to address how and why research questions, to bring to the foreground the complexity of management accounting practice in real organisational contexts, to study non-functional practice rationalities, and to address change in accounting and organisations (Ferreira and Merchant, 1992; Pettigrew et al., 2001; Scapens, 1992, Yin, 2003).

Case studies are methods and not methodologies (Llewellyn, 1992; Otley and Berry, 1994; Richardson, 2012; Scapens, 1990; 1992). The case study allows flexibility and individual variation, and can be used with any philosophical perspective, whether positivist, subjectivist, or critical (Dube and Pare, 2003; Richardson, 2012). But that does not mean that the case method of the different paradigms is identical. The role that the case method has in any piece of research is dependent on the epistemological assumptions of the study (Otley and Berry, 1994). Subsequently, different types of case study methods are used in different methodologies (Scapens, 1990). In this paper different types of case study are discussed and later used to describe the different use (and relative value) of the methods employed by different research paradigms.
Although in management accounting there are many discussions on what can be described as the operational work that case studies are employed to do, there is not much discussion on epistemological implications on case study work. However, by simply categorising case studies under operational classifications covers the many differences between epistemologically different approaches. Otley and Berry (1994) note, “...the precise role that case-based methods can play will also be dependent upon the epistemological stance taken by the researcher.” But it is not only the role that differs but also the whole form and entity of the method.

The case study method can take quite different forms under different research paradigms. The objectives and challenges inherent to each tradition are not the same, and naturally the criteria for designing and judging quality case studies are quite different under different epistemologies (Cresswell, 2007: 15-30; Dube and Pare, 2003). Otley and Berry (1994) warn that “…many, but not all, of the criticisms raised about research case studies in accounting and control are criticisms that workers adopting one epistemological stance do not follow the nostrums of another.” They advise, “[c]ase studies are not value free…[thus]...they are likely to be more valuable where they are clear about their initial theoretical propositions and where they consciously attempt to develop their own theoretical modifications, however tentatively” (Otley and Berry, 1994), a thesis that Scapens (1990) and many others support.

Despite the above tolerant and rather relativistic positions, we recently witnessed a strong debate in MA on the topic. The traditional dichotomy in MA research between the mainstream ‘positivistic’ research and the ‘alternative’ interpretative one has created more confusion than clarity, as becomes evident from the dialogical paper of fifteen researchers in Ahrens et al. (2008). Part of the problem is because interpretative research is usually hetero-identified in relation to the ‘others’ (Ibid.). Yet, this negative positioning is no longer enough to cover inter-paradigmatic debates (Baxter et al., 2008) between qualitative researchers. Particularly, there are researchers starting to prescribe to case studies both realist and subjective elements (Kakkuri-Knuuttila et al., 2008a; Kakkuri-Knuuttila et al., 2008b; Lukka and Modell, 2010), others suggesting that qualitative work could be informed by different paradigms (Armstrong, 2008; Davila and Oyon, 2008; Richardson, 2012), or at least different social theories (Baxter et al., 2008) – thus practically with different paradigms again, as not all the social theories are paradigmatically unified. Finally there are researchers that explicitly interconnect the method with the subjectivist paradigm (Ahrens and Chapman, 2006; Parker, 2012).

It thus seems that “...the notion of interpretive research in management accounting is [still] in need of clarification” (Kakkuri-Knuuttila et al., 2008b). This paper attempts to contribute to that direction by discussing how different epistemologies results in different case study methods, and how these may be employed in management accounting research. The operational classifications of case study
research are presented in the next section. The implications of epistemology on the case study method, whether following the subjectivist, positivist, realist, or critical paradigm, are discussed next, and then the paper concludes.

OPERATIONAL CLASSIFICATION OF CASE STUDIES

According to Otley and Berry (1994), case studies are classified as ‘explorative’, ‘critical case’, and ‘illustrative’. They consider the central role of case studies to be exploration, which moves beyond description towards explanation. From a positivist stance, deductive work generates hypotheses from prior theory and attempts to test them empirically. Inductive work attempts to theoretically explain observed phenomena. A critical case can be used in order to falsify a theory, or to modify and implement an existing theory, while an illustrative case can be used to illustrate a pre-defined theory. Most scholars, though, prefer a four-category classification, the descriptive, illustrative, exploratory, and explanatory cases.

Descriptive case studies have the objective to describe accounting and control systems, techniques and procedures, in order to present the actual accounting practice in real-life organisations (Scapens, 1990). Kaplan (1986) strongly favours descriptive case studies, as an attempt to acquire the practitioners’ knowledge. Perhaps the clearer way to describe this method is that “…a descriptive study does not have a set of clearly delineated dependent and independent variables. The absence of a limited number of well-defined variables distinguishes case-study descriptive research from other types of research” (Simon in Kaplan, 1986: 434). Descriptive case studies provide three benefits for management accounting academics (Kaplan, 1986): they provide the basis for other forms of research, track interesting practices and organisations (illustrative), and highlight leading-edge practice. Finally, they support the reproduction of academic knowledge by providing university teaching with rich descriptions of practice.

Illustrative studies try to illustrate new and innovative practices developed in particular companies (Scapens, 1990). The method is employed mainly to present best practices or best companies, something that is somewhat fuzzy as to what best practice consists. Kaplan’s approach, which was presented above, is profoundly targeting ‘best practices’. Otley and Berry (1994) use the term differently, as they consider illustrative studies as aiming to illustrate a particular pre-defined theory. They note that it is difficult to accept that they do anything other than reinforcing the initial theoretical position. Nevertheless this argument is rooted in empiricism. Theory from a non-instrumentalist point of view is an attempted effort to understand and explain reality and, as such, pre-defined theory is
part of the exploratory or the explanatory designs in some of the paradigms that will be shortly discussed.

The distinction between the different types of case study is not always clear-cut (Ryan et al., 1992; Scapens, 1990), and this becomes more obvious when discussing the exploratory and explanatory case methods. For example Scapens (1990) notes, “the distinction between exploration and explanation can be ambiguous”, a statement that Otley and Berry (1994) probably support, since in their classification they are both categorised as one: exploratory studies, which are described as moving away from mere description towards explanation.

Exploratory case methods are used to explore reasons of particular accounting and control practices (e.g. Setthasakko, 2010). It seems that Scapens (1990) inscribes in them positivistic functionality since, he argues, they represent preliminary investigations, aiming at producing hypotheses. They are considered to be the first step of a next study that will test these hypotheses. Perhaps we should prefer to describe them as preliminary investigations, aiming at producing theory, whether predictive or analytical. Explanatory cases are used as an attempt to explain the reasons of accounting and control practices. The focus of study is on the specific, rather than on producing generalisations. Theory is used for understanding and explaining the specific case(s) (Scapens, 1990). Of course what explanation is differs among different epistemologies (Humphrey and Scapens, 1996; Kakkuri-Knuuttila et al., 2008; Scapens, 1990), which leads to completely different forms of the explanatory case method.

Finally, case studies may be distinguished to single-case and multi-case studies; the former are based on a single entity, while the latter are concerned with more than one case (Kaplan, 1986; Scapens, 1992). While the sample size is not of particular concern to the field researcher (Ferreira and Merchant, 1992), it could be argued that in single case the researcher focuses more on the specific, while in multi-case designs the focus may be theory replication and development (Scapens, 2004), or case comparison (Maxwell, 2004).

**EPISTEMOLOGICAL CLASSIFICATION OF CASE STUDIES**

There are different paradigmatic positions in regards to the nature of reality and the ways that reality(-ies) are addressed. At the one extreme, positivism accepts a reality external to the perception of individuals, which can and should be studied objectively. This emphasis on objectivity leads to a clear preference on quantitative research. At the other extreme, subjectivist paradigms argue in favour of a plethora of subjective realities, while the primary effort of research is to understand this multiplicity. Qualitative research methods are advanced for that reason (Hopper and Powell, 1985).
Realism accepts the partial externality of reality but, unlike positivism, addresses a stratified and not flat empirical reality (Llewellyn, 2007), as well as multiple perceptions about the external reality (Krauss, 2005). Since case studies are the dominant methods of the subjective paradigms the discussion will start with them.

Subjectivist

The aim of many subjectivist case studies is to enquire, understand, and present the multiple realities of the people under enquiry. This is why the leading scholars of that tradition argue for ‘richness’ in the field studies; rich is not synonymous with detail but “has more to do with making understandable the actions and motivations of often very skilful people…” (Ahrens and Dent, 1998). Rich field studies are able to highlight better these different realities.

Scapens (1990; 1992), under a constructivist epistemology, inscribes to case studies the mission of helping us understand the social structures that shape current practice. All forms of case studies are useful, but explanatory ones are essential for the above. Explanation under such epistemology aims at understanding the processes, which are involved in managers’ actions. Any explanation is perceived as “open, flexible and temporal, rooted in an interactive relation between theory and observation…” (Humphrey and Scapens, 1996).

Consequently, the principles for evaluating interpretive case study research are not the same as those in the case of positive studies (Klein and Myers, 1999; Lincoln and Guba, 2003: 274-281). In some cases, and particularly “…for some phenomenologically orientated, interpretivist and constructivist researchers, there is no unambiguous social reality ‘out there’ to be accounted for, so there is little need to evolve methodological canons to help explicate its laws” (Miles and Huberman, 1994: 2). For example, Klein and Myers (1999), having their starting point on the philosophy of phenomenology and hermeneutics, as well as experience from anthropological research, proposed seven principles for the evaluation of the phenomenological field studies: hermeneutic circle, contextualisation, research interaction, abstraction and generalisation, dialogic reasoning, multiple interpretations, and finally the principle of suspicion.

Positivist

Positivist case studies might try to establish an experimental environment in order to test a theory. Comparative analysis is an effort towards a natural experiment, while others from a quasi positivist stance propose the study of a single organisation, in order to provide adequate experimental control (Lee, 1989; Otley and Berry, 1994). The emphasis of a positivist case study method, similarly to the familiar for positivists survey method, is the establishment of rigour to the scientific inquiry (Dube and Pare, 2003; Pare, 2001). Rigour is established through a close and clear application of procedures.
and criteria proposed by scholars like Dube and Pare (2003), Eisenhardt (1989), Lee (1989), Pare (2001) and Yin (2003). The criteria of validity and reliability known by the familiar quantitative positive studies are accepted, even if modified, in order to judge the quality of research.

Under the positivist paradigm, case studies tend to be descriptive or exploratory. The aim of the later is in “...defining questions, proposing new constructs and/or building new theories” (Dube and Pare, 2003). The positivist case study can be better understood as a part of bigger project that employs surveys in a later stage, or had employed them in a previous one (Kaplan, 1986; e.g. Awwad and Akroush, 2016). The theory-building ability of the case study method is connected by these scholars to an approach as close to pure induction as possible (Eisenhardt, 1987). That is, as relatively free from prior theorising. Their aim is in hypothesis development (Kaplan, 1986). Nevertheless, positivist case studies have been recently used to test hypotheses, for explanatory reasons (Dube and Pare, 2003), since it is proposed that they are a valid method in order to falsify theories (Bent, 2006). Lee (1989) provides a ‘scientific’ methodological deductive framework in that direction. In that explanatory case, prior theorising is considered to be essential (Lee, 1989; Yin, 2003), and regarded to add rigour to the study (Dube and Pare, 2003).

Realist

The realist case study is placed between the subjective and positivist methods discussed above. Some similarities with the positivist case methods are that they usually use the same criteria for evaluating the quality of a case project. Part of that similarity is because the positivist case studies are themselves a departure from the mainstream tradition of positivism, towards a more realist stance, since the dominant statistical methods are downgraded.

Nevertheless there are differences, rooted again in the different epistemologies. A realist case study cannot be limited to descriptions. Realists regard description as insufficient and are quite sceptical about the utility of prediction, and thus argue that explanation is necessary. Realists are also less defending of their case studies and consider them more self-standing than positivists. The latter might adopt a defensive position, first since one positivist epistemic criterion is objectivity. Objectivity is sometimes unfortunately regarded as an ontological position, when what it truly implies is that reality can be objectively known (Dobson, 1999). Case studies have less objectivity, thus as already discussed positivists usually place their case studies as a part of a bigger study, which is able to account for objectivity. Secondly, because for positivists causal inference is connected to observed regularities (Maxwell, 2004; Maxwell and Mittapalli, 2007), something not easily assessed with the smaller samples of case study research. By contrast realists do not consider qualitative data inferior to quantitative, as they do not accept that there is really an objective way of acquiring knowledge, and
thus they do not design their case studies as part of larger enquiry. Theorising through statistical methods is one way of understanding reality, but this method, as all methods are, is incomplete, partial, and theory laden.

Thus realists are more confident about the value of case studies since they considered them, first, one valid way of acquiring knowledge, and second, a method that can be used for explanatory knowledge. Explanation is about acquiring “local knowledge”, knowledge about the actual events and processes that lead to specific outcomes (Huberman and Miles, 1985). Causality is “…consisting not of regularities but of real (and in principle observable) causal mechanisms and processes, which may or may not produce regularities” (Maxwell, 2004: 247) and cannot be assessed independently of the context of the processes (Maxwell and Mittapalli, 2007; Sayer, 1992: 60-61; 2000: 114-118).

Triangulation is central to the realist case study (Perry, 1998). “Triangulation has been generally considered a process of using several perceptions to clarify meaning, verifying the repeatability of an observation or interpretation” (Stake, 2005: 454). By acknowledging that there are different perceptions of the external reality, the aim is to bypass the perceived realities and come as close to the external one as possible; triangulation is a means to that cause. It has to be noticed that this point shares theoretical similarities with recent pragmatic approaches proposed for MA research, where “…all studies intended to add to our theoretical understanding need to include an etic element, since it must be the researcher who draws the conclusions from his/her findings” (Kakkuri-Knuuttila et al., 2008 –original emphasis). This thesis integrates a moderate form of constructivism and a moderate form of realism (Lukka and Modell, 2010). The difference is that realism uses subjectivity in order to come close to the external reality while pragmatism addresses objectified explanations at a second stage. While many pragmatists are ontological realists, they implement a socially negotiated criterion of truth in their epistemology (Baert, 2003; Pleasants, 2003). This in turn is reflected in their case-criteria. For instance, Lukka and Modell (2010 – their quotation marks) suggest the criterion of plausibility, “used to denote whether an explanation “makes sense” and whether it can be inter-subjectively accepted as a likely one.” The use of different criteria for the evaluation of the case method results in turn in a different form of the method, compared to the realist one.

Finally realist case study methods are more complex than positivist ones, and not only because they want to be self-standing. Central contributors to the theories of realism disregard both inductivism and deductivism (Bhaskar, 1998: 48-103) and propose the alternatives of abduction and retroduction. Some researchers in the realist stream are still maintaining them in their research designs, but the design is based on combinations, parallel and interchanging applications of deduction and induction (Sobh and Perry, 2006), which unavoidably results in a more complex method.
A further distinction is that prior theory always precedes realist case study method; while in the positivist this is not always the case. More significantly, prior theory has a completely different meaning for the two traditions. In positivism prior theory is used in order to test deductively the predictive power of the theory. In contrast, the realist tradition is sceptical about the ability of predictions. In realism prior theory is usually part of an abductive or retroductive design (Lukka and Modell, 2010; Modell, 2017) and is used as a path to approach the data through its predefined and perhaps later reshaped theoretical concepts. Moreover, it is quite likely that positivist approaches will be framed within functional research, while realists make inferences to more abstract levels of theory and aim in understanding of the social and political implications of management accounting.

Critical

Critical case studies are usually designed in a longitudinal mode. Data are categorised according to a well-defined, established before the empirical enquiry, theoretical framework. The aim is that this framework will reveal social inequalities, which will be criticised in an effort to liberate people from their historical mental, emotional, and social structures (Guba and Lincoln, 1998; Perry et al., 1998), an effort to bring social balance and justice.

Critical theories are not paradigms in the traditional way. In the Hopper and Powell (1985) classification they are distinguished in ‘objective’ and ‘subjective’ approaches. Their meeting point is simply the critique and the effort to be active social criticisms rather than passive recorders of reality. As such, there are no unique quality criteria of the critical case studies (Healy and Perry, 2000). Technically speaking, their case methods follow their epistemology, i.e. either a constructivist or a realist one.

Nevertheless, it is more precise to argue that critical cases are similar but not the same case methods as their relative non-critical ones, even if sharing the same paradigm. A critical researcher may wish to engage actively in the enquiry, wanting to do something about the phenomenon under investigation (Laughlin, 1995). Technically speaking again, this will most probably lead to a different approach to the enquiry. Engaging with the field is not a neutral activity but actually an act of intervention (Wengraf, 2001). Critical researchers are more likely to choose a highly intervening engagement with the field than non-critical ones. In turn, this will lead to different kinds of data and a differentiated case method.

CONCLUSIONS

Despite the above discussed epistemological differences it is not suggested that case studies are neutral and empty shells. True enough, epistemology gives meaning to case study research but case
studies entail a greater degree of intervention between the researcher and the participants if, for instance, compared to a survey. Given this similarity, this paper explores some of the fundamental differences of epistemologically distinct case study methods. While this paper does not offer a throughout discussion, it highlights that epistemology shapes the whole form of the case method. The position advanced is that there is a role for case study research for every paradigm, the aims and outputs of epistemologically different case methods are distinct. This has implications on the design of a research project: Depending on the questions addressed and the research problem at hand researchers may need to adopt one or another epistemological position. This position will facilitate the research procedure, but will also frame the findings and contributions of the research problems within its range.
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ABSTRACT

This paper includes a constitutional - law overview of the four generations of fundamental rights and introduces to the new set of bioethical rights by correlating them to some older ones. For instance, not only people are endowed with the 4G fundamental right to bioethics but also they deserve to be endowed with the “forgotten” right to pursuit of happiness, which should be correlated to bioethical questions, such as the revindication of women beyond the age limit of 50 years to medically assisted procreation. The 3G right to respect and restitution of human beings, exhibited in museums, particularly to autochthonous people, is under recognition in the current era of 4G rights, as it is the case of France, which has not adopted a general law on the matter, yet. Last but not least, various issues, such as the legal protection of the embryo against medical error and the role of the gestational mother, highlight the important economic dimension of the field of bioethics.

Keywords: Bioethics, Climate Change Law, Demeter / Nature / Pacha Mama, Ethics, Fundamental rights, Genetic engineering, Gestational mother, Right to compensation for damage caused to an embryo, Right to restitution of human remains protected as heritage, Right to pursuit of happiness

INTRODUCTION: BIOETHICS, A NEW FIELD OF ETHICS

The current research has to do with a particular topic of global interest, human rights related to Bioethics. Bioethics, conceived in the years 1960 as a field of moral analysis, constitutes a term relevant to a multidisciplinary approach (philosophy, theology, sociology, law…), having as an objective to fix a certain number of theoretical principles and solve practical questions that emerged in the developed societies due to the advent of techniques on the living beings (genetical manipulation, cloning, artificial procreation, research on stem cells, therapeutic fury…) (Borillo, 2011).

On the one hand, as far as the normative dimension of Bioethics is concerned, this field has been affected by two opposite schools of thought. These schools, according to the theory of Weber, are the “Ethics of responsibility” and the “Ethics of conviction”. The first approach promotes the practical consequences of the action, in the decision – making timing and the partisans of this School will count precisely with common failures of man, as signalized by Weber (Weber, 1995). In this context, the
woman’s right must prevail on the life of embryo and the patient’s freedom on the doctor’s obligation of care. As a result, each person is considered as responsible for its own options and the law can interfere uniquely as long as a behavior causes harm to third persons.

On the other hand, the Ethics of conviction is based on the concept of immutable principles basically coming from religions (for instance, prohibition of abortion and of euthanasia in the name of sacredness of life).

Due to the very brief history of Bioethics and the limited extent of legislative dispositions on the matter in national legal orders, this paper is going to take an introductory approach to this “crossroad of various sciences” as for ethical questions relevant to human life.

We suppose that there are various 4G fundamental rights related to bioethics.

The current paper will shed light to the following subjects:

- the history of the consecration of the previous generations of fundamental rights in the history of mankind,
- the current generation of rights,
- the right to pursuit of happiness,
- the new ethical right to restitution of human remains, protected as cultural heritage,
- the right to compensation for damage caused to an embryo and
- rights related to Medically Assisted Procreation and economic impacts.

AN OVERVIEW OF PREVIOUS GENERATIONS OF FUNDAMENTAL RIGHTS

Fundamental are the rights of persons, either natural or legal, that have to do with the role of the State. The doctrine recognizes four consecutive generations, in the history of emergence of these public-law rights (Maniatis, 2017a).

First of all, there are the classical rights, such as the civil rights to life and freedom, and the political rights, that began to emerge mainly through the French Revolution (1789-1799). This Revolution manifested a special interest on the right to life but it did not abolish the institution of capital punishment. Not only it maintained the death sentence in spite of an opposite proposal but it consecrated a single way of execution, the Guillotine, by alleging the principle of equality and to avoid the pain felt by the executed. This approach was consistent with the idea that the purpose of capital punishment was simply to end life rather than to inflict pain. This ethical concept has been later adopted even for the imprisonment, which is conceived as punishment, not for punishment.

After World War I, the second generation emerged, including three groups. The first one is the most known, in relation with this period of history. It is about social rights, with the State as a donator of crucial services for the weak social groups, if not for the entire population as it is the case of the
delivery of educational services. The second group consists in “economic” (civil) rights, having to do with the participation of people to the market as employees. It is about the dynamic group of strictly related rights to work, to syndicalism and to strike.

Last but not least, there is also a set of cultural rights, like the rights to art, sport etc.

Finally, the third generation began to emerge about in 1975, having to do with rights initially and mainly of people in the framework of the international community rather than of each person in the interior of a State.

This all-time classic set includes inter alia the following rights:

- mainly to the natural environment but also to the cultural one, as it is the case the specific right to cultural heritage of humanity,
- to water,
- to peace,
- to development.

As already signalized, the emblematic case consists in the enjoyment and the protection of the environment, particularly of the natural one, so the post-Cold War international community was intensively characterized by ecological concerns, strictly related to human life and health. Essentially, it is not about a mere right to the environment but an entire, dynamic set of rights and principles, such as the right to water (mainly to drinking water), to sustainable development (which at the same time is mainly a general fundamental principle) and to energy, although the energy was usually conceived as a concept relevant to the right to the development of the economy. It is also to mention the modern tool of the principle of precaution, which initially emerged in the international and European context.

The legal development of this tool confirms the remark that the environment constitutes one of the sectors with major incidence of the European Union Law on national law (Nunziata, 2014).

AN OVERVIEW OF 4G FUNDAMENTAL RIGHTS

Nowadays, humanity leads a new era of consecration of fundamental rights, in which 4G ones emerge. If the environment constitutes the emblematic right of the previous generation, the typical right of the new wave consists in the legal concept of the “Information Society”. For instance, through the revision of the Greek Constitution, held in 2001, this text has been endowed with a lot of modern rights and tools, of both third generation (right to protect the environment, for the first time explicitly consecrated, sustainability) and fourth generation, such as the rights to participation in the Information Society and to protection of personal data. It is to point out that as the most important contribution of Greece to the European legal culture are considered article 24 of the Constitution, dedicated to the environment, and the environmental jurisprudence of the Council of State.
Rights and principles belonging to a certain generation are in a process of development or eventually retrocession, in the periods of the next generations. For instance, as far as the tool of sustainability is concerned, besides the alleged principle of equality between antiquities and modern monuments, sustainability could have been used in favor of two listed buildings located in the street of the new Acropolis Museum of Athens, in the framework of the correspondent trial before the Council of State, in 2009 (Maniatis, 2010). This supreme administrative tribunal of Greece avoids any explicit use of the constitutional principle of sustainability, after its introduction in the Constitution through the 2001 revision, not to mention that this Court had already consecrated it through its pioneer jurisprudence, some years earlier! Perhaps the judges, who on international scale are inspired by a wider tendency of judicial “self-restraint” in their duties, not only in the environmental disputes, consider the block of constitutional dispositions on the right to sustainable development as a too drastic legal “weapon” to make an explicit use, even in the famous trials. In other words, they do not find it indispensable to be explicitly based on the principle of sustainable development, to achieve the protection of the environment, independently from the fact that there is a School of Thought that does not consider this principle itself as a tool of the Environmental Law but only one of its components (sustainability).

Furthermore, the United Nations Framework Convention on Climate Change entered into force on 21 March 1994 and has actually near-universal membership. The UNFCCC is a “Rio Convention”, along with the UN Convention on Biological Diversity and the Convention to Combat Desertification, adopted at the “Rio Earth Summit” in 1992. The three international texts are intrinsically linked. Due to the date of entrance into force, the UNFCCC ties in with the 4G character of the correspondent right to Containing Climate Change (CCC). The Paris Agreement (in French “Accord de Paris”) on Climate Change is an official agreement within the UNFCCC, dealing with greenhouse gases emissions mitigation, adaptation and finance, starting in the year 2020. This world’s first comprehensive climate agreement was adopted by consensus on 12 December 2015 and entered into force on 4 November 2016. It provides an opportunity for countries to cope with the threat of climate change by keeping a global temperature rise this century well below 2 degrees Celsius and to pursue efforts to limit the temperature increase to 1,5 degrees Celsius. However, we have to signalize that it makes no explicit mention to the human right to water, despite the precedent of the Oslo Principles on Global Climate Change Obligations. So, the right to water, which is of utmost importance for life, remains one of the most marginal 3G rights worldwide, perhaps like the second generation right to tourism, whose the separate, specific branch of law is relatively new (Mylonopoulos, 2016).

The aim of the Paris Agreement is to enhance the implementation of the UNFCCC through:
“(a). Holding the increase in the global average temperature to well below 2 °C above industrial levels and to pursue efforts to limit the temperature increase to 1.5 °C above preindustrial levels, recognizing that this would significantly reduce the risks and impacts of climate change;

(b) Increasing the ability to adapt to the adverse impacts of climate change and foster climate resilience and low greenhouse gas emissions development, in a manner that does not threaten food production;

(c) Making finance flows consistent with a pathway towards low greenhouse gas emissions and climate-resilient development”.

The contribution of each State to achieve the worldwide goal of the Agreement is determined by all States separately and is called “Nationally Determined Contribution (NDC)”. However, no mechanism has been previewed to force a State to set a target in its NDC by a specific date and no enforcement will be if a set target within a NDC is not met. There will be only a “name and encourage” plan. Unlike its predecessor, the Kyoto Protocol, which sets commitment targets endowed with a legal force, the Paris Agreement allows for voluntary and nationally determined targets.

In 2015 Climate Change Law (or Climate Law) was still in the process of acquisition of its autonomy against the older, general branch of Environmental Law (Nespor, 2015). From June 2015 and on, the right to CCC has gained a sufficient judicial protection, mainly due to a Dutch sentence emitted then against the correspondent government. As far as the Climate Law is concerned, it has gained its autonomous status against the older general branch of Environmental Law, after the Paris Agreement on Climate Change.

Besides, other 4G rights have emerged, such as the relevant to genetic engineering and bioethics as well as to the world of animals (Del Giudice, 2016). Many 4G rights have a very important economic impact, as it is the case of the right to energy efficiency, especially of buildings, which comes from the 3G general right to energy (Bordin, 2014).

Last but not least, there is a great similarity between the fourth generation and the third one, particularly because they share the collective or communitarian nature (rights having to do with the interest of the entire community) and above all the solidarity character, which is located within the private sector. It is to signalize that this character may be also conceived in another similar context, namely as solidarity coming from the private sector towards State authorities which operate as the representatives of public interest. The solidarity character of 4G rights within society is exemplified by Internet, which constitutes a virtual reality field, in which man can express solidarity towards victims of an illegal act or help them.
THE RIGHT TO PURSUIT OF HAPPINESS

The subject of happiness is not merely juridical but has to do mainly with other sciences, such as psychology, and to the social enquiry, like the case of bioethics (Maniatis, 2017b). The great intellectual, Umberto Eco, made an all-time classic comment, on the matter, in 2014 (Eco, 2014). He formulated the opinion that the literature on happiness is enormous, from Epicurus and perhaps before him and on, but he believes that nobody knows in what happiness consists. He cannot admit that it is about a permanent status for common people. The question is that happiness, conceived as an absolute fulness, is a very transitory situation, episodic and brief, like a moment in the course of an excursion in the countryside. Furthermore, the idea of happiness evokes always the personal happiness and hardly ever the one of the human species.

In the current period of 4G rights, a part of the doctrine has begun to attempt to prove that there is also an implicitly consecrated constitutional right relevant to happiness. However, it would be more accurate to classify it in the first generation due to its inclusion in the Declaration of Independence of the 13 USA, of 4th July 1776. This revolutionary text recognized the human right to pursuit of happiness along with the classical rights to life and to freedom of human beings. This right is also included in the French Declaration of the Rights of Man and the Citizen. This text of 26th August 1789 is directly influenced by Thomas Jefferson, the primary author of the American Declaration, who was at the time in France, serving as a diplomat, and worked closely with General Lafayette in composing a Bill of Rights for France. This first fundamental text of French Revolution recognizes the rights of men to property, liberty and life. It makes also reference to the objective of the “happiness of all”. Despite the lack of explicit mention of slavery in the Declaration, slave uprisings in the Haitian Revolution took inspiration from its words. In 1793, due to the rebellion of slaves in Haiti, a part of the French revolutionists adopted the policy of abolition of slavery. It is to point out that the Declaration constitutes the point of reference of the French institutions, mainly in the Constitutions of 1852, 1946 and 1958. The Preamble of the current Constitution makes an explicit reference to it whilst even the Constitutional Council tends to invoke it. The right to pursuit of happiness, being
present in the above-mentioned Declarations, was omitted in the Constitutions of the era that was inaugurated by them.

As far as the juridical science is concerned, it seems rather divided on this “forgotten” human right. On the one hand, in 2008 the opinion was formulated that this right exists, resulting from various factors, like the historical antecedent (Gemma, 2008). Although the right was recognized in Declarations and not in ulterior formal Constitutions, it is not regarded as strange in both the vocabulary and the principles of Constitutional Law.

It is logical to look for a legal back in article 2a of the Italian Constitution (and in the similar disposition of article 25 par. 1a of the newer Greek Constitution), according to which: “The Republic recognizes and guarantees the inviolable rights of the person, both as an individual and in the social groups where human personality is expressed”. This disposition is endowed with a content quite similar to the question of recognition of new human rights. Various rights have been deduced from sectors of doctrine and jurisprudence in Italian legal order, beyond the explicitly consecrated in various constitutional dispositions. For instance, the Constitutional Court has expressed its interest in new human rights, like the right to protection from genetic manipulations.

However, the right to pursuit of happiness does not have the same nature to the consecrated in the Constitutions and to those deduced from these. It is possible to be deduced from the Constitution, via the recourse to either the teleological interpretation or the systematic one. It constitutes the ratio of all the other constitutional rights, being considered as a system, and from this ratio would be possible to deduce this right, being transversal to the other ones. It is connected with the phenomenon of multiplication of constitutional rights of various nature, in the process of interpretation of the fundamental charter. From the explicit provision of one or more constitutional rights it is possible to deduce rights that are implicitly formulated, because either these rights are the prerequisites of the explicitly consecrated rights (for instance, the right to life is not mentioned in the Italian Constitution whilst it is previewed in other Constitutions) or simply result from the mentioned rights (like the right to the environment in correlation with the right to heath, being mentioned in article 32 of the same Constitution). On account of these data, it is obvious that the right to pursuit of happiness is not just another right, beyond the classical ones. It is in a logical relation not with some single rights but with the entire constellation of the constitutional rights.

Nevertheless, it is notable that the right to pursuit of happiness has historically acquired an autonomous rank, let alone in a logical connection with the rights of major importance for the existence and the happiness of human beings (life and freedom), as already mentioned. From this context, in view of the new discipline of bioethics, the USA Declaration does not back up uniquely the prohibition of any form of slavery but also the respect for human life and the right to procreation.
THE RIGHT TO RESTITUTION OF HUMAN REMAINS PROTECTED AS HERITAGE

Nowadays, a fundamental right is under recognition, albeit in a rather shy and quite limited way. It is about the right to restitution of remains of the body of a deceased person and, more generally, to respect of these remains against the traditional approach of their exhibition in museums, as far as they are protected as heritage.

The secularization and the slow easing of the position of the Church have permitted the development of various collections including human remains, mainly in the 19th century (Hershkovitch, Rykner, 2011). However, from 1970s and on, the problem of respect for the human body emerged and the presentation of human remains to the public was contested. On this quite ambivalent topic, France has a pioneer position: it has adopted, since 1994, a first legislative text on bioethics, namely law n. 94-653 of 29th July 1994 relevant to respect of human body. The French legislator continued this approach, which has led to the promulgation of laws of 6th August 2004 relevant to bioethics and then of 19th December 2008 relevant to the funeral management. These newer texts result from the interest particularly in the use of human beings and in the means to prevent slavery.

For instance, within the last text there is Chapter III, having to do with the status and the destination of the ashes of deceased persons, whose the body gave rise to cremation. According to article 11, after article 16-1 of Civil Code, an article 16-1-1 is inserted, composed as follows:

“Art. 16-1-1. - The respect due to the human body does not cease with the death.

The remains of deceased persons, including the ashes of those whose bodies have given rise to cremation, must be treated with respect, dignity and decency”.

As far as the problem of the presence of human remains in the national collections is concerned, another disposition coming from the first law on bioethics, has been invoked in both restitution cases that captured very much the interest of media in France (Hershkovitch, Rykner, 2011). It is about article 16-1-3 of Civil Code, according to which “the human body, its elements and its products cannot be the object of a patrimonial right”. The first case had to do with the serious ethical question of restitution of mortal remains of Saartje Baartman, known with the ironic nickname “Hottentot Venus”. Finally, the body of that black young woman, coming from the actual territory of South Africa, was given to this country in 2002, through an exceptional law of the French Parliament, namely without any use of the conventional administrative procedure of declassification of cultural goods. In a similar way, the norm on the matter was also invoked by the municipality of Rouen in the trial introduced by the French State against it, in the case of the tattoo head of a Maori warrior, which had been offered to it as a gift. The Minister of Culture did not share the volunteer of the Municipality to give the head to the museum TE Papa of Wellington, following the trend of many European museums in the
framework of the case of the tattoo heads of Maori people, located out of New Zealand. However, the disposition on the matter has to do with the living people, not the human remains, as it has been confirmed by the administrative jurisprudence in the Maori head case. The law of 4th January 2002, relevant to the “museums of France” has made it possible to integrate scientific collections into national collections and, consequently, to submit them to the status of public ownership, which includes the traditional principles of imprescriptible character of the owner’s claims and of inalienability. The violation of the principle of inalienability of the public ownership led the Minister of Culture to activate a procedure against the decision of the Municipal Council of Rouen, relevant to the return of the Maori head to the museum Te Papa. Nevertheless, it is to signalize that not only this decision was not legal because it transgressed the inalienability principle but also it could not get rid of this principle through the administrative procedure of declassification! Indeed, law prohibits any declassifications of goods integrated in collections of “Museums of France”. Finally, another exceptional law was adopted, of 4th May 2010, to reset the Maori heads to New Zealand.

Anyway, the question of restitution of human remains to autochthonous people is very delicate in various points of view, particularly because these remains may result in destruction for religious reasons. For instance, the former director of British Museum Neil McGregor has declared that this museum decided the restitution of two bags containing the ashes coming from the cremation of two chiefs, to the Aborigine representatives of Tasmania (Hershkovitch, Rykner, 2011). With the ashes, it is not technically possible to make an analysis of DNA, which has been destroyed. However, the question is whether in some decades or centuries other scientific methods emerge, ensuring this analysis, or not. The decision of the museum was more difficult to make, on account of the fact that the community of Aborigines had the intention to return the ashes to nature, to resume a broken cycle.

Last but not least, if France has informally begun to establish a 4G right to restitution of human remains, USA are the pioneer country on the matter, by adopting the “Native American Graves Protection and Repatriation Act” (NAGPRA, Public Law 101-610), in 1990, to pay respect for the rights of autochthonous people. This law has been successfully applied and has inspired other countries to adopt some solutions of legislative or para-legislative nature. So, the right to restitution of human remains is a 3G one, at least as far as the USA are concerned.

THE RIGHT TO COMPENSATION FOR DAMAGE CAUSED TO AN EMBRYO
The Italian Supreme Court emitted the sentence n. 16754/2012, for which the doctrine has manifested an important interest. The Court of Cassation, which has judged the aforementioned right to happiness as a thoroughly imaginary in a case relevant to tourism law (Ferro, 2014), in another case had to cope with the issue of compensatory damage for children born with Down syndrome due to a
failed diagnosis of the illness during the pregnancy. First of all, the right to health is widely recognized explicitly in Constitutions, as it is the case of article 32 of the Italian one, as already signalized. The doctrine remarks that this article makes speech not of “person” but of the “individual” as a subject of this right. As a result, it is possible, due to this formulation, to attribute it to the conceived, which is not legally a “person” but may be considered as an “individual” (D’Amico, 2015). It denies the existence of a right to be born healthy whilst even the above-mentioned sentence, which recognizes the right to compensation of the human being born with Down syndrome, seems to recognize the right on the matter. The “ratio decidendi” of the sentence consists rather in an “extension” of the compensation, which is directly attributed to the mother (and also to other members of the family), to the born, who is a subject that suffers personally the incidences of the medical error. The sentence ties in with the constitutional dictation, given that it excludes (explicitly) the compensation of the child against the mother that, in spite of the diagnosis of the pathological findings, is the unique entitled to makes up the decision to go on with pregnancy. Indeed, it is exclusively up to the woman the faculty to opt for the voluntary interruption of pregnancy in presence of dangers for her life or for her health, as it is clearly fixed in Law n. 194/1978.

Besides, the Constitutional Court of Italy, particularly in its sentence n. 27/1975, has denied, in the matter of abortion, the possibility to equate the conceived, not being a “person” in terms of Civil Law, to the mother, who is a person. The same Court, in the matter of medically assisted procreation, particularly in sentence n. 159/2009, has admitted that law n. 40/2004 can reconcile the rights of the embryo with the claims of the procreation. It is about the treatment of the conceived as an object, instead of being a subject of rights (D’Amico, 2015).

According to another opinion on the above-mentioned judgement of the Court of Cassation, granting such compensation to the baby born with Down syndrome is tantamount to postulating a right not to be born. Subsequently, the doctrine tries to refute this right by showing that it is illegitimate and that, consequently, so is the aforementioned compensation. Some of the objections to this hypothetical right are:

a. It is wrong to reduce the quality of a whole life to the conditions in which one is born,

b. Only the individual can decide about the quality of his own life, and he can only do so as a living being (Magnone, 2015).

We consider that this approach is not well founded given that the embryo does have some rights, in spite of the fact that it is not endowed with the legal status of a person, yet. It is not logical to deny the right to compensation to the damage suffered by the victim itself, even if the damage was caused when the victim was still an embryo. In the legal orders, entities having no human beings as members
do have rights, such as the foundations. These nonprofit organizations under the private law are endowed inter alia with the rights to honor and property and deserve compensation in case of damage. So, it is not normal to deny any right, like compensation, to the embryo, as long as it became a person. Besides, in the current framework of Environmental Law there is the rather ambivalent trend to recognize Nature itself as a subject of rights! It is about Nature or the goddess “Pacha Mama” (meaning Mother Earth) or essentially the goddess of the ancient Greek religion Demeter (meaning equally Mother Earth), namely the entire ecosystem as a whole, as a separate subject of rights relevant to its circle of life, as it is the case of the Constitution of Ecuador. Finally, it is also to take account of the fact that legal orders have the tendency to a wider protection in favor of the embryo, as it the case of the Greek State which has recently completed this protection by previewing the physical injury against the embryo, committed from negligence, as a crime.

**RIGHTS RELATED TO MEDICALLY ASSISTED PROCREATION AND ECONOMIC IMPACTS**

Not only Nature (alternatively called “Mother Earth”) has begun to be institutionalized as a subject of rights but the notion of mother has been significantly enriched through the scientific intervention to nature of the human being. The advent of new technologies has led to the existence of up to three types of mother. Due to the techniques of assisted fertility, three types of mother can be defined:

a. Genetic, whose contribution to the child was the ovum, and hence genes,

b. Gestational and

c. Social, who rears the baby already born.

A woman can enact one, two or all three roles of mother to a child. As for the technique of gestational mother, the above-mentioned School of Thought “Ethics of conviction” raises severe criticism. For instance, in the course of public auditions of the French National Assembly, a woman jurist, as a guardian of human dignity, did not hesitate to denounce to the deputies the gestational mothers’ practices, regarded as ‘‘*a slavery of technically assisted procreation*’’ (Borillo, 2011).

On the other side, Bioethics tends to become a biological power or biopower, in case that the access to the techniques of medically assisted procreation is prohibited to all women with menopause, in the name of the biological incapacity of these women to conceive a child (Borillo, 2011). It is to underline that this neologism is mainly accepted in French, in form of “*biopouvoir*”. This notion, which has been the object of a discussion explosion the last years, can be understood in two different ways.
(Paltrinieri, 2013). According to the first interpretation, this term is synonym of a theory on the power and has to do with the political philosophy. The second approach is associated to the social sciences and has to do with the ("objective") description of the present. As far as the prohibition of procreation is concerned, this exclusion is very important and has led to Greece to the emergence of a social movement of protest against the age limit of 50 years, although the right to pursuit of happiness, to which the right to procreation could be correlated, has received no recognition in this legal order, yet. Indeed, this right seems to be rather completely “unknown”.

The medically assisted procreation has been regulated by Law 3089/2002 and Law n. 3305/2005 in Greece whilst the Greek Church, in spite of its opposition to this technique, formulated its arguments that were taken into consideration by the State in the law-making procedure for the adoption of the first legal act. In this country, there is an entire “industry” facilitating with a profit couples that cannot get a child and want to find a solution to their serious problem. Women are offered to enact the role of a gestational mother, just to acquire an income in the black market (Nikolaou, 2015). To this particular illegal profession are devoted mainly young women, just as the role of genetic mother is above all connected with youth. Of course, there is also the legitimate alternative, for instance with the use of the grandmother of the embryo as a gestational mother. This practice is not merely an acceptable solution by law but also a very strong example of modern fundamental rights; it exemplifies the above-mentioned principle of solidarity within society, let alone within family, which is typical for both 3G rights and 4G ones. New dynamic roles and networks have emerged, with the central figure of grandmother, which has the right not only to enact the role of social mother or at least to back up her daughter as far as raising children is concerned, but also to become the gestational mother of her grandchild!

CONCLUSION: A CONSTELLATION OF 2G AND 3G ETHICAL RIGHTS AND 4G BIOETHICAL RIGHTS

The current research has highlighted some 3G and mainly 4G fundamental rights, related not only to genetic engineering and bioethics but also to the wider notion of ethics. Indeed, it is not realistic to take an approach to the field of bioethics without analyzing some nearby questions, which have caused ethical debates, traditional or not.

On the one hand, as far as the field of ethics is concerned, the freedom to abortion on some strict conditions does not seem illogical. For instance, the issue of prenatal diagnosis for multi-factorial diseases is guided in the Greek legal order by article 5 par. 5 of the Constitution, according to which: « Everyone has right to protection of health and his genetic identity. A law defines the issues relevant to the protection of every person against the biomedical interventions”. This kind of diagnosis of serious illnesses
from which the unborn embryo suffers, such as the aforementioned case of Down syndrome and Mediterranean anemia, is perhaps among the few cases where it could not be argued that free growth of personality and reproductive freedom (with its negative aspect of not acquiring descendants) predominate the protection of the embryo (Charisi et al., 2014). The law could not require from someone to raise a child who will certainly suffer in his life. The fact that abortion has been partly decriminalized in the late 2G period, through the adoption of the Abortion Act in 1967 in the UK, and mainly in the 3G period, in 70s and 80s, implicates the institutionalization of a nowadays consolidated right of women.

In a similar way, the 3G right to respect and mainly to restitution of human remains belonging to museums is an ethical one, strictly related to the bioethical legislation. The revindication on the matter is quite logical and should not be limited to the rights of autochthonous people. This topic has also another serious particularity in legal terms, consisting in the public law principle of inalienability of public collections, let alone the fact that the administrative procedure of declassification may be proved to be very difficult to activate, if not excluded, as it the case of donations and legacies in the French legal order (Maori head case). France has also another particularity, given that the declassification results from pressures of foreign countries and is sometimes linked with trade agreements, as it is the case of the “loan” of the Uiwge manuscripts to South Korea.

On the other hand, as for bioethics, it has to do with too important questions to be exempted from rules whilst formal Constitutions should be modernized on the matter, as it has been the already mentioned case of the Greek one. We think that no absolute approaches are suitable for the delicate problems that this modern discipline has to cope with. In legal terms, it would be recommended to explicitly recognize the status of the conceived in the Constitutions, which anyway must be thoroughly protected at least against harmful medical errors.

Last but not least, the age limit for medically assisted procreation constitutes an unconstitutional restriction against women of over 50 years given that they do have the right to acquire a child, as long as biotechnology is available. For these developments, the constitutional recognition of the “forgotten” human right to pursuit of happiness is a highly recommended development, having to do not only with bioethical matters but also with other activities with an important business impact, such as inter alia religion and the group of recreational rights (namely recreation, culture, education, sport, tourism and hospitality).
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ABSTRACT

This paper focuses on recreation, as a fundamental right of each “anonymous” citizen, like the mathematics symbols of the unknown factors, usually called Ψ and Χ. It has to do mainly with heritage and tourism as specific rights exemplifying the general right to recreation, which could be called as the right “Ψ, Χ”, inspired by the Greek homonymous word “αναψυχή”, which means “recreation”. Besides, as far as heritage is concerned, the coverage of monuments with earth serves various purposes of the State whilst private individuals also make use of it illegally, to continue their building works. It is recommended to consecrate the right to unearthing monuments and to correlate them with business activities of recreation, the cultural tourism included. The general right to recreation, strictly related with the “forgotten” right to pursuit of happiness, should be consecrated in Constitutions along with the right to free time and could include the specific right to recreation, exemplified by nightlife and carnival, and the separate set of rights to culture (culture, education) and to physical movement (sport, tourism and hospitality).
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INTRODUCTION: RECREATION, THE GENERAL RIGHT FOR “UNKNOWN” INDIVIDUALS

The current research focuses on the fundamental right to recreation, exemplified by the specific right to heritage, particularly the cultural one, and the right to tourism. Heritage is a particularly sensitive part of culture and mainly of the environment. It has to do usually with the cultural environment but also, in some cases, with the natural environment, like petrified forests. Tourism may be strictly related to the goods, particularly the material ones, of cultural heritage.

Recreational activities will be analyzed, with emphasis on tourism in correlation with heritage. We suppose that the right to recreation needs further recognition and promotion.
The paper examines the following topics:

- all generations of fundamental rights,
- the right to pursuit of happiness,
- the right to vacations,
- the right to heritage and tourism as versions of the right to recreation,
- the Acropolis Museum of Athens, as a case study,
- the antiquities in the city of Kalamata, as a second case study, and
- the protection and promotion of heritage.

An Overview of the Generations of Fundamental Rights

Fundamental rights are defined as the legal rights of persons, either natural or legal, that have to do with the role of the State. These public law rights are usually consecrated in formal Constitutions but a fundamental right may be an unrecognized possibility, at least explicitly in this supreme level of norms.

As far as the world history of the emergence of fundamental rights is concerned, there are four generations. The first one has to do with two groups, consisting in civil rights, such as the right to life, to liberty, to property etc., and political rights, exemplified by the rights to elect and to be elected particularly in the parliamentary elections and to participate in a political party.

The second generation appeared after the end of World War I but was developed mainly after the end of World War II. If it is known particularly as the generation of social rights, it is not connected uniquely with the model of Welfare State delivering free services to people, like education. It has to do with the set of economic rights, such as employment, the syndicalism and the strike. In this era, new rights have been recognized, to human rest, free time and recreation. The French State was pioneer to recognize explicitly the universal right to recreation, in the Preamble of its Constitution of 1946. According to par. 11 of this text, the French nation “shall guarantee to all, notably to children, mothers and elderly workers, protection of their health, material security, rest and leisure”. This rule is so important that scholars make use of it even to back up the right to sports, which has no constitutional consecration (Marcilloux – Giummarra, 2011). Anyway, it goes without saying that there is also another set of rights in the framework of this generation, related to various forms of culture.

The third generation has to do with modern activities, coming from the international law doctrine and rules. The public law doctrine was very reluctant to recognize it, at least till the end of 20th century. There is still vagueness on the matter, in various aspects, such as the content of the rights, their subjects (having to do with people as entities in the framework of the international communities or with private individuals), their legal nature in combination with the question of sanctions…

The rights of this generation emerged from about 1975 and on, although the term is a little bit more
recent, introduced and used by the doctrine and not by the norms themselves. As already signalized, they were institutionalized mainly due to the initiative and the mobility of UN and have a crucial content for the destiny of people, particularly of those of the underdeveloped world. However, even national constitutional orders have been endowed with norms on them, as it is the case of the right to the environment which is regarded as the mainstreaming right of this generation. They are frequently called “solidarity rights” because they have to do with the expression of solidarity (fraternity) for people or private individuals, usually directly or even indirectly, by supporting the State helping the weak or endangered social groups. They are similar mainly to social rights (second generation), because they focus on the socioeconomic support of various groups. They are also related to civil rights, as they are not merely a possibility to help members of the society but also to enjoy some goods by the subjects of 3G rights, themselves. For instance, the right to the environment has a double content, to the enjoyment and to the protection of goods of the natural or the cultural environment. So, as far as the protection is concerned, the private individual may protect the environment for his own interest or by merely expressing his solidarity to other members of the society. In a similar way, another emblematic right of the 3G era consisted in the right (being also a very important general principle) to the sustainable development of regions, countries or the entire planet.

The fourth generation is still a marginal matter in the level of the doctrine and has not been recognized, at least explicitly, by the jurisprudence as a separate generation. Anyway, it began to emerge about in 1995 and has as its emblematic right the participation to the Information Society. The so-called “Knowledge Age” is strictly related to the advent of new technologies, mainly in the field of communications and information. On the one hand, there is the set of rights promoting the communications, as already signalized, and, on the other hand, rights to protection against information have also been institutionalized, exemplified by the right to protection of personal data. There are also other rights, already recognized or still in process of recognition. For instance, some of them are related to genetic engineering and are close to the relatively new science of Bioethics. There is also a trend having to do with the recognition of rights related to the world of animals.

THE RIGHT TO PURSUIT OF HAPPINESS

In the current era of 4G rights, another fundamental right could be recognized. It is about the “forgotten” possibility to pursue of happiness, essentially the right to hope, which seems to be an all-time classic issue (Maniatis, 2017a). It emerged within the American Declaration of Independence, of 4th July 1776. According to this revolutionary text of the 13 independent United States of America: “We hold these
truths to be self-evident, that all men are created equal, that they are endowed by their Creator with certain unalienable Rights, that among these are Life; Liberty and the pursuit of Happiness”. Furthermore, the right to pursuit of happiness is also implicitly included in the French Declaration of the Rights of Man and the Citizen, of 26th August 1789, which makes a reference to the objective of the “happiness of all”. This Declaration constitutes the point of reference of the French institutions, mainly in the Constitutions of 1852, 1946 and 1958. The Preamble of the current Constitution makes an explicit reference to it whilst even the Constitutional Council tends to invoke it.

The right to pursuit of happiness, being present in the above-mentioned declarations, was omitted in the Constitutions of the era that was inaugurated by them.

Umberto Eco made an all-time classic comment, on the right to happiness, in 2014 (Eco, 2014). He formulated the opinion that the literature on happiness is enormous, from Epicurus and perhaps before him and on, but he believed that nobody knows in what happiness consists. He could not admit that it is about a permanent status for common people. The question is that happiness, conceived as an absolute fulness, is a very transitory situation, episodic and brief, like a moment in the course of an excursion in the countryside. So, happiness is obviously related to recreational activities, such as excursion and tourism journeys. Furthermore, the idea of happiness evokes always the personal happiness and hardly ever the one of the human species.

As far as the juridical science is concerned, it seems rather divided on this “forgotten” human right whilst still a few experts have treated this quite unelaborated topic. On the one hand, in 2008 the opinion was formulated that this right exists, resulting from various factors, like the historical antecedent (Gemma, 2008). Although the right was recognized in Declarations and not in ulterior formal Constitutions, it is not regarded as strange in both the vocabulary and the principles of Constitutional Law.

It is logical to look for a legal back in article 2a of the Italian Constitution (and the similar article 25 par. 1a of the Greek Constitution), according to which: ‘The Republic recognizes and guarantees the inviolable rights of the person, both as an individual and in the social groups where human personality is expressed’. This disposition is endowed with a content quite similar to the question of recognition of new human rights. Various rights have been deduced from sectors of doctrine and jurisprudence in Italian legal order, beyond the explicitly consecrated in various constitutional dispositions.
However, the right to pursuit of happiness does not have the same nature to the consecrated in the Constitutions and to those deduced from these. It is possible to be deduced from the Constitution, via the recourse to either the teleological interpretation or the systematic one. It constitutes the *ratio* of all the other constitutional rights, being considered as a system, and from this ratio would be possible to deduce this right, being transversal to the other ones. It is connected with the phenomenon of multiplication of constitutional rights of various nature, in the process of interpretation of the fundamental charter. From the explicit provision of one or more constitutional rights it is possible to deduce rights that are implicitly formulated, because either these rights are the prerequisites of the explicitly consecrated rights (for instance, the right to life is not mentioned in the Italian Constitution whilst it is previewed in other Constitutions) or simply result from the mentioned rights (like the right to the environment in correlation with the right to heath, being mentioned in article 32 of the same Constitution). On account of these data, it is obvious that the right to pursuit of happiness is not just another right, beyond the classical ones. It is in a logical relation not with some single rights but with the entire constellation of the constitutional rights.

Nevertheless, there is also another article to wonder about its utility as a constitutional back of the right on the matter (Rotondo, 2013). It is about article 3, according to which:

“All citizens have equal social dignity and are equal before the law, without distinction of sex, race, language, religion, political opinion, personal and social conditions.

It is the duty of the Republic to remove those obstacles of an economic or social nature which constrain the freedom and equality of citizens, thereby impeding the full development of the human person and the effective participation of all workers in the political, economic and social organization of the country”.

Whilst a lot of stakes have been introduced to article 3 by the Constitutional Court’s interpretations, it is to wonder whether man should instead do the opposite route and interpret it extensively, as a right to research of happiness, or not. According to this approach, the right to happiness seems to be the mother of all rights. In case that a person is a victim of discrimination, is treated as a B Class citizen, is submitted to violence for what he is, for his own status, is deprived of an assured income, he cannot feel happy.

Besides, there is the opinion that the right to pursuit of happiness is the fundament for constitutional pretensions that cannot be based on other rights, being explicitly consecrated in the Constitution (Gemma, 2008). These pretensions are related to the acts or omissions of other persons, mainly in public domain of life. For instance, they are disconnected from the disappointment of a fan, provoked by the defeat of the team that he supports. So recreational activities of minor importance are not linked with the serious question of the right on the matter.
The human needs, mainly of psychological order, may be translated as versions of the constitutional interest in happiness. An example has to do with the area of family relationships and to events related to these. As for the behavior of parents towards the children, exist behaviors, being absolutely unrecognized by norms and judicial decisions, of persons that tend to place their children in conflict to the other spouse or that cause suffering of children without justifying reason. In this concept, we add the example of the revindication of women beyond the age limit of 50 years to medically assisted procreation.

Moreover, the existence of a right to pursuit of happiness should not be regarded as the legal victory of the individualism but can be correlated to the symmetrical phenomenon of the so-called “fundamental duties” of citizens. Indeed, it is in full harmony with the concept of solidarity of private individuals (Gemma, 2008).

However, this right is not fully admitted within the juridical science. For instance, a part of the Italian doctrine signalizes on the hypothetical new rights that there is the danger of an absolute approach to the type of the constitutional right to vacations, without defining its material limits (Ferro, 2014). In the framework of this controversy, the doctrine makes reference to a “privilege” ruling the “new rights”. As these rights have not managed to be a part of positive law so far, they cannot be placed in the more severe field of norms that rule the traditional rights, being explicitly consecrated in the Constitution.

THE RIGHT TO VACATIONS

The right to vacations, let alone to peaceful ones, may be regarded as one of the various specific versions of the eventual “right to happiness” or “to serenity” (Maniatis, 2017a). Nevertheless, the civil jurisprudence of the Italian Supreme Court is not friendly to such a development. The tribunal, in its decision n. 26972 of 11th November 2008, denied the existence of a right to happiness, in the framework of a case having to do with claims on recovery of material damage. This right was eloquently considered as “wholly imaginary”. If a part of the doctrine, invoking the judicial negativism, considers that positive law is quite satisfactory to back any civil law pretensions in case of damage, the tourism law cases included, it does not stop in this point but also adds that the right of pursuit to happiness is merely a fiction.
It is also to signalize that Italy became just the second State, after France in 2006, to put a Tourism Code into force, in 2011, but this text has not recognized the existence of a “right to vacations”, at all (Ferro, 2014). In a similar way, within Italian Constitutional Law there is no autonomous fundamental right to vacations.

THE RIGHTS TO HERITAGE AND TOURISM AS VERSIONS OF THE RIGHT TO RECREATION

The general right to recreation includes some other separate rights, besides the right to recreation itself. This specific right is exemplified by the rights to nightlife and to carnival, which are excluded from an explicit constitutional consecration, let alone the fact that Europe, with the exception of a few countries like Greece, has not developed particularly the nightlife recreation, even in the peak of tourism season!

We suggest the mainstreaming content of the general right to recreation be classified in the following groups (specific recreational rights):

A. Rights to culture

The cultural rights consist in:

a. Right to culture (particularly to art, first of all consecrated in the German Constitution of 1919) and to cultural heritage,

b. Right to education (the physical education included).

B. Rights to movement

The rights to physical movement of human beings, particularly from one place to another, include the following rights:

a. To sports.

It is about a genuine and separate right, although strictly related to physical education in schools, as a specific version of the above-mention right to education. It was Mexico that initially intended to consecrate it in its Constitution but the Soviet Union became the first State to adopt a constitutional disposition on sport associations, in its 1936, whilst France has not done a similar step to date, as already signalized.

b. To tourism, which constitutes a logical couple with the symmetrical human right to hospitality. It is to point out that “tourism and hotel industry” were included as public policy
scopes in the first version of the 1946 Constitution of Italy, but this mention disappeared through the 2001 revision! So, the constitutional right to tourism may be regarded as a second generation right, which remains unrecognized, at least explicitly, in the vast majority of countries, Italy included nowadays!

As far as tourism is concerned, it is not merely a taboo in constitutional terms but also a source of various prejudices and misperceptions. For instance, nobody wants to be identified as a tourist whilst there are decent alternatives like “traveler” or “visitor”. Furthermore, criticism exists against the phenomenon of “anonymization” of individuals participating in the movement of mass tourism, for instance discernable with the badge, the small hat etc. (Mylonopoulos, 2016). However, massive tourism constitutes an important democratization of tourism and more widely of leisure activities, in full correspondence not only to the human right of pursuit of happiness but also to the 3G right to development of tourism destinations. Of course, it is also associated to the movement of 4G right to protection of personal data of tourists.

CASE STUDY I: THE ACROPOLIS MUSEUM OF ATHENS

The new Acropolis Museum in Athens, a modern architecture sample being constructed in front of the rock of Parthenon, has constituted an important tourism destination since June 2009. Nevertheless, it is not widely known on international scale that the Greek Ministry of Culture wanted to demolish two buildings of the same street, already listed as modern monuments, in favor of the Museum that would be inaugurated soon. The Council of State blocked the suppression of the listed buildings status, let alone was led to interpret the Constitution in a pioneer way. It judged that private individuals have not only the right but also the “responsibility” to protect the environment. This formulation was original, given that the Constitution explicitly refers to this fundamental right and not also to a kind of responsibility (quasi “debt” or “obligation”). So, visitors of the Museum and tourists can enjoy a walk in this pedestrians’ street, including the sight of the above-mentioned modern monuments that are still in operation.

So, the new juridical principle of equality between antiquities and modern monuments has been confirmed, whilst also the principle of sustainability could be alleged in favor of these buildings. It is to point out also another paradox, which consists in the tendency of this supreme administrative Court to avoid any explicit use of the constitutional tool of sustainability, after its introduction in the Constitution through the 2001 revision, not to mention that this Court had already consecrated it through its pioneer jurisprudence, some years earlier! Perhaps the judges, who on international scale are inspired by a wider tendency of judicial “self-restraint” in their duties, not only in the
environmental disputes, consider the block of dispositions on the right to sustainable development as a too drastic legal “weapon” to make an explicit use, even in the famous trials. This case of self-restraint ties in with the material primacy of the Museum of Acropolis against the rest cultural goods of the same region, which does not implicate an absolute, negative approach against them but coexistence. In other words, we believe that the Council of State has proceeded to a tacit (operational) classification of the general constitutional principles relevant to the Environmental Law and has reserved the use of the sustainable development principle for particularly delicate disputes, in a subsidiary way.

Besides, the case of this Museum has been used to prove that the official definition of tourism, adopted by the World Tourism Organization, is not absolutely accurate, as long as it previews a journey of at least 24 hours. For instance, a Frenchman can leave Paris for Athens in the morning, visit the Acropolis Museum (as well as the rock of Parthenon) and return to his country in the evening, having completed a tourism journey (Mylonopoulos, 2016)!

The doctrine has logically supported that tourism should be exempted by clichés like that, which anyway do not facilitate even the world of business.

**CASE STUDY II: ANTIQUITIES IN THE CITY OF KALAMATA**

The problem of the coverage with earth of an ancient immobile monument in the “Ypapanti” square of Kalamata, a city in Greece, emerged after excavation works in the Southern edge of the square, in the beginnings of 2008. Nevertheless, the antiquities on the matter have been earthed up since 1961 (Garoufou and Kallioupi, 2011).

Coverage with earth constitutes a controversial issue, particularly widespread in the archeological practice (Asimakopoulos, 2012). During the excavation for the metro of Thessalonica, an Early Christian Basilica was discovered, in the station “Syntrivani” (Marinos, 2012). The monument was to be transferred in a distance of about 200 meters, in the park of the Faculty of Theology. This decision was attacked and finally the coverage with earth was decided. “The future cannot and should not be built against the past”, according to some archeologists like Mr. Paul Chrysostomou, reminding of the final paragraph of the Amsterdam declaration, adopted in 1978. It is about the director of the excavation which was held in the cemetery of Archontikon, in Pella, with hundreds of impressive findings, such as the famous gold masks of Macedonian warriors. Samples of these masks were transferred to the Louvre Museum, in the periodical exhibition on Macedonia of Alexander the Great, which was completed in January 2012. However, identical samples, of the 6th century BC, were found in the hands of antiquities looters in October 2011, in a district out of Thessalonica. In summer 2011, during which no excavations were held, in the totally unguarded – due to the lack of resources – site of
Archontikon over 10 pits of mound diggers were localized. The recent double case of discoveries in the Central region of Macedonia, in Greece, reveals a permanent error, according to which the coverage with earth protects the monuments not only from the harm of their material substance but also from crimes. The “Syntrivani” square is added to the casuistic of the coverage of the White Tower with earth and the prevention of the unearthing of the nicest temple in the “Antigonidon” square, which was transferred there in virtue of the ancient custom of the “wandering temples”...(Maniatis, 2010a).

As the State makes use of the coverage with earth as a “mortgage” for an on-the-field research, to be accomplished by the future generations of archaeologists, some private individuals take benefit from it as a “mortgage” for illicit excavations of the current era. As a result, a finding emerges, consisting in the counterbalancing dynamic of criminality against the controversial practice of Public Administration. So, administrative and private practices result in a homogeneous total, particularly in the countryside.

The recent developments in Kalamata shed light to other aspects of the problem of coverage with earth. The Municipality of Kalamata had planned the unearthing of the earthed-up monument in the “Ypapanti” square, within the scope “Regeneration of the Historical Center of Kalamata”, but in the controversial way consisting in maintenance underground. This technique, thoroughly omitted by Law 3028/2002 on culture, has to do with the maintenance of the monument unearthed, below a glass cover (Maniatis, 2011). At last, the State decided, in spring 2011, to keep the monument earthed-up due to its own protection.

This somehow vague reason is not convincing provided that the monument does not seem to be in danger of antiquities looting or of natural damage, as it is located in the center of the city, on account of the unearthing experience during a semester, in 1960-1961.

The State sets the bad example to citizens as in the urban fabric denies them their own right to heritage, according to the principle of sustainable development, in virtue of par. 1 and 6 of article 24 in combination of par. 1 of article 106 of the Constitution. What has not been realized is that the dynamic of private individuals' criminality against the State, as the owner of the ancient monuments, more generally against the public interest, corresponds to controversial practices of the Public Administration like this. Owners of immobile things, particularly in the urban fabric, have the tendency to decide to earth up the findings of cultural interest. This is confirmed mainly when they desire to proceed to building works, a case in which complicity of the businessmen (building contractors) may occur.

Besides, the case of the earthed-up hypothetical gymnasium of the ancient City – State of “Pharai”, in the South of the Venetian castle (former Citadel with a probable worship of the goddess Minerva) is...
comparable with another archeological site of the same city. It is about the ancient temple dedicated to Neptune, god of the sea and sailors’ protector. Neptune’s site constitutes a dipole along with the actual Southern town, the Old Town. In virtue of the General Plan of Country Planning and Sustainable Development, a State program being in vigor since July 2008, which recommends the combined protection of monuments per space unity, a question emerges, consisting in not only the continuation of the excavation and the promotion of the archeological site in “Akovitika” of Kalamata (including antiquities besides Neptune’s site) but also its correlation to the antiquities of the “Ypapanti” square. These antiquities should be unearthed and in principle maintained on the field, in the surface of the ground as Neptune’s site is proposed to constitute a nautical archeological “open museum”. This proposal is actual, given that the economic crisis of Greece has led to the abolition of Nautical Week, since summer 2010, against the nautical collective memory! Another thing that may be proved to be important is the correlation to the old, in vigor till the beginnings of the year 1960, official name of Kalamata, “Kalamai”. That place name, meaning reeds, resulted from the fact that reeds fit in with wetlands. Consequently, if, according to an assumption, the current place name “Kalamata” corresponds to the goddess of the town having good eyes, namely Minerva and afterwards Madonna, the legally abolished place name “Kalamai” reminds of Neptune’s site (although it may be connected even with the goddess, given that near the Castle the river “Nedon” exists).

**DISCUSSION ON THE PROTECTION AND PROMOTION OF HERITAGE**

The above-mentioned case studies, mainly of the ancient monuments of Kalamata, are conducive to the following conclusions of a wider significance:

1) **Coverage with earth and illicit excavations in the open air, coverage with earth for self-interested reasons by the State and for building by private individuals in the town**

In the open air and in the urban fabric, State and society are involved in controversial practices, against the monuments, with the coverage with earth as a point of reference. This thing should be realized by the competent public authorities that anyway are supposed to have taken in time measures of guardianship of the archeological sites and of unearthing the monuments through programmed excavations, by observing the fundamental principle of proportionality.

2) **The climax of depreciation: “burying” (“marginal placement”), “coverage with earth”, “rubbishing”**

The case of the maintenance underground usually constitutes a peculiar depreciation of the monument, consequently “burying” in the sense of marginal placement. However, it is to signalize that this term is adequate to cover even other cases of monuments, which are maintained in the surface of the ground but without the relevant protection.
The opinion that the “burying” of the unearthed monuments is presumed to constitute a more important problem for the Greek cultural heritage than the one of coverage with earth (in spite of the fact that by nature this coverage implicates more negative consequences for each monument in a separate way) favors the perpetuation of the coverage with earth. Well, it favors the obscurantism in the domain of history and archeology as well as the socioeconomic underdevelopment (Maniatis and Kapralou, 2012). In fact, the coverage with earth cannot be assessed as long as nobody is sure about what exactly exists under the surface of the ground. Anyway, there is also the eventuality of “rubbishing” a monument, even in case it has not already been earthed-up. This happens, for instance, when an earthed-up monument is offended, either materially either morally, like through the non-convincing refusal of the State to allow its requested unearthing. This is confirmed as long as arguments reducing the archeological importance of the monument are used, without activating any democratic mechanisms of public exchange of views. It is to signalize that even the European Landscape Convention, promulgated by Greece through Law 3827/2010, consecrates no fundamental right to unearthing of monuments, or at least to public exchange of views and decision-making on the matter (Maniatis, 2010b). The irony of the fate is that the Municipality of Kalamata some years ago created a system of underground bins of rubbish to replace the grey bins in the surface of the ground...

3) Depreciation of the nautical culture available for tourism business

The case of Neptune’s temple highlights an important lack of protection and promotion of the culture of the Greek nautical nation. The landscape should be protected thoroughly and the recommended revival of the Nautical Week is proposed to resume through the highlighting of areas like this. As for the proposed “open museum”, man could benefit from international conventions, like the European Landscape Convention, which includes earth, internal waters and sea areas. Anyway, the Nautical Week constitutes a great challenge for leisure activities and tourism business, so a potential framework for the promotion of commercial products and services and for sponsorship.

4) Need of a combined protection of landmarks and place names

The need of protection of place names, particularly of the traditional ones, has emerged. The protection on the matter constitutes an important vacuum of the European Landscape Convention. It is recommended to protect in a combined way the landmarks of a certain area and the correspondent place names.

CONCLUSION: RECREATION, A CHALLENGE FOR CONSTITUTIONALISM

The paper hypothesis has been fully confirmed as the right to recreation has not been explicitly
consecrated in many Constitutions like the Italian and the Greek ones, yet. The right on the matter deserves to be called as the right "/Ψ, Χ", inspired by the Greek homonymous word “αναψυχή”, which means “recreation” and be treated in the democratic context implied by this name. Leisure activities must be seen as a universal human right, endowed with the back of companies accomplishing their mission or promoting themselves through sponsorship. The right to recreation should be incorporated in the Constitutions along with:

- the general, similar right to pursuit of happiness
- the right to free time (right to vacations) and
- the specific recreational rights to culture (culture, the heritage included, and education) and to physical movement (sport, tourism – hospitality) (Maniatis, 2017b).

The current century is the time of pursuit of happiness through the recreational rights!

Last but not least, this challenge for current constitutionalism worldwide, should be completed by a special care for the specific right of recreation itself. This recreation is not a topic of minor importance in socioeconomic terms and has been marked sometimes by significant legal prohibitions, as it is the case of the carnival in mainstreaming tourism destinations, such as Venice and Tenerife. Indeed, it is worth consecrating explicitly the nightlife and the carnival and developing a systematic public policy for both these tourist attractions…

***

Prohibitions are a policy of the past, recreation, let alone its artistic forms like carnival, a challenge for the future…
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ABSTRACT

This paper presents approaches to detecting turning points in economic evolution on the basis of probit analysis. Most methods describing the business cycle are based on evaluating information obtained from the evolution of certain short-term indices, with the idea of estimating a value (or rate) of an aggregate index so that a turn of the economic evolution is indicated. Probit analysis estimates probability of occurrence of such turning points. We apply our approach to data collected in the Czech Republic from 2007 to 2015.
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INTRODUCTION

The business cycle, i.e., alternating stages of growth and recession, is an integral part of economic evolution in all countries. Causes of such phenomena may be internal, based on the specific conditions governing the economic evolution in the given country (such as economic crises accompanying the transition from centrally planned economies to the market environment in the early 1990s); however, worldwide and multinational factors have been becoming more and more pronounced due to globalisation and cohesion of economies. The beginning of the new millennium witnessed several small-scale shakeouts, which coalesced into a mortgage crisis, followed by banking and fiscal crises. The economic recession in developed countries was so significant in the period of 2007-2009 that it has since been referred to as an economic crisis. The developed countries’ economies are now growing, but the question of why that crisis occurred and, more importantly, whether its occurrence might have been predicted or estimated, is still highly relevant.

The fundamental starting point for our consideration is the nature of the business cycle – the expansion stage is characterised by growth and terminates when decline comes. But is each and every decline, in the sense of a slowdown in the GDP an indication that the recession and crisis are really coming? How can we recognise whether the economic changes are or are not so significant that the recession and subsequent crisis are to be expected?
The national economy is a complex live organism that cannot be pre-programmed and controlled with the aid of rigid charts and models. Neither can we expect to be able to "read" the symptoms from evolution of a single phenomenon expressed by a single index. In order to obtain the information related to the condition of the national economy, we need to continuously follow and evaluate the evolution of a number of indices that are relevant for diagnostics and predictions. On the other hand, how can we say which indices are relevant in this sense? Is their scope fixed, or does it undergo dynamic changes? In what way can we synthesise information implied by the evolution of these indices? These are questions asked by those who try to identify turning points, i.e., changes in the character of economic evolution in either direction.

Most methods that try to describe the business cycle and identify the turning points are based on evaluating information derived from evolution of a certain group of short-term (monthly and quarterly) indices. In the present text we describe a technique developed on the basis of probit analysis; this method will enable us to indicate, with high rates of probability, that a turn in the economic evolution is coming.

**THEORETICAL AND METHODOLOGICAL BASIS**

All considerations of whether we can predict turning points in economic evolution and how to do it are based on the definition of the business cycle. A generally accepted definition was formulated by Burns and Mitchell (1946) during their work for the National Bureau of Economic Research (NBER): "Business cycles are a type of fluctuation found in the aggregate economic activity of nations that organize their work mainly in business enterprises: a cycle consists of expansions occurring at about the same time in many economic activities, followed by similarly general recessions, contractions, and revivals which merge into the expansion phase of the next cycle; this sequence of changes is recurrent but not periodic; in duration business cycles vary from more than one year to ten or twelve years; they are not divisible into shorter cycles of similar character with amplitudes approximating their own". Subsequently to this generally valid and respected definition, the economic and statistical practice has created a pragmatic definition, based on the GDP growth rates in two consecutive calendar quarters: the recession is beginning (or the growth is ending) when GDP has gone down in two consecutive quarters; and vice versa, the growth is beginning (the recession is ending) when GDP has been growing in two consecutive quarters. It has turned out that this "two-quarter rule" and the NBER definition are not too distant from each other (cf. Negro, 2001).

The two-quarter rule is an indicator of changes in the economy that have already taken place, bringing information ex-post, on the basis of the past described by statistical data. On the contrary, we seek the turning points and therefore need to predict such changes. Hence we have to use tools based on the
past but having potential for predictions. This approach, of course, leads us to monitoring the evolution of a certain group of indices that (directly or indirectly) affect the GDP evolution. Methods of leading indicators, econometric models, and probit models are most frequently used to generalise the information stemming from the inference on the evolution of values in a certain group of indices.

The notion of leading indicators was, as related to predicting the turning points in the business cycle, first introduced in the late 1930s thanks to the work at the NBER (cf. Mitchell and Burns, 1961). The then defined group of leading indicators has gradually been modified according to the underlying economic conditions. But the universal basis always consists of monthly (quarterly) values of the selected indices covering the industries, construction industry, consumption, capital markets and finances. In the 1990s, indicators obtained by business cycle surveys (expectations in industries, construction industry, services, and the Index of Consumer Expectations) got to the limelight. An advantage of these indicators is that they are easy to obtain and have a great potential for predictions.

The necessity of synthesis the information coming from the evolution of the leading indicators brought about the composite (leading) indicators. A general problem when setting up a composite indicator is the choice of a suitable group of leading indicators and determination of the weights with which the individual leading indicators are reflected in the resulting composite indicator. With regard to the subjective nature of the choice of the leading indicators and the weights, the ability of composite indicators to predict the turning points is rather problematic.

Another type of synthesis of the information concerning the evolution of a selected group of indices is represented by econometric models. There are two categories of these methods for predicting the turning points: the first sets up a model for estimating the growth rate of the GDP and other aggregates. The other one directly predicts the turning points. In this area, in addition to the traditional models based on simultaneous equations (cf., e.g., Fair, 1994 or Klein, 1991), there are VAR models (cf., e.g., Hamilton, 1989; Zellner et al., 1991; and Li and Dorfman, 1996) or dynamic factor models using leading indicators (cf., e.g., Kim and Nelson, 1998; Stock and Watson, 1993; and Jun and Joo, 1993). All these approaches assume that the basic conditions of the economy remain preserved during the stages of growth and recession. What is changing is the positive or negative sign of the growth rate. In other words, the economy goes from growth to recession via turning points and the latter reflect the changes in economic behaviour of economic subjects, not only the negative phenomena (shocks) in the economy.

Probit models predict the turning points with the aid of a probabilistic model in which a probability value of a turning point occurrence is estimated. An advantage of probit analysis is, in comparison with traditional econometric models, not determining the actual values of the index in question (most often the GDP) but only estimating the probability of occurrence of a situation in which a turning point might be present. It is not a direct calculation of, say, the GDP value, quarterly indices or annual
growth rates. We could say that it is a statistically recognised "potential for a change", or identification of "turning trends".

Probit models, similar to other models for estimating the turning points in the business cycle, prevailed in the 1990s. The probit model based on financial indices (cf. Estrella and Mishkin, 1998) may be viewed as one of the important inputs in this area. Nyberg (2010) proposed the dynamic extensions of probit model of Estrella and Mishkin (1998) to predict monthly recession periods in the USA and Germany.

Another approach, based on estimating probability of turning point in the unemployment rate evolution, was applied in the economic practice (cf. Chin D., Geweke J. and Miller P., 2000). This model makes use of both financial and non-financial indices on the input. Hao, L. and Ng, E. C. Y. (2011) examined the ability of various financial and macroeconomic variables to forecast Canadian recessions; they used the advanced dynamic, autoregressive, dynamic autoregressive probit models and the conventional static probit model. Proano, C. R. and Theobald, T. (2014) have proposed a composite indicator for real-time recession forecasting based on alternative dynamic probit models and have used a lot of monthly macroeconomic and financial leading indicators from the Germany and USA.

The probit model introduced in the present paper is to be used for detecting the turning points in the trend of an index in question (or its long-term evolution trends). One of its advantages is the fact that it need not utilise smooth trend functions, some of which even do not admit inflexion points in the evolution curve, such as the line; others may have inflexion points (such as higher-degree polynomials) but these points rather reflect the mathematical character of the selected function. i.e., are of a formal nature. Another advantage is that neither adaptive nor stochastic models are used for the description of the turning points and therefore the assumptions for the use of such models need not be verified, which would often be a complicated procedure.

**BASIC CONCEPT OF THE MODEL**

The suggested probit model assumes that we have at our disposal one dependent variable and several independent ones. The dependent variable is, in this instance, the basic index expressing the economic performance, namely, the GDP, or rather its quarterly growth rates, in the period from 2007 to 2015. We feel that this period of time provides us with a sufficiently long time series; moreover, the Czech economy underwent several critical moments during that time.

For independent variables we take indices that are decisive for the evolution of the economy, and therefore the GDP growth rate. We identified the most important ones from among those by gradual reduction and factual analysis (cf. the Tables and calculations below). While identifying the suitable independent variables (and eliminating the less suitable ones), we were guided by the principle that we need indices whose values sensitively respond to the conjunctural cycle stages, are available timely and
with a high degree of reliability, and represent the key industries or economic sectors. In particular, we focused our attention on the indices representing the following areas:

- The general industry as the dominant sector in the Czech economy;
- The construction industry, whose results very sensitively respond to the stages of the conjunctural cycle in the Czech economy; and
- The area of salaries and wages, which markedly reflects the stages of the economy growth and recession.

From among a number of indices offered by the official statistics (the Czech Statistical Office) with quarterly frequency, we have chosen the following characteristics for our independent variables, respecting the above-mentioned principles and restrictions.

The industrial production index (a year-to-year quarterly index, denoted by $x_1$). It expresses the dynamics of industrial production. Another index is that of the sales from industrial activities (a year-to-year quarterly index, denoted by $x_6$). It expresses the dynamics of industrial revenues.

We have chosen two indices from the construction industry: one for the "recorded past" – the construction production index (a year-to-year quarterly index of the physical volume, denoted by $x_2$); and another one for the "contracted future", i.e., the new construction orders (denoted by $x_4$). The construction production expresses the dynamics of the volume of construction works carried out by businesses in which construction is the prevailing type of activity. The "new orders" index follows the value of the building construction and civil engineering works in the Czech Republic. These indices also indicate future demand for construction materials and labour force in the months to come.

In the area of wages and salaries we have also chosen two indices: the unemployment rate (percentage values, denoted by $x_3$), and wages and salaries (a year-to-year quarterly index in current prices, denoted by $x_5$). The Czech Statistical Office calculates and publishes the so-called general unemployment rate, which is the ratio of the unemployed to the total labour force (15 to 64 years of age); both the numerator and the denominator in this fraction correspond to the definitions and recommendations of the International Labour Organisation (ILO). The data are adjusted of seasonal influences. The wages and salaries index is based on the methodology of national accounting and expresses the volume of regular and irregular monetary and in-kind income received as fee for work carried out according to the employment and other laws. It includes the income tax and social insurance paid by employees.

THEORETICAL PROBIT CONCEPT FOR DETECTING TURNING POINTS

The concept of the turning point indication with the aid of the probit analysis can be formulated as follows: we monitor the evolution of a certain index, $y_t$, and look for a moment of time at which a turn in the evolution occurs (both qualitative and quantitative). This moment is then viewed as a turning
point brought about by economic phenomena on such a scope that the actual evolution is turned to the opposite direction and an overall change in the economic climate is observed.

Our first task is to choose an index whose character is sufficiently aggregate so that its change indicates an overall change in the economic climate. Logically, an aggregate from the system of the national accounts will be most suitable. Most frequently, the GDP is our choice; but another aggregate might be chosen provided that it expresses the overall performance of the economy. The \( y_t \) variable will be the dependent variable in the regression sense, and \( t = 1, 2, \ldots, n \) will be the time variable.

The evolution of the index \( y_t \) is affected by \( p \) exogenous factors \( x_{1t}, x_{2t}, \ldots, x_{pt} \), that is, it is connected with the evolution of these factors. In other words, they are \( p \) independent variables. Their evolution may, as explained above, have an intervention character and may bring about a change in the evolution of the aggregate index \( y_t \). Our next task is to find those exogenous (factor) variables that are significant and may influence the evolution of \( y_t \). Probability \( P_z \) that the behaviour of index \( y_t \) will undergo a qualitative change (in either direction) thus depends on exogenous variables \( x_1, x_2, \ldots, x_p \). Let us define the probability of a turning point occurrence as

\[
P_z = F(x_1, x_2, \ldots, x_p),
\]

(1)

Now we re-define the variable \( y_t \). Namely, we create a new random variable \( Z \) as follows: the time series \( y_t \) will not be represented by its original numerical values (e.g., the GDP or its growth rate values), but will, with the aid of this artificial variable \( Z \), be transformed to a "zero-one" form. Here \( Z_t = 0 \) means that there is no turning point in the dependent variable's evolution at time \( t \). On the contrary, \( Z_t = 1 \) indicates presence of a turning point.

We have denoted by \( P_z \) the probability that there is a turning point. Now we have to define the theoretical value of \( y_t \) at point \( Z_t \) as a function of the exogenous variables \( x_1, x_2, \ldots, x_p \). We can take into consideration the fact that, the dependence of \( Z_t \) at time \( t \) on the exogenous variables \( x_1, x_2, \ldots, x_p \) is expressed by a theoretical linear regression hyperplane

\[
\pi_{zt} = \alpha_0 + \alpha_1 x_{1t} + \alpha_2 x_{2t} + \ldots + \alpha_p x_{pt}, \ t = 1, 2, \ldots, n
\]

(2)

where \( \alpha_j, j = 1, 2, \ldots, p \) are the theoretical partial regression parameters of this linear regression hyperplane.

As already mentioned above, the empirical value of \( Z_t \) indicates whether there is or is not a turning point at time \( t \). The vector \( Z \) of such values is thus an empirical estimate of the vector of the theoretical values of the linear regression hyperplane \( \pi \), and vector \( \hat{Y} \) is a point estimator for the vector of the theoretical values of the linear regression hyperplane \( \pi \). That is
Let us first assume that the parameters \( \pi_j \), \( j = 1, 2, \ldots, p \) are known. We transform \( y_t \) to the above-mentioned artificial "zero-one" variable at time \( t \); now we are getting to the basic idea of the turning point indication. If the run of the evolution is to actually occur at time \( t \), the theoretical random variable \( \pi_t \) must exceed a certain threshold value (let us denote it by \( H_t \)). It means that

\[
\pi_t > H_t .
\]

must hold at time \( t \). The threshold value \( H_t \) is a random variable and we can assume that it is governed by the normal distribution with known parameters \( \mu \) and \( \sigma \). The probability that the monitored index achieves a status in which we indicate a turning point according to Formula (4) can be derived from

\[
P(\pi > H) = P(H < \pi) = P\left( \frac{H - \mu}{\sigma} < \frac{\pi - \mu}{\sigma} \right) = F\left( \frac{\pi - \mu}{\sigma} \right) = F(\psi),
\]

where

\[
\psi = \frac{\pi - \mu}{\sigma} = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_p x_p
\]

is the normed form already mentioned in Formula (2). For the parameters of the theoretical regression hyperplane, we have

\[
\beta_0 = \frac{\alpha_0 - \mu}{\sigma}, \quad \beta_1 = \frac{\alpha_1}{\sigma}, \quad \beta_2 = \frac{\alpha_2}{\sigma}, \ldots, \quad \beta_p = \frac{\alpha_p}{\sigma} .
\]

According to (5), the probability value \( F(\psi) \) corresponds to the distribution function of the normed normal distribution and is called probit. From the practical point of view, we will not deal with a vector of the theoretical values of the linear regression hyperplane \( \pi \), for the estimator given by Formula (3), but with its regression estimate \( Y \).

**ILLUSTRATION ON TIME SERIES OF NATIONAL ECONOMY IN THE CZECH REPUBLIC**

Our search for the turning points stems from Formula (2). The choice of the exogenous variables will therefore play an important role. This choice is not easy to make, it will never be unambiguous, there should be an adequate number of such variables, and their choice should always respect statistical criteria (such as eliminating multicollinearity), as well as factual criteria (where the latter are of primary importance).

The exogenous variables must be factually related to the index expressing the overall performance of the economy – the aggregate dynamics of the GDP in this instance. The model setup includes identification of the dependent variable, the set of the independent variables, and the subsequent estimate of the linear regression hyperplane \( \pi = \pi_0 + \pi_1 x_1 + \pi_2 x_2 + \ldots + \pi_p x_p \) according to (2); that is,
\[ Y_{(q)} = \text{est} \pi = \text{est} \alpha_0 + \text{est} \alpha_1 x_1 + \text{est} \alpha_2 x_2 + \text{est} \alpha_3 x_3 + \text{est} \alpha_4 x_4 + \text{est} \alpha_5 x_5 + \text{est} \alpha_6 x_6 \]

The GDP, or rather its quarter-to-quarter indices, play the role of the dependent variable, as Table 1 shows. The corresponding probits are then determined.

<table>
<thead>
<tr>
<th>Year</th>
<th>Quarter</th>
<th>GDP</th>
<th>GDP indices</th>
<th>Year</th>
<th>Quarter</th>
<th>GDP</th>
<th>GDP indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>Q1</td>
<td>942,051</td>
<td>1.002</td>
<td>2012</td>
<td>Q1</td>
<td>1,017,859</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>944,126</td>
<td>1.002</td>
<td></td>
<td>Q2</td>
<td>1,014,883</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>967,813</td>
<td>1.025</td>
<td></td>
<td>Q3</td>
<td>1,011,265</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>979,829</td>
<td>1.012</td>
<td></td>
<td>Q4</td>
<td>1,014,942</td>
<td>1.004</td>
</tr>
<tr>
<td>2008</td>
<td>Q1</td>
<td>991,805</td>
<td>1.012</td>
<td>2013</td>
<td>Q1</td>
<td>1,013,154</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>1,005,646</td>
<td>1.014</td>
<td></td>
<td>Q2</td>
<td>1,015,088</td>
<td>1.002</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>1,017,012</td>
<td>1.011</td>
<td></td>
<td>Q3</td>
<td>1,020,879</td>
<td>1.006</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>996,315</td>
<td>0.980</td>
<td></td>
<td>Q4</td>
<td>1,047,879</td>
<td>1.026</td>
</tr>
<tr>
<td>2009</td>
<td>Q1</td>
<td>993,972</td>
<td>0.998</td>
<td>2014</td>
<td>Q1</td>
<td>1,054,375</td>
<td>1.006</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>974,788</td>
<td>0.981</td>
<td></td>
<td>Q2</td>
<td>1,070,196</td>
<td>1.015</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>971,644</td>
<td>0.997</td>
<td></td>
<td>Q3</td>
<td>1,086,133</td>
<td>1.015</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>983,089</td>
<td>1.012</td>
<td></td>
<td>Q4</td>
<td>1,101,830</td>
<td>1.014</td>
</tr>
<tr>
<td>2010</td>
<td>Q1</td>
<td>978,222</td>
<td>0.995</td>
<td>2015</td>
<td>Q1</td>
<td>1,119,947</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>988,348</td>
<td>1.010</td>
<td></td>
<td>Q2</td>
<td>1,135,893</td>
<td>1.014</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>992,387</td>
<td>1.004</td>
<td></td>
<td>Q3</td>
<td>1,147,260</td>
<td>1.010</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>990,361</td>
<td>0.998</td>
<td></td>
<td>Q4</td>
<td>1,153,639</td>
<td>1.006</td>
</tr>
<tr>
<td>2011</td>
<td>Q1</td>
<td>998,308</td>
<td>1.008</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>1,003,298</td>
<td>1.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>1,008,390</td>
<td>1.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>1,019,675</td>
<td>1.011</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Quarterly GDP values in the Czech Republic (million CZK, current prices, seasonally adjusted), and quarter-to-quarter indices of the GDP (source: www.czso.cz)

The evolution of the quarter-to-quarter GDP indices is shown in Fig. 1. On the basis of factual economic considerations and visual counts we identified the turning points in Fig. 1. They are marked by dark triangles in Fig. 1, by bold black print with grey highlighting of the relevant fields in Table 1 for evolution peaks, and by white bold print with black highlighting for evolution saddles. Namely, there are the 3rd quarter in 2007 (peak), 4th quarter in 2009 (peak), 4th quarter in 2013 (peak), and 4th quarter in 2008 (saddle).
Figure 3. **Quarter-to-quarter GDP indices**

The first turning point (Q3-2007, with seasonally adjusted data) was a peak of the positive development in the Czech economy before the coming mortgage crisis, which then also prevailed in our economy. It is followed by a saddle representing the deep recession (2008 and 2009, the Q4-2008 saddle). A temporary recovery of the Czech economy (Q4-2009), which was not very distinct, was followed by more troubles (fiscal difficulties in European countries including the Czech Republic); however, these troubles did not bring about an evolution saddle. And finally there is the recovery of the Czech economy after overcoming the crises (Q4-2013).

Let us have a closer look at certain aspects of the economic evolution in the Czech Republic in the important nodes, so that we realise the causes for the turning points visible in the chart. The development in the Czech economy after 2000 can be divided into several stages: the recovery from 2001 to 2004, conjuncture from 2005 to 2007, followed by the recession and crisis (2008 and 2009). Nonetheless, the first two stages had different features. The year 2004 started a period of high growth rates, forewarned by a slowdown in the growth rate of the final consumption expenditure by households (year to year 3.4%, compared to the preceding value of 5%), growing gross fixed capital formation (year to year 4.0%, compared to the stagnation in the preceding year), and – above all – the positive foreign trade balance for the first time since 1993. On the other hand, the year 2007, when our analysis begins, indicated an overheated economy with a high rate of investment growth (by 13.5% in 2007), high growth in the final consumption expenditure by households (by 4.0% in both 2006 and 2007), record net borrowing of non-financial corporations (amounting to 211 bln. CZK – a sum never seen before), and the subsequent debtor position abroad, with the total net borrowing of the national economy amounting to (again the record figure of) 155 bln. CZK.

Years 2008 and 2009 brought a deep drop in the GDP growth, not only in the Czech Republic. Moreover, there was a drop in investments (year to year by 10,1%), drop in the final consumption expenditure by households, and a recession (GDP growth by -2.3% in 2008 and -1.6% in 2009).
expenditure by households (by 0.7%), and the government deficit amounted to a record value of 216 bln. CZK (5.5% of the GDP). Afterwards came another – fiscal – crisis, followed by growing indebtedness (a growing government debt of EU countries and growing deficits in budgets). The evolution of the GDP in the Czech Republic somehow stabilised as late as in 2013, accompanied by a slowdown in the recession in investments, a decrease of the government deficit, and a positive balance of the results of non-financial corporations.

However, such factual considerations of the turning points in the evolution of the national economy are insufficient for the use of formalised mathematical-statistical tools. Let us therefore analyse the turning points from the formal point of view, with the aid of the probit method. This method has a certain potential for predictions; we will also verify the “prediction ability”. The latter is mainly characterised by the fact that probit is nothing else but probability of occurrence of a certain situation. Once we set up a model containing one endogenous and several exogenous variables of the type described in Formula (2), the probit values will enable us to make statements about probability values of occurrence of turning points.

A key issue to be resolved at the very beginning is the time shift in exogenous variables \( x_p \) with respect to the endogenous variable \( y \) (the GDP). The stochastic character of probits grants them with prognostic potential. If the exogenous variables have been properly chosen, their evolution may suggest in advance the evolution of \( y \) (the GDP), thus containing information on predictions. That is why we step one period back in the series of the exogenous variables: their evolution will thus be one step ahead of that of the endogenous variable. In other words, the \( x_p \) variables now enter the probit model from the periods Q1-2007 through Q3-2015, while the \( y \) variable from the periods Q2-2007 through Q4-2015. Let us now deal with formalisation of the probit method. For the moments of time which correspond to the turning points, we introduce the artificial “zero-one” variables, where a turning point (whether a peak or a saddle) has the value one, and the other points (with no turn in the GDP evolution) have the value zero. The output of this probit indication of the turning points is illustrated in Table 2 and Fig. 2. The \( Y_{(i)} \) values stand for the regression estimates (obtained by the least-squared method) for the vector of the theoretical values of the linear regression hyperplane \( Y = \alpha_0 + \alpha_1 x_1 + \cdots + \alpha_6 x_6 \), or for the particular estimates on the basis of the input data according to Formula (7):

$$Y_{(i)} = \text{est} \pi = \text{est} \alpha_0 + \text{est} \alpha_1 x_1 + \cdots + \text{est} \alpha_6 x_6 = 0.94289 + 0.00140 x_1 + 0.00009 x_2 - 0.00030 x_3 - 0.00024 x_4 - 0.00061 x_6 \quad (7a)$$

The probits corresponding to the \( Y \) values were subsequently determined according to Formula (5). The turning points are marked with the “zero-one” variables as described above. We also state the estimates of the average and the standard deviation, \( s \), which were necessary for the calculation of the probits according to Formula (5).
The average value for the "zero-one" variables (the "Turning point" column) amounts to 0.171, with a standard deviation value of 0.372. The average of \(Y(Q)\) calculated according to Formula (7a) amounts to 1.006. Their standard deviation is 0.006. We will need these estimated characteristics for norming when calculating the probits.

<table>
<thead>
<tr>
<th>(t)</th>
<th>Quarter</th>
<th>Turning point</th>
<th>Probit (Y(Q))</th>
<th>(t)</th>
<th>Quarter</th>
<th>Turning point</th>
<th>Probit (Y(Q))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>Q1</td>
<td>0</td>
<td>0.306</td>
<td>2012</td>
<td>Q1</td>
<td>0</td>
<td>0.107</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>0</td>
<td>0.274</td>
<td></td>
<td>Q2</td>
<td>0</td>
<td>0.184</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>1</td>
<td>0.276</td>
<td></td>
<td>Q3</td>
<td>0</td>
<td>0.946</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>0</td>
<td>0.128</td>
<td></td>
<td>Q4</td>
<td>0</td>
<td>0.720</td>
</tr>
<tr>
<td>2008</td>
<td>Q1</td>
<td>0</td>
<td>0.306</td>
<td>2013</td>
<td>Q1</td>
<td>0</td>
<td>0.771</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>0</td>
<td>0.616</td>
<td></td>
<td>Q2</td>
<td>0</td>
<td>0.671</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>0</td>
<td>0.678</td>
<td></td>
<td>Q3</td>
<td>0</td>
<td>0.540</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>1</td>
<td>0.777</td>
<td></td>
<td>Q4</td>
<td>0</td>
<td>0.490</td>
</tr>
<tr>
<td>2009</td>
<td>Q1</td>
<td>0</td>
<td>0.006</td>
<td>2014</td>
<td>Q1</td>
<td>0</td>
<td>0.809</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>0</td>
<td>0.008</td>
<td></td>
<td>Q2</td>
<td>0</td>
<td>0.768</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>0</td>
<td>0.785</td>
<td></td>
<td>Q3</td>
<td>0</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>0</td>
<td>0.502</td>
<td></td>
<td>Q4</td>
<td>0</td>
<td>0.777</td>
</tr>
<tr>
<td>2010</td>
<td>Q1</td>
<td>0</td>
<td>0.699</td>
<td>2015</td>
<td>Q1</td>
<td>0</td>
<td>1.011</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>0</td>
<td>0.827</td>
<td></td>
<td>Q2</td>
<td>0</td>
<td>1.011</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>0</td>
<td>0.856</td>
<td></td>
<td>Q3</td>
<td>0</td>
<td>1.011</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>0</td>
<td>0.675</td>
<td></td>
<td>Q4</td>
<td>0</td>
<td>1.010</td>
</tr>
<tr>
<td>2011</td>
<td>Q1</td>
<td>0</td>
<td>0.704</td>
<td></td>
<td>Q1</td>
<td>0</td>
<td>1.013</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>0</td>
<td>0.698</td>
<td></td>
<td>Q2</td>
<td>0</td>
<td>1.010</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>0</td>
<td>0.436</td>
<td></td>
<td>Q3</td>
<td>0</td>
<td>1.005</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>0</td>
<td>0.421</td>
<td></td>
<td>Q4</td>
<td>0</td>
<td>1.006</td>
</tr>
</tbody>
</table>

Table 8. Probit indication of turning points (authors’ own calculations)

Table 2 and Fig. 2 indicate that low values of the probits do not imply turning points in the evolution of the Czech economy. On the contrary, the Q3-2007 turning point (a grey field in Table 2 and a triangle mark ▲ in Fig. 2) the probit probability of a turning point occurrence as estimated in the preceding time step \(t-1\), i.e., in Q2-2007, amounts to 0.844 (the probit value is marked with a large square mark ■ in Fig. 2). In other words, since the exogenous variables have been put one step (one quarter) backwards, a high value of probit at time Q2-2007 indicates a turning point in the GDP evolution at time Q3-2007, or rather, it indicates a high value of probability that the turn may occur in the next period.

A similar interpretation (cf. Table 2 and Fig. 2) is valid for Q4-2008 (one period ahead, i.e., at Q3-2008, the probit distinctly grows to 0.678; hence a coming turning point – saddle – is signaled). Similarly for Q4-2009 and Q4-2013 (always with the probit flag one step ahead) – in the last two instances the turning points are evolution peaks.

The coefficient of determination for the case of using the linear regression hyperplane with a time shift of the exogenous variables by one step backwards equals \(r^2 = 0.74477 = 74.477\%\).
In any case the most important task in the probit indication of the turning points is the requirement for a timely signal that the potential for the occurrence of an evolution turning point is growing. This would bring substantial information to be used in decision making in the economic policy.

The most important task in the probit indication of the turning points is the requirement for a timely signal that the potential for the occurrence of an evolution turning point is growing. This would bring substantial information to be used in decision making in the economic policy. However some open questions remain: What price level should be chosen for certain volume indices? It has not been satisfactorily shown which of the options – fixed prices, current prices, previous year's prices, etc. – is the best? Should original or seasonally cleaned data be used? A reply to this question will probably have to be found experimentally. A certain complication in this respect is implied from the fact that for data obtained from the public-domain sources it is usually unknown what procedures were used for the seasonal cleaning and/or whether all indices we would like to include in the model were seasonally cleaned by the same procedure? What length of the time series should be used?

CONCLUSIONS

Detecting a turning point in economic evolution and, in particular, a possible beginning of recession is an all-encompassing problem. Its solution cannot be restricted to the use of one formalised (statistical or econometric) method. Neither can it be narrowed down to an indefinite factual analysis not based on data and evaluation of the evolution of key indices. Successfully coping with a risk of a turning point (of course, especially for recession, but also conjuncture as a way out of economic problems prevailing in a country or group of countries) is only possible by applying a carefully balanced combination of factual analysis and detailed analysis of key economic data.
Our method is an attempt at finding this very combination. It primarily preselects the decisive factors (exogenous variables) whose evolution may include potential for influencing the overall economic development. This, however, is not enough. We also have to analyse the genetic background of such influence on the aggregate index (usually the GDP, but another aggregate index is also possible). Now it is the right time for a factual analysis of the accompanying variables (as illustrated in the Basic Concept of the Model chapter of the present paper), and also for quantifying the possible risk, implied by the measure of this genetic background. It may be viewed as a kind of "risk seismograph".

The factual concept must defend the role and influence of the exogenous variables on the aggregate evolution, including a proper choice and reasoning of the selected indices – answering the question "how" and "why" the transfer occurs. The subsequent quantification (here with the aid of the probit method) must calculate the risk of transfer – answering the question "how much" or "to what extent". The main contribution of our method is the combination of both approaches, when both are simultaneously evaluated and intertwined. At the same time, we explicitly express the probability that a turning point (in either direction) occurs. Moreover, our model is interactive because we can add or remove the exogenous variables. Last but not least, there is a prediction potential – thanks to the one-step time delay of the endogenous variable (here the GDP) behind the lead exogenous variables we can try to predict changes to come.
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ABSTRACT

This study sought to contribute to research on entrepreneurial intention (EI) by identifying which constructs of the entrepreneurial profile and internal conditions of healthcare organizations support entrepreneurship and contribute to the EI of nurses.

In addition to psychological attributes, cognitive processes, motivations, sociodemographic and professional characteristics, and entrepreneurial abilities, the literature indicates that internal conditions of organizations also contribute to explaining EI.

To evaluate this model empirically, the primary data were collected with questionnaires distributed to nurses. In two public hospitals—the Trás-os-Montes and Alto Douro Hospital Center (CHTMAD) and the Local Health Unit of the Northeast (ULSNE)—638 nurses filled out the questionnaire. The data were analyzed using inferential and regression analyses.

The results suggest that the dimensions related to personal attributes, namely, motivation and entrepreneurial skills, are the constructs that best explain the EI of these professionals within their organizations. A broad discussion is needed about how to implement internal conditions that promote an intrapreneurial and innovative culture in healthcare organizations.

The results confirm that healthcare organization administrators need to develop conditions that enhance the EI of their healthcare professionals and differentiate their practices from other organizations.

Keywords: Entrepreneurial profile, entrepreneurial intention, intrapreneurship, health organizations, nurses.

AIMS

Society is currently experiencing an era of extensive entrepreneurship, dominated not only by increased entrepreneurial activity but also a fundamental change in the way of thinking about life,
organizations, and the environment. The concept of intrapreneurship has emerged, which can be defined as the way an organization can be transformed from inside to become more profitable when more visionary employees are allowed to implement their entrepreneurial ideas. Any organization can benefit from sustaining and encouraging entrepreneurship because, through entrepreneurship, organizations can develop, reinvent themselves, improve their performance, and ensure survival in the marketplace (Cadar & Badulescu 2015). To this end, organizations must take into account their employees’ entrepreneurial profile, as well as the internal organizational conditions that foment an entrepreneurial culture.

The entrepreneur is considered an agent of change: an innovator who produces new products, identifies new markets, combines resources to lead to new and unique modes of competitive advantage, and creates changes in the rules of market competitiveness. In contrast, the intrapreneur seeks to change the current state of his or her organization and to innovate within this context, which requires an organizational culture and environment that encourages successful intrapreneurship (Smith et al. 2016). An internal work environment that rewards and recognizes employee discretion—combined with the appropriate level of organizational boundaries, such as formalization, centralization, technological routines, and connectivity—is crucial to fostering organizational culture and job satisfaction. This, in turn, can lead to development of entrepreneurial orientation and intention within organizations (Karyotakis & Moustakis 2016).

Entrepreneurial intention (EI) is considered a significant construct in the most recent research on entrepreneurship, based on the evidence that EI predicts future entrepreneurial activity even in the very long term (Liñán & Fayolle 2015). Some studies have already related EI to entrepreneurial skills (e.g., Adeyemo 2009, Ibrahim & Lucky 2014), taking into account personal characteristics and context factors (e.g., Karimi et al. 2015, Singh et al. 2016). However, only a few studies have been conducted in health organizations (e.g., Lages 2015) and have specifically involved the growing number of nurses who are part of change processes in different areas of healthcare activities. Erdmann et al. (2009: 642) suggest that: “The visibility of ... nurse[s] is ... [increased] by ... [a] search of the interactive and associative possibilities of [their] social contribution[s] in ... different spaces and fields of action, in order to broaden and make known ... [nurses’] field of intervention”. According to DeSantis and Scales (2015), nurses have an extremely important role in the healthcare system. However, to engage in innovative behavior, nurses need management support, resources, a favorable work environment, and knowledge about innovation and the role of nurses. Nursing leadership is, thus, vital to the development of nursing practices, fostering and supporting the level of intensity required for innovation processes.
Taking into account the aforementioned research, the present study had as its main objective to identify which constructs of the entrepreneurial profile and internal conditions of organizations promote the EI of a specific group of health professionals, namely, nurses. This research was justified by the lack of studies in this area, including the need for a fuller understanding of the relationship between the entrepreneurial profile, organizations’ internal conditions, and healthcare professionals’ EI in this case, nurses. The study sought to provide top administrators of health organizations with the information needed to develop conditions that foster their employees’ intrapreneurial intentions, thereby differentiating how they exercise their profession in workplace activities from other organizations’ employees.

After this introduction, a brief theoretical discussion of EI and related factors is provided. Section three describes the methodology used. In the fourth section, the results are presented, followed by the final sections’ discussion of findings and this study’s limitations and implications.

BACKGROUND

Entreprenenurial Intention

Intention can be interpreted as an indication of how willing an individual is to try something and how much effort he or she is willing to expend in order to engage in certain behaviors for a particular length of time (Kusmintarti et al. 2016). The decision to become an entrepreneur needs to be considered voluntarily and consciously (Krueger et al. 2000), so, logically, how this decision is made needs to be analyzed (Liñán & Chen 2009). Within the field of entrepreneurship, EI is already a consolidated area of research (e.g., Fayolle & Liñán 2014), with a growing number of entrepreneurship studies using this construct as a powerful theoretical reference (e.g., Liñán & Fayolle 2015). According to Fayolle and Liñán (2014), the work done by Shapero and Sokol (1982) and Shapero (1984) marks the period in which the literature on EI started its rapid growth (e.g., Fayolle & Liñán 2014, Fayolle et al. 2014).

EI can be defined as an individual’s self-recognized conviction that he or she intends to start a new business and consciously plans to do so at some point in the future (Thompson 2009). Ibrahim and Lucky (2014) defined EI as a set of ideas that guide, coordinate, and control the action of creating and developing a new business, including its implementation and the evaluation of the external or internal environments of relevant organizations. In general, EIs depend on perceptions of the personal attractiveness and social norms of the viability of entrepreneurship, but some authors also mention that EIs depend on perceptions of personal convenience and viability, as well as individuals’ propensity to act (Krueger et al. 2000). For a variety of authors (Krueger et al. 2000, Ismail et al. 2015),
studying EI helps to understand its antecedents and to anticipate this intention (Ibrahim & Lucky 2014). Therefore, one of the dimensions chosen for the present study was to examine the EI of a specific group of healthcare professionals – nurses - in order to identify the antecedents of their EIs.

Internal conditions of organizations

A set of conditions can be identified that make the internal environment of an organization more welcoming to entrepreneurial attitudes. Most of these conditions are associated with the openness with which organizations deal with their employees, as well as the incentives administrators provide for employees to develop an entrepreneurial culture within the organization (e.g., Antoncic & Hisrich 2003). Bhardwaj and Sushil (2012) argue that, by giving appropriate rewards to employees, intrapreneurial activity can be improved. An effective reward system needs to consider goals, feedback, result-based incentives, and an emphasis on individual responsibility. Currently, dynamic and soft conditions advocate work environments that encourage new ideas, innovation, proactive behavior, risk-taking, and rational management, rewarding experiments, maturity, willingness to change, and open-mindedness (Karyotakis & Moustakis 2015). Several researchers have recognized the importance of internal organization conditions to promoting and supporting the development of an entrepreneurial environment (Kuratko et al. 2001, Hornsby et al. 2009). Notably, the size and type of organization (i.e., public, private, or non-profit) influence the internal conditions that the organization provides its employees (Zapkau et al. 2015). Kuratko et al. (2014) identify five specific dimensions that contribute to an environment that encourages entrepreneurial behavior: manager and/or coordinator support, autonomy, rewards, availability of time, and organizational procedures. Therefore following research hypothesis was proposed:

\[ H_1: \text{The internal conditions of a healthcare organization foster the EI of nurses.} \]

Sociodemographic and socio-professional factors
Previous research on EI has identified some factors related to individuals’ intention to start a business, including social aspects, socio-professional contexts (e.g., Nabi & Liñan 2011, Karimi et al. 2015), and sociodemographic aspects, such as gender and training (e.g., Phipps et al. 2015). Regarding gender, several studies highlight the impact of gender on EI and gender differences among entrepreneurs (e.g., Pejić Bach et al. 2016). Liñán et al. (2011) refer to several determinants of EI, including demographic factors such as age, gender, education, and work experience. In regard to the target organizations of this study (i.e., healthcare institutions), a multitude of factors can stimulate intrapreneurship in these organizations, among which are social, administrative, demographic, professional, and educational aspects. Individual and sociocultural factors have a significant explanatory power for entrepreneurial intent and the decision to start a business (Singh et al. 2016, Darbyshire 2014). Based on these findings, the following hypothesis was formulated:

H₂: Sociodemographic and professional characteristics influence the EI of nurses.

Psychological and cognitive factors

Despite some skepticism in the past, personality traits continue to attract considerable attention in entrepreneurship research. Studies of psychological and/or personality factors have revealed the complexities inherent in personality and cognition, with different types of variables influencing the way people see, interpret, and react to reality (Liñán & Fayolle 2015). Individuals’ personality influence their behaviors and attitudes. Since the decision to start a business is a human behavior, it is influenced by psychological factors (Chedli 2016). In their studies in the healthcare sector, Marques et al. (2013) and Lages et al. (2016) identified the psychological factors of creativity and/or innovation, self-esteem and/or self-confidence, and self-autonomy. In the present study, based on the review of the literature discussed above, the following research hypothesis was proposed:

H₃: Psychological factors influence the EI of nurses.

The cognitive approach emphasizes the fact that everything humans do or say is influenced by mental processes, motivations, perceptions, or attitudes. Through these processes, people acquire information and then store, transform, and use it to achieve different goals, make decisions, or solve problems (Fernández et al. 2009). Entrepreneurial cognition focuses on entrepreneurs’ mental models and on the ways they link their psychological traits to entrepreneurial processes and outcomes (Chen et al. 2015, Virick et al. 2015). Tang et al. (2007), Marques et al. (2013) and Lages et al. (2016) refer factors such as perseverance, an optimistic perception of success, and the influence of affective states.
as cognitions that influence entrepreneurial behavior. Muehlfeld et al. (2015) confirm that one characteristic typically attributed to entrepreneurs is perseverance, namely, their commitment to a chosen path and fearless pursuit despite adversity (e.g., Baron 2004, Holland & Shepherd 2013, Verheul et al. 2012, Patel & Thatcher 2014). In the present study, the cognitive attributes associated with the profile of the healthcare professionals under study were: (1) an optimistic perception of success, (2) perseverance, and (3) the influence of affective states. Based on this line of thought, the following hypothesis was formulated:

**H**₄: Cognitive factors influence the EI of nurses.

**Motivational factors**

Chedli (2016) lists a number of motivational factors that influence entrepreneurial behavior. These fall into two categories: (1) psychological motivations, such as personality traits and satisfaction of personal needs and (2) contextual motivations, such as sociological interactions between individuals and their environment, situations, economic settings, and government aid. Debariev et al.’s (2015) study identified three motivational factors—personal attitude, perceived behavioral control, and subjective norms—that have a positive impact on EI. Romero-Martínez and Milone (2016), in turn, report that autonomy at work, self-actualization, and the need to find an alternative to unemployment are the main motivations for entrepreneurship. Research by Indarti and Rostiani (2008) identified a desire for self-realization as a determinant of EI. Taking into account the healthcare organizations and professionals involved in the present study, autonomy and self-actualization were considered determining variables for intrapreneurial intention. Thus, the following hypothesis was proposed:

**H**₅: Motivations for intrapreneurship influence the EI of nurses.

**Entrepreneurial skills**

Entrepreneurial skills are necessary basic skills that enable individuals to start and successfully develop a financially viable business (Adeyemo 2009). Ibrahim and Lucky (2014) also observed that entrepreneurial skills are an important factor for the development of successful entrepreneurship and that these are related to entrepreneurs’ EI. According to Ibrahim and Lucky (2014), in the context of entrepreneurship, capacity has been identified as one of the most important and necessary factors in becoming entrepreneurs and being successful in entrepreneurial activities, including as a characteristic of those who intend to become entrepreneurs. Phipps et al. (2015)
emphasize that individuals need relevant knowledge and skills in order for their intrapreneurial intentions to succeed. Therefore, the following research hypothesis was formulated:

**H6:** The entrepreneurial capacities of nurses positively influence their IE.

**Conceptual Model**

Based on the objective and research hypotheses presented in the previous subsections, the conceptual research model in Figure 1 was proposed. This model included the conceptualization and incorporation of relevant dimensions from the following studies: Tang et al. (2007), Marques et al. (2013), Lages et al. (2016) Liñan (2008) and Liñan and Chen (2009).

![Figure 1 - The conceptual model.](image)

**METHODS**

In the two public hospitals involved in this study, 1,384 questionnaires were distributed—823 in the Trás-os-Montes and Alto Douro Hospital Center (CHTMAD) and 561 in the Local Health Unit of the Northeast (ULSNE) in the first half of 2016, and 638 questionnaires were collected. The five-part questionnaire contained closed-ended, multiple-choice questions with answers using a five-point Likert-type scale. The anonymity of the study participants was safeguarded to ensure ethical principles, and the data were treated using methods that guaranteed confidentiality. The scales used were validated by previous studies. More specifically, the scale of psychological and cognitive factors was taken from Marques et al.’s (2013) work. The entrepreneurship scale was originally developed by
Liñan (2008) and translated and retranslated for the present study. For the EI scale, the scale was based on the one used by Liñan and Chen (2009), and the scale of organizations’ internal conditions came from Lages et al. (2016) study. The hypotheses developed for this study were tested via analyses of multiple linear regression coefficients and their respective statistical significance using a stepwise algorithm. In addition to these calculations, the explanatory capacity of the models (i.e., adjusted r-squared), the validity and suitability of the models for the data (i.e., analysis of variance), and possible multicollinearity problems (i.e., the condition index value) were analyzed.

RESULTS

Characterization of Sample

This research dealt with a sample of participants in a feminized healthcare profession (i.e., 79.9% of respondents are female), who were mostly married or in a civil union. In terms of age, 70.9% of the respondents were over 36 years old. Regarding qualifications, 85.3% of the sample have a higher education degree, and 12.6% have a master’s degree. The data also revealed that only 18.2% of the participants were trained in management. A majority (62.4%) of the nurses worked in CHMTAD and 37.6% in ULSNE, dispersed across several hospital units. Almost 40% of the sample was concentrated in the Vila Real Hospital. In terms of employment status, 88.6% of the respondents had a permanent contract, while 10.9% have a fixed-term contract.

Validation of Research Instrument

The factorial analysis for motivations for entrepreneurship led to the retention of two factors: self-realization (5 items; Cronbach’s alpha = 0.898) and need/family influence (3 items; Cronbach’s alpha = 0.789) that account for 71.58% of the explained variance, with good internal reliability results (KMO = 0.828).

The factorial solution for the items related to entrepreneurial skills led to the retention of a single factor (6 items; Cronbach’s alpha = 0.911). This is associated with 69.48% of the explained variance and an extremely good result from the internal reliability analysis (KMO = 0.888). The matrix of the components was also subjected to a varimax rotation.

The factor analysis of the items related to EI resulted in the retention of a single factor (6 items; Cronbach’s alpha = 0.971), which accounts for 87.66% of the explained variance. This factor also produced extremely good result in the internal reliability analysis (KMO = 0.928).

The factor analysis of the main components for the cognitive profile items led to the retention of three factors: optimistic perception of success (5 items; Cronbach’s alpha = 0.733), perseverance (2
items; Cronbach’s alpha = 0.645) and influence of affective states (1 item) with acceptable results for internal reliability (KMO = 0.754).

In relation to psychological factors the factor analysis of the main components of the psychological profile resulted in the retention of three factors: propensity to risk and innovation (8 items; Cronbach’s alpha = 0.845), self-control (3 items; Cronbach’s alpha = 0.703) and autonomy (2 items; Cronbach’s alpha = 0.723). These factors account for 52.88% of the explained variance. All internal reliability results are above the acceptable level for index creation (reliability (KMO = 0.918).

**Linear Regression Model**

In order to respond to the objective defined for this study, the research hypotheses were verified using multiple linear regression models. These included EI as the dependent variable and the independent variables of the entrepreneurial profile (i.e., motivations and cognitive, psychological, sociodemographic, and professional factors, as well as entrepreneurial capacities) and organizations’ internal conditions. The results are presented in Table 1 and Figure 2.

**Table 1**: Linear regression models for predicting EI

<table>
<thead>
<tr>
<th></th>
<th>Coefficient</th>
<th>Standard error</th>
<th>p</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Motivations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-realization</td>
<td>0.323</td>
<td>0.045</td>
<td>&lt; 0.001</td>
<td>R2 adjusted 0.130; F = 43.800 (p &lt; 0.001)</td>
</tr>
<tr>
<td>Family need/influence</td>
<td>0.153</td>
<td>0.045</td>
<td>&lt; 0.05</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.520</td>
<td>0.173</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Entrepreneurial skills</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entrepreneurial skills</td>
<td>0.644</td>
<td>0.049</td>
<td>&lt; 0.001</td>
<td>R2 adjusted 0.222; F = 175.259 (p &lt; 0.001)</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.084</td>
<td>0.166</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cognitive profile</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimistic perception of success</td>
<td>0.401</td>
<td>0.079</td>
<td>&lt; 0.001</td>
<td>R2 adjusted 0.060; F = 20.013 (p &lt; 0.001)</td>
</tr>
<tr>
<td>Influence of affective states</td>
<td>0.120</td>
<td>0.046</td>
<td>&lt; 0.001</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.360</td>
<td>0.274</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Psychological profile</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Creativity and innovation</td>
<td>0.413</td>
<td>0.065</td>
<td>&lt; 0.001</td>
<td>R2 adjusted 0.062; F = 40.381 (p &lt; 0.001)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.494</td>
<td>0.251</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sociodemographic and professional profile</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female gender</td>
<td>-0.450</td>
<td>0.115</td>
<td>&lt; 0.001</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.191</td>
<td>0.063</td>
<td>&lt; 0.05</td>
<td>R2 adjusted 0.053; F = 9.932 (p &lt; 0.001)</td>
</tr>
<tr>
<td>Management training</td>
<td>0.249</td>
<td>0.114</td>
<td>&lt; 0.05</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>3.273</td>
<td>0.306</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Internal conditions of organization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operational autonomy</td>
<td>0.313</td>
<td>0.065</td>
<td>&lt; 0.001</td>
<td>R2 adjusted 0.038; F = 22.926 (p &lt; 0.001)</td>
</tr>
<tr>
<td>Constant</td>
<td>1.175</td>
<td>0.188</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The results in Table 1 and Figure 2 can be divided into two large groups that can influence the nurses’ EI: (1) the factors that constitute the entrepreneurial profile and (2) factors arising from organizations’ internal conditions. Regarding nurses entrepreneurs, the results indicate that:

- The intrapreneurship motivations of self-realization and family need and/or influence contribute positively to EI.
- With regard to entrepreneurial skills, professionals with a higher level of entrepreneurial skills have a higher EI.
- Regarding cognitive profile factors, an optimistic perception of success and the influence of affective states contribute positively to EI.
- In the psychological profile, only the propensity to risk and innovation makes a statistically significant contribution to EI, and, the greater the respondents’ propensity to risk and innovation manifested, the greater is their EI.
- With regard to the sociodemographic and professional profile, being female means a lower EI and being older also contributes negatively to EI, but having management training implies an increase in nurses’ EI.
- Regarding organizations’ internal conditions, the results verified that only the dimension of operational autonomy has statistical significance: the greater the autonomy granted by the health organization to the professional, the higher the level of EI within the organization.
CONCLUSIONS

Ferreira et al. (2013) identified the permanent need to proactively design, create, and carry out activities and the skills to deal with and motivate people as entrepreneurial characteristics. The present study sought to fill the gap in the literature arising from the inexistence of valid instruments capable of measuring these characteristics quantitatively in a specific professional area such as healthcare. To this end, this section starts by presenting the results for the verification of the research hypotheses.

A positive relationship exists between operational autonomy and respondents' EI, thus reinforcing the conclusions of some authors who argue that individuals with greater autonomy at work have a higher level of EI (Hornsby et al. 1993, Kuratko et al. 2014) – confirm H1. The data offer support for H2 since the analysis verified that being female means lower EI levels and that a more advanced age also contributes negatively to EI. In contrast, having training in management means a higher level of EI, which is in agreement with previous studies (Antoncic & Hisrich 2003, Rodrigues et al. 2008, Martiarena 2013, Urbano et al. 2013). The results of the present study provide support for H3 so that, the higher the risk and innovation propensity manifested by respondents, the higher their EI, as suggested by the studies reviewed (Rodrigues et al. 2008, Martiarena 2013, Urbano et al. 2013). Since the factors of optimistic perception of success and influence of affective states contribute positively to EI, as argued by Marques et al. (2013) and Lages et al. (2016), H4 was also confirmed. Based on the present results, H5 is confirmed given that self-actualization and family need and/or influence contribute positively to EI. This has been corroborated by previous studies (Antoncic & Hisrich 2003, Baron 2004, Rodrigues et al. 2008). The final hypothesis was also confirmed since the data verified that, the higher the level of entrepreneurial skills of nurses, the higher their EI is. This confirms the findings of prior research (Phipps et al. 2015).

Given the limited research in this area, the present study could stimulate other scholars' interest in conducting future studies in this field because the present results confirm the great potential for research on this subject. Thus, due to the pioneering nature and singularity of the present study—in addition to its other merits—these findings are a significant contribution to the literature on EI. This study could also have future implications for both the scientific community and healthcare organizations. A study of this nature always entails some limitations; one limitation observed was that the questionnaires were only distributed to nurses in two public hospitals in a northern region of Portugal, so future research could extend this study's approach to include other regions of this country and carry out comparative studies with other type of institutions, especially in the private sector.
IMPLICATIONS FOR NURSING MANAGEMENT

Organizational research is clearly important to the healthcare system, in particular when assessing the impacts of nursing, because most nurses perform functions in complex organizational contexts (Aiken & Patrician 2000). The importance of this study lies in how it recognizes nurses as potential entrepreneurs, as well as the influence of healthcare organizations’ internal conditions that support entrepreneurship. The results could help top administrators and intermediate managers of healthcare organizations to develop activities that enhance the EI of nurses, thereby differentiating how they exercise their professions through workplace activities from other organizations’ employees.
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ABSTRACT

This paper aims to identify the main characteristics of the women entrepreneur’s profile in healthcare sector. It’s an exploratory study that emerged from the qualitative study supported by semi-structured interviews to women in a northern Portuguese town. Using the interview technique, we collected data about women entrepreneurs in healthcare sector, which were analysed quantitatively (descriptive statistics) and qualitatively (content analysis) giving rise to an exploratory and descriptive study. As results we may summarize that women entrepreneurs in the healthcare sector in a Portugal town are successful; their motivations were a combination of factors (e.g. training in the area, personal recognition and economic needs); obstacles have been identified; the work-family balance is not a limiting factor for their business; institutional support did not affect the start-up of the business and these women entrepreneurs do not feel discriminated. In the expressions of the entrepreneurs they showed self-confidence and self-realization, energy and perseverance. The elaboration of this study will contribute to enriching knowledge about the profile of women entrepreneurs in the healthcare sector, their motivations and obstacles.

Keywords: women entrepreneurs; profile; motivations; work-family balance; healthcare sector, Portugal.

INTRODUCTION

Entrepreneurship is a silent revolution in markets, distinguishing business creation and value added, dedicating time, and effort, assuming financial, psychological, and social risks that are inherent to it, but concomitantly welcome the gratifications of personal and economic satisfaction (Mari et al. 2016). However, for entrepreneurship developed and subsisted, there are a number of structuring factors, namely: financial support; policies and programs; education and training; transfer of R&D results; commercial and professional infrastructure; opening up of the internal market; access to physical infrastructure and social and cultural norms.
When analyzing the concept of entrepreneurship from a gender perspective, female entrepreneurship is characterized by the result of a different experience, which in turn shapes the entrepreneurial intention, and stereotypes are also perceived in the social relations of gender (McClelland, 1961; Brush & Gatewood, 2008). The focus of the Global Entrepreneurship Monitor Portugal 2013 (Caetano 2014) in the individual participation allows the socio-economic analysis of among other characteristics on the entrepreneurs. With this information, it is possible to assess the level of inclusion in the labor market, since several groups (e.g., those classified by age, gender or education) engage in business activity (Kelley et al. 2015).

Studies on women entrepreneurship are emergent given the nature of the increasing evolution of the role of women in contemporary society, as well as the appearance of new issues within this group (e.g. Carter & Shaw 2006, Brush et al. 2014, De Vita et al 2014, Marlow 2014, Henry et al. 2015).

In the research on the theoretical referential in relation to the healthcare sector together with women’s entrepreneurship in the healthcare area, we have a bibliographical gap regarding the specificity of the theme. However, many studies have been done on entrepreneurship in the healthcare sector (e.g. Marques et al. 2013, Lages et al. 2016), but none of them takes into account the gender variable women, in our study. Thus, we may say that the investigation of entrepreneurship based on the healthcare sector is growing, but for now neither focuses women.

Considering the importance to foster women entrepreneurship and the healthcare sector, our study is an exploratory one in qualitative perspective, with the main of identify the key characteristics of the women entrepreneur’s profile in healthcare sector.

The elaboration of this study will contribute to enriching knowledge about the profile of women entrepreneurs in the healthcare sector, motivations and obstacles, as the studies on the subject of entrepreneurship in the healthcare sector, focusing on the female gender are rare.

After this introduction, a brief theoretical discussion about some attributes and motivations of women entrepreneurs. Section three describes the methodology used. In the fourth section, the results are presented, followed by the final sections’ discussion of findings and this study’s limitations and implications.

BACKGROUND

Sex and Gender in an Entrepreneurship Perspective

Entrepreneurship is considered as one of the primordial mechanisms, promoters of economic development, innovation, and well-being. Considered as a dynamic process of change, vision and design, it is based on the identification of opportunities and creation of new solutions by the entrepreneur, with the objective of meeting the needs of individuals (IFDEP, 2014).
In the literature, concepts such as gender and entrepreneurship have expanded over the last few years, but these still remain limited theoretically and methodologically (Calas et al. 2009). As a way of understanding the roots of entrepreneurship, history presents us with four important milestones for the emancipation of women in the labor market. Until the Industrial Revolution in the XIX century, the women were incapable to work outside the household (Hamilton, 2013). Through this revolution, and with the increasing demand for labor, female inclusion has intensified. However, the wage disparities, and the poor working conditions, in this period began to give rise to demands for labor rights. The ideological shift associated with domestic activity has become a dominant gender discourse, linked in large part to industrialization, the separation of production and consumption, household and labor activity, played an important role in the definition of gender roles. In the emerging middle class in Europe (Gatrell 2008). Another important momentous in history was the first and second World Wars, because with less men because of their deaths in combat, it became essential to hire women in the labor market, as a way to fill the activities that were performed until then by men (United Nations 2010). In Portugal, the various political, social, and economic transformations that took place since the 1970s provoked deep changes at various levels, in health in education, in social structure, and in citizenship. Parallel to these changes, the position of women in the labor market, as well as the legal procedure, and the recognition of equal rights between men and women; have undergone fundamental changes, namely of the political regime through the implementation of democracy in Portugal (IFDEP, 2014).

Silveira (2012) presents different associations around the gender issue: associated with the male rationality, calculism and logical thinking; And to female the emotions, intuition and affections, the same emphasizes the existence of a significant asymmetry between the two genders based on the difference of the sex and the culture in which they are inserted. This author refers that gender relations are the result of continuous learning, of social interaction, and not solely of the biological factor. So gender is a social construction and sex is something biological, which is pre-determined at birth.

Women’s Entrepreneurship

When we talk about the first studies on women’s entrepreneurship we refer to the 70’s of the 20th century and was one of the first works by Schwartz (1976). Schwartz (1976) sought to address aspects related to the characteristics of the personality of the entrepreneurial woman, their motivations, and also the difficulties they face. Through her research she concluded that the reasons why lead men and women to open their own business are similar, as well as their qualities as entrepreneurs (Gomes et al. 2014). However, it was notorious that women faced more barriers to the business, impeding the success of their organizations (Gomes et al. 2014).
According to Jennings and Brush (2013) the subdomain of women’s entrepreneurship has passed many of the key development milestones associated with the maturation of a field of research. Brush et al. (2009) refer that business activity is increasing among women, proving to be the most entrepreneurial population in emergency worldwide. However, in spite of this considerable increase on the part of women entrepreneurs, men have still been at the forefront of the entrepreneurial field in recent years, with disparities persisted across all countries (Shinnar et al. 2012).

According to GEM Portugal 2013 (Caetano 2014), the Entrepreneurial Activity Rate Early-Stage Total (TEA) in Portugal in 2013, the number of early-stage male entrepreneurs was 10.8% of the male population in adulthood, while the number of female early-stage was 5.8% of the adult population. There was an intensification of the imbalance of the involvement of men and women included in entrepreneurial activities. Thus, in 2012, “the number of early-stage male entrepreneurs corresponded to 9.3% of the adult male population and the number of early-stage female entrepreneurs to 6.2% of the adult female population. The increase in the overall TEA rate in Portugal is mainly due to the increase in the number of entrepreneurial men” (Caetano, 2014, p. 29)

**Entrepreneurship profile**

There are psychological approaches to entrepreneurship, which seek to identify unique behaviors and traits in the personality of the entrepreneurial individual, allowing him to achieve success. Among them, we highlight the ones that are presented in Table 1.

<table>
<thead>
<tr>
<th>Table 1: Predictive skills of the entrepreneur profile</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>skills</strong></td>
</tr>
<tr>
<td>Search and opportunity recognition</td>
</tr>
<tr>
<td>Goal Orientation</td>
</tr>
<tr>
<td>Creative and innovative problem solving</td>
</tr>
<tr>
<td>Self confidence</td>
</tr>
<tr>
<td>Assertiveness</td>
</tr>
<tr>
<td>Initiative</td>
</tr>
</tbody>
</table>
| Assumption | The business passport (...) will be the entrepreneurial capacity, that is, the capacity
calculated risks | to innovate, to take risks intelligently, to act quickly and efficiently to adapt to the continuous changes of the economic environment (Kaufman, 1991, p. 3).
Use of influence strategies | Once entrepreneurs recognize the importance of their face-to-face contact with others, they quickly and vigorously seek to do so (Markman & Baron, 2003, p. 114).
Entrepreneurial Spirit | Developing the entrepreneurial profile is to enable the student to create, lead and implement the process of developing new life plans. (...) Entrepreneurial training is based on the development of self-knowledge, with emphasis on perseverance, imagination and creativity, associated with innovation (Souza et al. 2004, p. 4).


Motivations

McClelland (1972) advocates that values, human motivations and the need for self-actualization move individuals in search of entrepreneurial activities. It is also evident that the need for achievement and achievement is one of the main reasons that motivate the individual to have a proactive and dynamic attitude. Marques et al. (2011) adds that entrepreneurship in general is persuaded by the following motivating factors: self-actualization; independence; unemployment or need for security; education and previous experience; social status. Now speaking specifically about the motivations that lead the women’s entrepreneurship group to open the business itself, we have authors who defend the:

- Spirit of survival; Dissatisfaction with male leadership; Designing a niche market; Own will at the time of deciding; and finally, the main incentive is the combination of factors such as challenge, pleasure and contentment to face obstacles (Anderson & Woodcock 1996)
- Independence; desire for personal fulfillment; need for survival or a way to reconcile work with family; stagnation of professional career and perception of opportunities in the market (Machado, 2003).
- Difficulties in advancing their professional career, the organizational policies in force in the business context, and the difficulty in the duality of roles, that is, the reconciliation between work and family (IFDEP, 2014).

METHODOLOGY

To answer the research question “What is the profile of women entrepreneurs in healthcare sector?”, a qualitative investigation was carried out, with specific quantitative analyzes in an exploratory and descriptive study. Thus, in the data collection we applied a focused and structured interview, with 24 questions, divided by two segments: socioeconomic characterization and the profile of the entrepreneurial woman in the healthcare sector. The questions of the interview were adapted based on Marques et al. (2017) study.
At the time of the interviews, there was always a concern to safeguard the identity of the interviewees. The sampling was intentional, since we applied the interview to the entrepreneurs who made it available, having as only concern that the women were the owners of their own business related to the health area. This is because there is no Portuguese database to identify companies that are owned by women, nor by sector of activity. The questions were also based on the “GEM Portugal 2013” (Caetano 2014) and “GEM special report: Women’s entrepreneurship” (Kelley et al. 2015), and the interviews were applied to 16 entrepreneurial women, aged between 25 and 53 years, holding business related to the healthcare sector. The use of this method allowed an analysis of the characterization of the entrepreneurial woman in the healthcare sector.

In this work we intend to characterize the entrepreneurs of Vila Real, Portugal, having as reference our research question: What is the profile of women entrepreneurs in the healthcare area? To do this, we defined six propositions:

- **P1**: Women entrepreneurs in the health sector want to be successful.
- **P2**: The motivation of women entrepreneurs in healthcare sector is common.
- **P3**: Barriers to business creation are the bureaucracy and funding.
- **P4**: Work-family balance is not a conditioning factor for business.
- **P5**: Institutional support does not affect the start-up of the business.
- **P6**: Women entrepreneurs in the healthcare sector feel discriminated against.

Despite the efforts made and the limitations to the intended characterization, we were only able to collect 16 interviews in the city of Vila Real, Portugal. Because the size of the sample is small and local – only for business in the city of Vila Real, Portugal – it was decided to establish this first characterization for the entrepreneurial woman in the healthcare sector of this city. Qualitative analysis was done using counts and percentages (tables and graphs) using the IBM SPSS Statistics program 22. The content of the women entrepreneur’s comments was standardized based on the literature using word clouds. The descriptive statistics and graphs built based on the program, and we still used clouds of words.

**RESULTS: ANALYSIS AND DISCUSSION**

**Socio-economic characterization**

The women’s entrepreneurs age varies between 25 and 53 years, with the average age of 39.2. Most of these women are married (68.8%) and the others are single. Half of the women entrepreneurs

---

9 A word cloud is a graphic representation that gives greater prominence to words that appear more frequently in given texts (e.g., responses to open-ended survey questions or interview transcriptions), displaying them differently by size, color and brightness. Thus, for example, the words in the largest font-size are those most commonly encountered in the texts.
in the health area of Vila Real lives with their children and 12.5% lives with their parents. The majority (62.5%) have a degree, 31.3% have a master’s or post-graduate degree and 6.3% (one of 16 women) had a PhD. These entrepreneurs in healthcare sector in Vila Real present an academic profile similar to the early-stage described in GEM (2013).

Regarding the importance of education and training in the creation of the business, all 16 interviewees (100%) reported being a relevant factor. The words associated of the role of training in the management of entrepreneurial business (content analysis) were: training in management, knowledge, contribute, creation, fundamental, management, important and role.

Regarding the type of business of the 16 interviewees, the highest percentage of entrepreneurship in the healthcare sector are dental medical clinics (31.3%), and there are other diversified businesses (Figure 1). Concerning the functions that entrepreneurs carry out in their own business, 23.5% of these women are technicians and managers (Figure 2).

Figure 1. Business in the healthcare sector of the women entrepreneurs in Vila Real town

Figure 2. Functions in their own business of women’s entrepreneurs

Motivations
The graphic representation cloud of words was used and following Portuguese words stand out: area, mine, have, work, clinic, dental, create, formation, taste, medicine, motivated, academic. The cross-analysis of these motivations with the function groups in your business, as it highlighted the technical “my training area”. In this cross-sectional analysis, we highlight that 57.1% of the women (4 out of 7) who reported a combination of factors had told us to perform technical functions and managers and/or managing partners (Figure 3).

Figure 3. Motivations of the women entrepreneurs to create their business in the area of healthcare and functions in this business

The clouds of the words related to the personal characteristics that these women entrepreneurs in the healthcare area of Vila Real, refer as being those that help in their entrepreneurial activity - perseverance, organization (in green on the left) -, those that help and prejudice - sympathy, emotivity (in the gray, center) - and which ones hurt your business (in red on the right, Figure 4).

Figure 4. Characteristics of women entrepreneurs in their healthcare business
Among the personal characteristics that help, those women in their own business stand out in the foreground of the cloud of Portuguese word are organization and perseverance; and in the background: attention, responsibility, and sympathy. Finally in the third plane: ambition, actualization, boldness, and confidence. The personal characteristics that help and hinder them in your business the only referred were sympathy, emotion, and youth. The personal characteristics that harm the entrepreneurs of this area in your business, in the cloud of Portuguese words the emphasis is for not being and being, followed by perfectionism and kindness.

**Obstacles**

The main obstacles to the creation of their business to these women entrepreneurs in the healthcare area: four women (25%) reported bureaucracy, three mentioned space (18.8%) and two (12.5%) indicated the weight of taxes. The result of all responses is displayed in the word cloud (Figure 5).

![Word Cloud for obstacles to the creation of women entrepreneurs' business](image)

**Roles of women**

About people who supported and motivated these women entrepreneurs in the area of health in Vila Real, they mentioned in the first place parents, family and husband. Then friends, brothers, and fathers. Finally, other relatives as children, sister, brother, boyfriend and cousins. Concerning the priority of family versus work, these women entrepreneurs prove to be “the two”, adding that one without the other would be inconceivable to those women.

Crossing these results with those of the marital status of those women entrepreneurs, it is clear that within them, the priority is family and work and in the married ones family and work or family alone, overall of 72.8% (figure 6). Thus, in spite of a small sample of the municipality of Vila Real, the balance of the family versus work seems to be evident, as mentioned in Brush et al. (2014) and Berger and Kuckertz (2016).
Discrimination and self-perception

Of the 16 women entrepreneurs only one (6.3%) reported that she experienced discrimination as an entrepreneurial woman; which is a satisfactory result compared to the “GEM Portugal 2013” (Caetano 2014), “GEM special report: Women’s entrepreneurship” (Kelley et al. 2015) and the IFDEP (2014) reports.

Finally, inquiring about how she thinks society sees her, in the following cloud of words, the following words stand out: entrepreneur, professional, courageous, woman, among others.

In summary five of the propositions were confirmed (P1, P2, P3, P4 and P5) and only one was rejected – P6.
FINAL REMARKS

In spite of the limitation of a small sample, from the 16 interviewees we may have a first approach to the profile of the women health entrepreneurs in Vila Real have the same age range as the early-stage entrepreneurs (Caetano 2014, Kelley et al. 2015) most are married, and the household is slightly higher than Portuguese one.

The motivation of those entrepreneurs was in agreement with their area of training and resulted from a match of factors (Anderson & Woodcock 1996): personal achievement, independence and opportunity arose (Vale et al. 2014). As for the personal characteristics, those that help, help and hinder, and harm their own business are distinguished, being in line with those mentioned for the entrepreneurs in general (Schmidt & Bohnenberger 2008). Finally, the motivation of women entrepreneurs in healthcare in this town can be considered common. The obstacles to the creation of the business refered by these women entrepreneurs are mainly related to complaints of institutional context: bureaucracy, bureaucracies, financial, taxes and licenses (Baughn et al. 2006). To conclude, the obstacles were identified with a slightly different connotation from that exposed in the literature.

It was evidenced the reconciliation of work with the family (Greene et al. 2007, Welter et al. 2014). However, the women roles – family versus work – is not a conditioning factor for their business.

In the expressions of the entrepreneurs they showed self-confidence and self-realization (Vale et al. 2014, Anderson & Woodcock 2009), energy and perseverance (IFDEP 2014, Schmidt & Bohnenberger 2008). In addition, we have also seen that these entrepreneurs do not experience discrimination, contrary to what many authors refer to as Gupta et al. (2013).

The results suggested by the results that may be useful to women entrepreneurs and political decision-makers showing that this is a very feminine sector, without discrimination, and incentive policies should be developed to create start-ups in this sector, starting with the development of entrepreneurial skills and opportunity recognition in education and training related to healthcare.

While encouraging, the results of our preliminary study need to be viewed with caution. Their generalisability is limited given the strong dependence on the narrowly defined context of analysis and decision groups involved (i.e. only 16 womens entrepreneurs), as well as the subjective component of the interview methodology adopted.

Regarding future research, we recommend 1) quantitative studies; 2) studies with different stakeholders in this sector to confirm the robustness of the results; 3) studies across the same sector in different countries to increase the generalisability of the results; 4) comparisons of different methodological approaches and 5) the development of a number of case studies that could complete the framework of research. In this way, methodological improvements and the availability of larger samples will help to strengthen the preliminary conclusions drawn here...
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ABSTRACT

This paper examines the relationship between environmental knowledge, organisational learning and business performance through an empirical study of 87 companies in the Spanish hospitality sector. This study includes “time” as variable in the analysis and by focusing on the need to update environmental knowledge six years after the learning process took place. The results of the study indicate that environmental knowledge has a positive impact on business performance. Therefore, our findings show that in order to achieve a sustained effect on performance, it is necessary for the organisation to keep its environmental knowledge stocks up to date. That is, there is a need to review the organisation’s environmental awareness at a regular intervals (in our particular research, six years after the initial analysis). This can be achieved by defining environmental knowledge as one of the priorities of the organisational learning processes. The paper discusses both conceptual and practical implications for the development of successful hotel operations and management.

Keywords: environmental knowledge, organisational learning, market, hospitality industry, business performance

1. INTRODUCTION

The environment and its protection are a common global concern. An increasing number of organisations are embracing environmental and sustainability challenges into their strategies and activities (Dangelico and Pontrandolfo, 2015). The extant literature contains evidence that by integrating the environment-friendly tasks into organisation strategies a number of benefits can be achieved. These include improved performance not only on organisational but also on environment-relevant aspects. In particular, organisations can implement several actions to reduce their negative impact on the environment and -directly or indirectly, they can improve their business performance.
Environment protection and the improvement of organisational performance are two of the key business priorities worldwide and the basis for attaining sustainable development (Cegarra-Navarro and Martinez-Martinez, 2010). In other words, sustainable development is one of the most widespread ideals of the self-dubbed “knowledge society” (Waldimir et al., 2011). In this context, environmental knowledge and learning have taken on a central role on how the duality organisation–environment is managed (Sinclair, Diduck and Fitzpatrick, 2008).

The dynamics of tourism as an activity and as an industry, combined with the growing concerns about the environment call for a continuous effort in seeking new approaches, tools and perspectives for the acquisition of environmental knowledge by organisations in the hospitality sector (Song et al., 2012). Uncertainty inherent to many resource and environmental decisions underscores the importance of environmental learning through the need to explore and exploit new environmental knowledge (Grant and Spender, 1996; Zahra and George, 2002). Further, the need for institutional innovation and generative change in response to the sustainability imperative emphasises the necessity of organisational learning in the hospitality industry (Kates et al., 2001).

Concern for the environment is an important, sustaining characteristic in several sectors. In the case of the hospitality industry, this commitment is especially important since stakeholders demand special environmental protection and natural resources are clearly not unlimited. However, the hospitality industry has been marginally affected by environmental regulation, becoming a widely neglected research setting. The sector is thus able to shed some light on why some organisations, e.g. hotels, produce different responses to the environmental concerns of their customers compared to others (Darnall, Henriques and Sadorsky, 2010; Fraj, Matute and Melero, 2015; Boiral, Raineri and Talbot, 2016; Rahman and Reynolds, 2016). It may be postulated that the reason why hotels adopt environmental knowledge in the long term could be related to process and to environmental learning, which enable the exploration and exploitation of environmental knowledge (Kim and Rhee, 2009) and its subsequent updating over time. The purpose of this study therefore is to analyse the role played by organisational learning over time as key aspect for updating the environmental knowledge of an organisation, along with the impact these processes may have on business performance. This paper contributes to the relevant literature in several dimensions.

Firstly, it analyses the relationship between environmental knowledge and performance in the context of the hospitality industry unlike the majority of previous studies, which have examined industrial firms (Molina-Azorín et al., 2009; Dangelico and Pontrandolfo, 2015). This established focus in the research literature probably arose because the activities of businesses potentially have a more negative...
impact on the environment (Bowen, 2000; Darnall, Henrique and Sadorsky, 2010), whereas service firms have received much less attention (Mina, Bascavusoglu-Moreau and Hughes, 2014). Secondly, while most of the previous research uses measures of proactivity on environmental performance (e.g. the negative effects of emissions and waste), this paper measures environmental impact as a result of implementing environmental organisational learning. Thirdly, this paper incorporates a longitudinal perspective, focusing on the changes of environmental knowledge along a period of time -mediated by organisational learning processes, with the impact it has on business performance. The longitudinal study described in this paper involved two observations of the same variables over a period of six years (2008 and 2014).

The proposed theoretical framework is presented in the following section. The methodology section provides details of the empirical tool used to collect appropriate data to test the conceptual model presented in the theoretical framework. Finally, the theoretical contribution and managerial implications of this research are discussed in section 4.

2. THE PROPOSED RESEARCH MODEL

2.1. Environmental knowledge and the Spanish hospitality industry

In order to answer the questions proposed by this research, a model was developed using quantitative data from the Spanish hospitality sector, particularly the section of the industry that deals with hotel operation and management. As a service industry, the hospitality sector is particularly relevant as the focus of research on environmental knowledge and organisational learning for two main reasons. First, this sector has an increasing importance on the global economy. Secondly, tourism and the tourist industry show an increasingly growing environmental concern. In contrast, the service sector, which makes a great contribution to development, is being held responsible for many of the issues leading to the planet’s environmental degradation.

The United States, China, Spain and France remain the world’s top tourism destinations (WTO, 2016). These countries not only attract the highest numbers of tourists but also have a combined income of approximately US$ 400 billion. Previous studies have shown that in the both developed and developing economies the service sector has been found to be contributing to more than 70% of the gross domestic product (GDP) (Mittal and Dhar, 2016).

Hotels carry out activities with a substantial dependence on the environment, an element that has modified the global competitive context. Therefore, hotel managers are required to reconsider their position in the conservation of natural resources. In addition, “green” tourism has led to increasingly demanding tourists who remain concerned about the products and services offered by hoteliers. In this context, the implementation of an environmentally-friendly strategy could become a key success factor...
for the competitiveness of hotels (Stegerean, Petre and Chis, 2014). As a consequence, organisations within the hospitality sector face an increasingly complex and competitive environment, forcing them to continuously learn and adapt to the new business environment and embrace innovation as being critical to the survival and success (Cruz et al., 2016). Preservation of the environment therefore becomes a key factor to consider in developing and managing hotel operations (Martínez-Martínez, Cegarra-Navarro and García-Pérez, 2015).

Environmental knowledge is defined as a system to connect data, analysis and people which presents an opportunity to formalise industrial ecology in a business setting (Wernick, 2003). According to Fryxell and Lo (2015), environmental knowledge is defined as a general knowledge of facts, concepts, and relationships concerning the natural environment and its major ecosystems. Thus, environmental knowledge involves what societies know about the environment, key relationships leading to environmental aspects or impacts, and an appreciation of systems, and collective responsibilities necessary for sustainable development (Frick, Kaiser and Wilson, 2004; Po-Shin and Li-Hsing, 2009; Whyte, 2013). Based on this understanding, we focus on gaining an understanding of how the updating of environmental knowledge, mediated by learning processes, may contribute to the development of new environmental-informed responses or to adapting existing environmental approaches (Cegarra-Navarro and Martinez-Martínez, 2010).

2.2. Connecting environmental knowledge to organisational learning over time

Environmental knowledge has been invoked to characterize the way in which hospitality companies are able to create a path for the implementation of environmental practices that promote sustainable development (Martínez-Martínez, Cegarra-Navarro and García-Pérez, 2015). In this paper, the authors adopt this view and therefore take an approach that considers environmental knowledge as the knowledge that can help hotel managers develop better environmental solutions (Martínez-Martínez, Cegarra-Navarro and García-Pérez, 2015). Employees and management hold environmental knowledge at an individual and organisational levels. At every level they become stakeholders of such knowledge, take responsibility, experiment, make mistakes and acquire new environmental knowledge as they socialise and in the process of seeking continuous improvement in every aspect of the firm’s transformation process (Spender, 1998). This use of environmental knowledge helps employees find solutions to problems and improve their performance (Klassen and McLaughlin, 1996; Céspedes-Lorente, Burgos-Jiménez and Álvarez-Gil, 2003; Easterby-Smith and Prieto, 2008; Boiral, Raineri and Talbot, 2016). In this context it is worth noting that other research has shown how tacit and individual environmental knowledge of stakeholders by sharing and use of tacit environmental knowledge also can imply the development of it (Boiral, 2002). Likewise, the implementation of environmental programs requires learning, collaboration and helping relationships between employees, which are...
facilitated by environmental knowledge (Paillé and Raineri, 2015). These considerations led us to frame the first hypothesis of our study as follows:

**H1. Environmental knowledge (t) positively influences organisational learning (t)**

Organisational adaptation to a volatile environment has long been a major topic of research. It has been documented that an organisation’s adaptation requires a balance between exploration and exploitation to attain long-time viability in the face of a changing environment (Kim and Rhee, 2009). We add to such argument by proposing that for such adaptation to be successful the organisational learning processes should also be updated. What one may see as drivers of the exploitation and exploration processes of environmental knowledge over time within firms is their updated organisational learning strategies (Sinclair, Diduck and Fitzpatrick, 2008; Kim and Rhee, 2009; Liao, Chang and Wu, 2010; Kalmuk and Acar, 2015). As Martínez-Martínez, Cegarra-Navarro and García-Pérez (2015) noted, “time” provides hospitality companies with the temporal space they need to adjust and adapt to the new environmental challenges such as planning aims to enable recycling. For example, time implements a shared calendar for adjustment and revision of environmental practices and, delivers space for both synchronization and adjustment of knowledge structures. As a result, new environmental knowledge through learning orientation requires systematic update and represents a firm’s internal cognitive map in answering the needs of customers and markets through the updating of environmental knowledge (Sheng and Chien, 2016). This led us to hypothesise that:

**H2. Organisational learning(t) positively influences environmental knowledge (t+6)**

Once the staff has updated knowledge concerning its environment (e.g. new regulations to improve integrity of tourism industry), this knowledge can be viewed as a source of better solutions that meet new market needs or requirements (Sinclair, Diduck and Fitzpatrick, 2008; Kim and Rhee, 2009; Liao, Chang and Wu, 2010; Kalmuk and Acar, 2015). In other words, since environmental knowledge such as that of legislative changes has a dynamic nature, it requires solutions to be updated for managers to create (exploration), retain, transfer and use (exploitation) an organisation’s explicit and tacit environmental knowledge over time (Easterby-Smith and Prieto, 2008). In the same way organisations need develop dynamic capabilities, understood as routinised knowledge directed to the development and adaptation of operating routines (Zollo and Winter, 2002; Kabongo and Boiral, 2017). This allows them to incorporate into their routines the measures dictated by changes in the environment (Boiral, Raineri and Talbot, 2016; Font, Garay and Jones, 2016). Hotels operate in a context of intensive innovation and need to review their learning processes, which are implemented to create and update environmental knowledge (Martínez-Martínez, Cegarra-Navarro and García-Pérez, 2015). For example, according to Psomas, Fotopoulos and Kafetzopoulos (2010) and Tari et al., (2010) a way to increase and update environmental knowledge is implementing a quality standard’s such as ISO 9001, which
suggests that hotels need to update their environmental knowledge through organisational learning over time (Fraj, Matute and Melero, 2015). Thus, longitudinal studies might potentially elucidate the long-term effects of organisational learning on environmental knowledge. We therefore propose the following hypothesis:

H3. Environmental learning (t+6) has positively effects on organisational learning (t+6)

One of the most important reasons for implementing “green organisational learning” strategies is the customer and their views, often touted as the central stakeholder in driving hotels to be environmentally friendly. Indeed, a growing consumer base exists who are attracted by the ecological appeal of lodging facilities (Han et al., 2011; Han and Chan, 2013). In the case of these hotels, environmental protection activities are embedded in business operations and may bring some benefits, such as the reduction of operating costs by exploiting ecological efficiencies, an increased demand by attracting ‘green’ consumers, gaining a competitive advantage, achieving marketing benefits and improved relationships with stakeholders, improving corporate reputation, obtaining additional social benefits, reducing long-term risks, innovation or a higher ability to influence or to operate ahead of the formalisation of new regulations (Álvarez Gil, Búrgos Jimenez and Céspedes Lorente, 2001; González-Benito and González-Benito, 2005; Callan and Thomas, 2009; Molina-Azorín et al., 2009; Cegarra-Navarro and Martinez-Martínez, 2010; Mina, Bascavusoglu-Moreau and Hughes, 2014; Dangelico and Pontrandolfo, 2015).

The above considerations have allowed us to propose that hotel performance is likely to be associated with environmental knowledge. As noted above, through organisational learning it can be possible to increase environmental knowledge, help hotels improve their business performance and obtain also a sources of competitive advantage (Easterby-Smith and Prieto, 2008; Civre and Omerzel, 2015). Thus, the following hypothesis is proposed:

H4. The existence of an up-to-date organisational learning strategy (t+6) could help hotels achieve better levels of business performance.

Taking all of the above into consideration, this study proposes the structural model shown in Figure 1, which can be briefly described as follows: Hotels must exploit and explore new environmental knowledge to internalise such knowledge through updated learning processes and thereby improve their business performance.
3. METHOD

3.1 Data collection

The population samplings used in this study comprised hotel managers. Spain is the third most visited country in the world. Not only its geography as a western European country with a Mediterranean weather, but also the fact that Spain is seen as a safe destination with a strong economic recovery are factors that make Spain appealing both to visitors and investors alike. Tourism contributes 13% of the Spanish GDP and provides 11% of all jobs. By the end of 2016, 70 million tourists had visited the country in the year. According to the World Travel and Tourism Council (WTTC), in 2017, these numbers will increase in a 2.9%. The WTTC also forecasts an average 2.7% annual increase in visitors until 2020. It should also be noted that the Spanish tourism sector is very complex and requires intensive use of knowledge resources to competitively operate in the market and satisfy its customer needs (Martínez-Martínez, Cegarra-Navarro and García-Pérez, 2015).

A list of 560 Hotel Operators was provided by the SABI database (from the SABI Database based on the statistics for the year 2006), which was used as an initial sampling frame. All companies were included in the CNAE-552 (the Spanish National Classification of Economic Activities 552) and had ten or more employees. Before conducting the survey, the businesses were contacted by telephone and invited to participate in the study. Data sets were gathered in two phases, the first of which lasted two months, from early September to the end of October 2008. From a sample of 245 companies, 127 companies responded to the survey. The second stage in the data collection process within this research was conducted six years after the completion of the first phase. For approximately two months, between January and February 2014, the same companies that had completed the survey six years earlier were contacted. A survey was conducted and a total of 87 responses were collected, for a response rate of 15.53% of the total.
3.2 Measures
Churchill’s (1979) approach to questionnaire development was used, combining scales from several other relevant empirical studies with new items to make an initial list of 16 items. Several items were modified through interviews with colleagues and a first draft of the questionnaire was tested with three hotels. The questionnaire constructs were operationalised and measured as follow:

With regard to the items making up knowledge exploration, the technique of Mom, Van Den Bosch and Volberda (2007) was followed in adopting a broader notion on knowledge exploration. This means that the exploration scale determines the extent to which the HHU supports activities that allow its employees to learn new skills or knowledge (Mom, Van Den Bosch and Volberda, 2007). The existence of conditions necessary to support knowledge exploitation (ET) were measured using an adapted version of a scale designed by Bontis, Crossan and Hulland (2002) to measure the construct ‘feed-back learning flows’. They were focused on the utilisation of knowledge, which is embedded in the HHU to develop plans and the response implementation of such plans.

Environmental knowledge was computed using the scale of (Martínez-Martínez, Cegarra-Navarro and García-Pérez, 2015), who highlight the importance of supporting policies, rules, reporting structures and decision-making protocols that encourage the introduction of clean technologies and approaches to reduce pollution that often leads to substantial savings of materials and energy.

As the use of objective measures may pose some challenges to researchers while making causal inference from the historical data (March and Sutton, 1997), this study adopts subjective measures to achieve a more comprehensive evaluation of performance of the firm. In this regard, several measures of business performance have appeared in literature and we adopt the growth-based measures proposed by Kaplan and Norton (1992) and Klassen and McLaughlin, (1996) for sales, profits and profitability on total assets.

3.3 Data analysis and results
The data collected was analysed using the PLS-Graph software version 03.00 Build 1058. PLS was selected due to the characteristics of the model and population sample, which met Chin’s (2003) criteria. The proposed model is complex and uses reflective indicators, and the data collected is non-normal. Using PLS involves a two-stage approach (Barclay, Higgins and Thompson, 1995). The first step required an assessment of the measurement model. This allows for the relationships between the observable or manifest variables and the theoretical concepts or latent variables to be specified. This analysis is performed in relation to individual item reliability, construct reliability, average variance extracted (AVE), and discriminant validity of the indicators of latent variables. In the second stage, the structural model is evaluated. The aim of this is testing the extent to which the causal relationships specified by the proposed model are consistent with the data available. For hypothesis testing, the
bootstrapping procedure recommended by Chin (1998) was used. In order to analyse the relationship between the different constructs and their indicators, a latent model perspective was adopted in which the latent variable is understood to be the cause of the indicators.

First-order constructs or dimensions are therefore referred to as reflective indicators. Knowledge exploration (KEr), knowledge exploitation (KEt), environmental knowledge, and business performance (BP) were operationalised as first-order reflective constructs.

The results in Table 1 show that all of the constructs considered are reliable. The values for composite reliability are greater than the stricter value of 0.8 for basic research (Nunnally, 1978). The AVE should be greater than 0.5, meaning that at least 50% variance of the indicators should be accounted for (Fornell and Larcker, 1981). All the constructs in this model exceeded this condition. To assess the discriminant validity, the square root of the AVE (the diagonal in Table 1) was compared with the correlations between the constructs (the off-diagonal elements). On average, each construct relates more strongly to its own measures than to others.

Table 1: Construct correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>CR</th>
<th>AVE</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td></td>
<td></td>
<td>0.7</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>6.91</td>
<td>1.72</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>7.01</td>
<td>1.67</td>
<td>0.8</td>
<td>0.62</td>
<td>0.6</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>6.56</td>
<td>1.81</td>
<td>0.8</td>
<td>0.57</td>
<td>0.5</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>6.78</td>
<td>1.57</td>
<td>n.a.</td>
<td>n.a.</td>
<td>7</td>
<td>0.78</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>6.86</td>
<td>1.74</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.</td>
<td>6.84</td>
<td>1.72</td>
<td>0.7</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>6.49</td>
<td>1.92</td>
<td>0.7</td>
<td>0.52</td>
<td>0.5</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.</td>
<td>6.67</td>
<td>1.67</td>
<td>n.a.</td>
<td>n.a.</td>
<td>3</td>
<td>0.77</td>
<td>3</td>
<td>0.93</td>
<td>0.71</td>
<td>0.71</td>
<td>n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(t+n)</td>
<td>5.82</td>
<td>1.87</td>
<td>0.51</td>
<td>0.37</td>
<td>0.37</td>
<td>0.41</td>
<td>0.37</td>
<td>0.37</td>
<td>0.42</td>
<td>0.71</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes:
Mean = the average score for all of the items included in this measure; S.D. = Standard Deviation; CR = Composite Reliability; AVE = Average Variance Extracted. The bold numbers on the diagonal are the square root of the Average Variance Extracted. Off-diagonal elements are correlations among constructs.

As noted above, a second-order confirmatory factor analysis was conducted of a model depicting the constructs of knowledge exploration and knowledge exploitation. From an examination of the results
shown in Table 2 and Table 3, all first-order and second-order factor loadings were significant. In addition to this, all the knowledge creation constructs involving two dimensions [i.e. organisational learning (t) and organisational learning (t+n)] explain a high amount of variance in their respective knowledge processes (i.e. knowledge exploration and knowledge exploitation), thereby providing evidence that organisational learning (t) and organisational learning (t+n) are multifaceted constructs, construed from two dimensions (i.e. knowledge exploration and knowledge exploitation).

Table 2. Second-order confirmatory factor analysis of Organisational Learning (t)

<table>
<thead>
<tr>
<th>First-order construct</th>
<th>Indicator</th>
<th>First-order Loading</th>
<th>Second-order Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge Exploration</td>
<td>KEr_1</td>
<td>0.87 a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KEr_2</td>
<td>0.87 a</td>
<td>0.92 a</td>
</tr>
<tr>
<td></td>
<td>KEr_3</td>
<td>0.80 a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KEr_4</td>
<td>0.82 a</td>
<td></td>
</tr>
<tr>
<td>Knowledge Exploitation</td>
<td>KEt_1</td>
<td>0.82 a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KEt_2</td>
<td>0.85 a</td>
<td>0.89 a</td>
</tr>
<tr>
<td></td>
<td>KEt_3</td>
<td>0.70 a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KEt_4</td>
<td>0.88 a</td>
<td></td>
</tr>
</tbody>
</table>

Note: a <0.01 [(based on t(4999), two-tailed test); t(0.01, 4999) = 2.577]; Year 2008

Table 3. Second-order confirmatory factor analysis of Organisational Learning (t+n)

<table>
<thead>
<tr>
<th>First-order construct</th>
<th>Indicator</th>
<th>First-order Loading</th>
<th>Second-order Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge Exploration</td>
<td>KEr_1</td>
<td>0.78 a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KEr_2</td>
<td>0.56 a</td>
<td>0.82 a</td>
</tr>
<tr>
<td></td>
<td>KEr_3</td>
<td>0.56 a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KEr_4</td>
<td>0.77 a</td>
<td></td>
</tr>
<tr>
<td>Knowledge Exploitation</td>
<td>KEt_1</td>
<td>0.90 a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KEt_2</td>
<td>0.87 a</td>
<td>0.93 a</td>
</tr>
<tr>
<td></td>
<td>KEt_3</td>
<td>0.17 a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KEt_4</td>
<td>0.90 a</td>
<td></td>
</tr>
</tbody>
</table>

Note: a <0.01 [(based on t(4999), two-tailed test); t(0.01, 4999) = 2.577]; Year 2014

3. Results

This study uses PLS-Graph software version 3.00 to conduct an analysis of the data collected. The structural model resulting from the PLS analysis is summarised in Figure 2, where the variance of endogenous variables (R2) and the standardised path coefficients are shown. Figure 2 shows that all relationships are significant in all the scenarios analysed. Hence, the findings provided full support for H1, H2, H3 and H4.

Figure 2. Structural equation model
4. THEORETICAL CONTRIBUTION AND MANAGERIAL IMPLICATIONS.

By examining the relationship between environmental knowledge, organisational learning and business performance, this research has made a number of significant contributions to the body of knowledge in areas such as knowledge management and sustainable hospitality management practices.

Our key theoretical contributions fall into three main areas. First of all, the research has shown that there is a direct relationship between environmental knowledge and business performance, mediated by organisational learning. Whilst this relationship had been studied in other, mainly industry settings, the research fills a gap in this domain for the context of service-related organisations. In particular, its focus on the hospitality sector makes this research relevant for a significant number of hotels and their supply chain around the world.

Secondly, the research has addressed the challenges of sustainability and environmental performance from a new perspective. Instead of focusing on the problem (e.g. current environmental issues such as pollution, climate change, environment degradation, etc.) to propose a solution, we have sought to understand how addressing the roots of the problem may lead not only to its reduction but also to direct benefits for the organisation.

Finally, the paper has incorporated a longitudinal perspective, focusing on the relationship between the three key concepts being studied (i.e. environmental knowledge, organisational learning processes, business performance) over a period of time. This provides an improved perspective when compared to most previous studies.

The research also has a number of implications for management. From the fact that environmental knowledge has a positive impact on business performance, decision makers within the hospitality sector and in particular hotels’ management will better understand the importance of demonstrating the industry’s concern for the environment and putting in place mechanisms to raise awareness of
relevant environmental issues in their specific organisations. The implementation of environmentally responsible activities and of new and revised policies influencing both operational and management strategies could lead to the long-term sustainability of their businesses.

Additionally, this research shows that environmentally responsible activities, policies and strategies must be sustainable for such improvements in performance to remain. That is, that the organisation needs to put in place mechanisms for a continuous acquisition and use of environmental knowledge in order to achieve a sustained effect on performance and the environment.

The main limitation of this study relates to its focus on the Spanish hospitality industry and specifically in hotels. In order to corroborate the validity of our findings in other service-related industries and thus improve the empirical understanding of this topic, similar analyses would need to include other organisations within the hospitality industry, other sectors which have an impact on the environment, and even organisations and sectors in different geographic and socio-economic contexts.
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## APPENDIX: QUESTIONNAIRE ITEMS

**Knowledge Exploration:** Indicate the extent to which each of the agents indicated below has capacity to influence on the hotel’s environmental performance (0= no capacity and 10= high capacity):

| KEr_1: Your company cares about collecting information about the most important groups |
| KEr_2: Your company supports the exchange of ideas and formal dialogues (for example meetings) |
| KEr_3: Your company has manuals and documents on customer service procedures |
| KEr_4: We emphasize the search and sharing of new values and thoughts |

**Knowledge Exploitation:** Indicate the extent to which each of the agents indicated below has capacity to influence on the hotel’s environmental performance (0= no capacity and 10= high capacity):

| KEt_1: When our customers want us to modify a product or service, we make efforts to modify it. |
| KEt_2: Your company rewards the creativity of employees |
| KEt_3: Your company supports the use of metaphors to resolve employee doubts |
| KEt_4: Your company shares information with the most important collectives of the question |

**Environmental knowledge (0= high disagreement and 10= high agreement):**

| EK_1: Priority is being given to organic products (biodegradable, recyclable, etc). |
| EK_2: The company (hotel) uses less polluting industrial processes and products. |
| EK_3: The company (hotel) has developed a green program (waste management, control of effluents, inventory of pollution sources). |
| EK_4: The company (hotel) has developed a drafting of environmental emergency plans and measures. |

**Business Performance (0=much worse than competitors and 10=much better than competitors):**

| BP_1: Growth rate of sales |
| BP_2: Growth rate of profits |
| BP_3: Profitability rate on total assets |
| BP_4: Greater productivity |
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ABSTRACT

The aim of this research is to investigate the effect of cultural distance on the reputation transferability from a local target firm to a foreign acquirer by analyzing local country consumers. The work compares two foreign acquiring companies: a Chinese firm (large cultural distance to Italy) and a Spanish firm (small cultural distance to Italy). The findings show that Italian consumers have more negative attitudes and lower repurchase intentions toward the post-acquisition target if the acquirer has large cultural distance rather than it has small cultural distance. Furthermore, the study aims at verifying that the case of small cultural distance fosters the reputation transferability more than the opposite case of large cultural distance. The research could be of value and interest because little has been written dealing with the acquisition process in relation to market-based performance, particularly analyzing the consumer behavior toward a post-acquisition target.

Keywords: Cross-border acquisitions, cultural distance, reputation transferability.

1. INTRODUCTION

Cross-border mergers and acquisitions (M&As) have become increasingly popular over the last decade and represent an important alternative for strategic expansion. A large part of scholars has focused on cross-border M&As performances in order to define and suggest good practices and reduce the failure number of such operations (Perry and Herd, 2004; Teerikangas and Very, 2006). However, few studies have focused on consumers’ perspective after an acquisition operation (Thorbjørnsen and Dahlén, 2011; Fong et al., 2013). This variable could shed more light on the prospects of acquisition (Heinberg et al., 2016).

Another theoretically and empirically under-investigated phenomenon is the impact of cultural distance on the reputation transferability in the acquisition process. Cultural distance plays a considerable and complex role in acquisitions because of its impact on the reputation transferability. The aim of this research is to fill this gap by investigating, in cross-border acquisitions, how cultural
distance between the country of the acquirer and that of the acquired company influences the reputation transferability from a local target firm to a foreign acquirer.

The study contributes to the cross-border acquisition literature in several manners. First, it investigates the impact of cross-border acquisitions on consumer behaviour. Previous studies put more emphasis on objective data stressing managerial, organizational and financial aspects (Bandick, 2011) and ignoring the influence that cross-border acquisitions could have on consumers’ responses. Second, this study analyzes the impact of cultural distance between the acquirer and acquired firm on consumers’ choices. Existing literature is mainly based on the impact of cultural distance on organizational aspects in the cross-border acquisition rather than a consumers’ behavior (Kirkman and Shapiro, 2001). Third, for the first time, reputation transferability and cultural distance among firms involved in a cross-border acquisition are linked in the same interpretative model.

In the following section, a review of the literature on the relation between the three topics analyzed is presented. Then the article describes the methodology adopted and the results. The last section summarizes the authors’ findings and discusses future research areas.

2.THEORETICAL BACKGROUND AND HYPOTHESES

A commonly accepted definition of corporate reputation is “a perceptual representation of a firm’s past actions and future prospects that describe the firm’s overall appeal to all its key constituents when compared to other leading rivals” (Fombrun, 1996 p.72). Fombrun et al. (2000) developed the RQ (Reputation Quotient) model based on six dimensions: emotional appeal, products and services, financial performance, vision and leadership, workplace environment and social responsibility. Additionally, according to Lafferty and Goldsmith (1999) corporate reputation have a significant influence on consumers’ attitudes and purchase intentions. In fact, corporate reputation is in part a measure of future prospects, which may be clouded by an acquisition (Saxton, 2004). Acquisitions can create uncertainty for consumers, therefore the high reputation of the company could reduce it (Saxton and Dollinger, 2004).

Little of the research on corporate reputation has paid adequate attention to link reputational transferability and cultural distance among firms involved in the acquisition process. Hofstede defined the concept of culture as the “collective programming of the human mind” which he operationalized by means of six dimensions (Hofstede, 2001): power distance; individualism/collectivism; masculinity/femininity; uncertainty avoidance; long/short term orientation and indulgence/restraint. Hofstede developed his original model proposing only the first four dimensions along which cultural values could be analyzed. Further research led him to add a fifth (long-term orientation), and then a sixth dimension (indulgence versus self-restraint).
Doney et al. (1998) suggested that norms and values linked to Hofstede’s dimensions influence the extent and manner in which the transfer of reputation to the corporate level can take place. They highlighted how significantly cultural differences on the side of the corporate audience could shape perception and create conditions, which either support or inhibit transference of reputation. Therefore, it is reasonable to expect that intangible assets are even less likely to accrue to an acquirer when cultural differences are large (Saxton, 2004 p.185). The creation of positive attitudes toward new organizations, the emergence of a sense of shared identity and trust among organizational members is facilitated if the other part shares the same values and norms (Stahl and Voigt, 2008).

Thus, we suppose that in presence of large cultural distance between the acquired and the acquirer firm, consumers will have a more negative attitude and lower repurchase intention toward the post-acquisition target. Consumers react that way because they perceive the acquiring firm as operating under different norms and values, therefore trust can be erode.

The research considered China and Spain to investigate this phenomenon. The choice of countries was based following the Kogut and Singh’s index (1988), a composite measure of Hofstede’s dimensions of national cultures.

The above discussion leads to the following hypotheses:

H1a: Consumers have more negative attitude toward a post-acquisition target with high reputation when the foreign acquirer has large cultural distance from the home market (Chinese firm) than they do when the foreign acquirer has small cultural distance (Spanish firm).

H1b: Consumers have lower repurchase intentions toward the post-acquisition target with high reputation when the foreign acquirer has large cultural distance from the home market (Chinese firm) than they do when the foreign acquirer has small cultural distance (Spanish firm).

Figure 1: Research model

Source: Our elaboration
3. METHODOLOGY

In order to test the hypotheses above-mentioned, the following assumptions were made (Fong et al., 2013): the foreign firm acquires all shares of a local firm; the corporate name of the acquired target remains unchanged; the foreign acquirer assigned a new CEO and key positions in the firm; the foreign acquirer firm has high reputation; the respondents are habitual customers of the acquired firm.

The current study takes into account a cross-border acquisition of an Italian firm, which operates in the food sector. It is a real firm, but with disguised brand name. It is the market leader in Italy for processed meat products (ham, mortadella, salami, sausages etc.), which are completely manufactured and packaged in the home country. Moreover, the study considers two acquirers: the first with large cultural distance (Chinese firm) and the second with small cultural distance to Italy (Spanish firm). We compared consumers’ attitude and repurchase intentions in two business scenario: the first one with large cultural distance and the second one with small cultural distance between the acquirer and the acquired firm. In both scenario, acquirer and acquired firm are supposed to have high reputation. The valence was manipulated using a number of stars (*) on six corporate attributes considered. The greater the number of stars, the higher the reputation status.

The survey was conducted on 424 Italian students through online questionnaire built on validated scales in the literature. The use of students as respondents is a common practice in consumer behavior studies (Chaudhuri and Holbrook, 2001; Fong et al. 2013) considering that they are a more homogeneous group than ordinary individuals are. Of the 424 students who participated in this study, 216 replied to the first type of questionnaire (local target acquisition from a Chinese firm, Scenario 1) and 208 replied to the second type of questionnaire (local target acquisition from a Spanish firm, Scenario 2).

In order to allow participants to better understand the relevant points of our research, both the acquired and the acquirer firm profile was described in the first section of the questionnaire, and participants were informed about the high corporate reputation of the firms involved. This study considers six dimensions of Fombrun et al. (2000) as criteria to evaluate corporate reputation. In the second section, respondents were asked to express their attitudes toward the post-acquisition target on nine, seven-point scale, anchored as “disagree very much” and “agree very much” (Javalgi et al., 1994; Mathwick et al., 2004; Pope et al., 2004). Later, participants were asked if they would consider repurchasing products of the post-acquisition target on four, nine-point scale, anchored at “disagree very much” and “agree very much” (Heitmann et al., 2007). Each measure demonstrated a relatively high internal consistency (Cronbach’s $\alpha=0.99$ and $\alpha=0.98$). The last page contained questions related to personal information.
4. RESULTS

The manipulation check for the valence of the reputation of the local firm acquired was successful. In both scenario, the perceived reputation of the target firm was the same ($M_1 = 6.38$ versus $M_2 = 6.47$; $t = -1.48; p > 0.05$).

Hypotheses were assessed using t-test. Italian respondents evaluated the post-acquisition target more negatively if the acquiring firm has large cultural distance rather than the acquiring firm has small cultural distance ($M_{Lcd} = 2.62$ versus $M_{Scd} = 5.81$ p < .001. See Table 1). The results, therefore, are in line with the hypothesis H1.

In a similar manner, H2 predicts that Italian consumers have lower intentions to repurchase products of the post-acquisition target if the acquiring firm has large cultural distance rather than small cultural distance. As expected, the main effect was significant ($M_{Lcd} = 2.75$ versus $M_{Scd} = 7.1$ p < .001. See table 1).

The findings support the hypothesis above-mentioned.

Table 1: Results of H1 and H2

<table>
<thead>
<tr>
<th></th>
<th>Large Cultural Distance (MLcd)</th>
<th>Small Cultural Distance (MScd)</th>
<th>Std. Deviation</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude toward the</td>
<td>2.6157</td>
<td>5.8088</td>
<td>1.66347</td>
<td>-22.05</td>
<td>0.000***</td>
</tr>
<tr>
<td>post-acquisition target</td>
<td></td>
<td></td>
<td>1.30265</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repurchase intention</td>
<td>2.7488</td>
<td>7.0901</td>
<td>2.12002</td>
<td>-22.749</td>
<td>0.000***</td>
</tr>
<tr>
<td>toward the post-</td>
<td></td>
<td></td>
<td>1.80193</td>
<td></td>
<td></td>
</tr>
<tr>
<td>acquisition target</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

***p<.001

5. DISCUSSION

Findings indicate that cultural distance could hinder the transfer of reputation from the local target to the acquirer. In fact, the transfer of reputation assets of the local target only occurs in case of small cultural distance between the acquired and the acquirer.

A reason why Italian consumers had more negative attitudes and lower purchase intentions in case of large cultural distance could be relative to their own culture. Italian culture is characterized by both high masculinity and individualism (geert-hofstede.com/italy.html). Schweizer and Wijnberg (1999) argue that the more are masculinity and individualism, the less corporate reputation transferability...
will be. Anyway, this study provides evidence of reputation transferability if the acquiring firm shows small cultural distance. The reason would be that Italy has high level of uncertainty avoidance, therefore Italians are more frightened by distant cultures.

These results provide important evidences that the cultural distance directly affects consumers’ attitudes and purchase intentions toward the post-acquisition target.

6. MANAGERIAL IMPLICATION

The managerial implications of the study refer to companies engaging cross-border acquisitions. In order to get the intangible benefits of a faithful behavior, a well-established brand and a good reputation, firms should carefully analyze the reactions of consumers. When the cultural distance between the acquiring and the acquired firm is large, the host acquiring firm can’t reap the benefits of the reputational capital and of the customer target. Therefore, when the cultural distance seems to hamper the reputational transferability and the acquisition benefits, managers could consider other entry modes.

Prior research suggests that to enhance consumers’ attitude to an acquired firm post-acquisition, the multinational has to increase its legitimacy in order to be perceived as a national firm (Zaheer, 1995; Luo and Mezias, 2002) and to factor in customers’ opinions (Thorbjörnsen and Dahlén, 2011).

This research also finds that in case of small cultural distance, local target reputation could be transferred to the post-acquisition target. Thus, an acquiring firm with similar characteristic can acquire an Italian firm of made in Italy and benefit from the advantages of its high reputation, customer base and market resources. Taking into account all factors, foreign companies with small cultural distance to Italy may benefit from the local target reputation transferability. Italian will continue to consider that product as made in Italy, and they will have a positive attitude toward the post-acquisition target and its products.

7. LIMITATION AND FUTURE RESEARCH

The present study has some limitations, and the recognition of these should represent opportunities for future research. The findings are limited to the product tested. Future research with other products or services not belonging to sector of made in Italy, could shed light on limits of these findings. Second, the study only considers acquirers with high reputation; however, considering a foreign acquirer with low reputation may lead to different results despite the presence of small cultural distance. Thus, future research could consider a low reputation foreign acquirer in order to extend this line of research.
Third, as our sample solely consists of Italian consumers, we recommend future studies to replicate our test in other settings, analyzing the reaction of consumers from other countries in order to contribute to the generalizability of our findings.
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ABSTRACT
This paper studies the market reaction to an inconvenient event, i.e. the accounting restatement of earnings, occurring when the firms acknowledge that they released financial statements that were not in accordance with GAAP. Through an empirical test on 133 bonds issued by restating firms from 26 IFRS-adopting countries, we find that due to restatements the cost of financing increases among bonds, similar to those increases previously observed among stocks and private debt. Hence, restatements signal lower firm value, as the results indicate that they impair corporate bond ratings and increase bond yield spreads. Furthermore, the increase in bond yield spreads is significantly larger when the error is more severe. Our findings suggest that rating agencies and bondholders perceive restatements as a critical determinant of the risk of debt financing. Overall, our research fills an important void in the extant restatements literature and completes the framework for measuring the feasible impact of restatements on the corporate cost of capital.
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1. INTRODUCTION
Firms meet an accounting restatement when they acknowledge that they released financial statements that were not in accordance with GAAP, usually because their statements were affected by a material omission or misstatement (Palmrose & Scholz, 2004).

Previous studies document a massive recourse to accounting restatements. For example, in 2002 in the USA, restatements involved approximately 10\% of listed firms, representing a market value of roughly 2 billion US dollars. Empirical evidence shows that restatements cause a reduction in shareholder value, decreasing stock returns and increasing the cost of equity (Palmrose et al., 2004; Hribar & Jenkins, 2004; Albring et al., 2013). In a two-day window after the announcement of restatements, firms have been found to suffer an approximate 9\% abnormal decrease in stock returns; in a one-month period after restatements, the cost of the equity capital increases by over 10\%.
Similarly, looking at the effects of restatements on private loan contracting, an 11% increase in the total loan rate has been found during the one-year period following a restatement (Graham et al., 2008).

Conclusively, restatements risk the credibility of firm disclosure, likely reducing the value of the firm and increasing company risk (Graham et al., 2008).

Existing literature has examined the adverse consequences of accounting restatement from the perspectives of equity holders (Palmrose et al., 2004; Hribar & Jenkins, 2004) and private debt contractors (Graham et al., 2008; Park & Wu, 2009). Given that both stock and bond markets are dependent on the same underlying firm value, it could be of interest to study the effects of accounting restatements on corporate bond financing, an area that has been overlooked by the literature. This paper aims to fill this gap by providing empirical evidence of the impact of accounting restatements on bond issues.

We focus on the bond market for two primary reasons. First, corporate bond issues increased in volume and frequency in the last decade (Creditreform Rating AG, 2015) due to the decline in both bank lending and interest rates driven by the advent of the global financial crises (Tendulkar & Hancock, 2014). Second, corporate bonds complement equity and private debt in building firms' capital structure. Studying the effect of restatements on bond markets can help to provide a comprehensive framework to measure the impact of restatements on the cost of capital. Our study investigates the unexplored question of whether restatements affect bond issues and how they are perceived by credit rating agencies and bondholders, which drive the cost of bonds.

To test our predictions, we selected all restatements occurring in the period 2006-2014 from listed firms that are mandatory IFRS adopters (26 countries), ultimately collecting 133 bonds issued by restating firms.

In line with our expectations, we documented that compared with bonds issued before restatement, bonds issued after restatement have lower corporate ratings. Moreover, after restatement, bondholders require a higher risk premium. We also investigated whether bond markets punish more severe restatement through a sharper decrease in bond ratings and a larger increase in yield spreads in the post-restatement period. Using principal component analysis to proxy the severity of errors, we found that firms with more severe restatements have a larger increase in yield spreads after the error announcement. Finally, studying a pair-matched sample of restating and non-restating firms, we found that the bonds of the restating firms underperform those of the non-restating firms only in the aftermath of the restatement.

This paper makes several contributions.
In primis, our study stands beside the literature investigating the effects of restatement on the cost of equity (Hribar & Jenkins, 2004) and on private debt financing (Graham et al., 2008). We provide new insights from the alternative perspective of public debtholders, which are supposed to be more cash-than earnings-focused in their estimate of firm value because “payment has to be made by cash” (Standard & Poor’s Rating Services, 2014).

Second, since restatements increase information uncertainty (Dechow et al., 1996; Palmrose et al., 2004; Hribar & Jenkins, 2004), this work reinforces Lu et al.’s (2010) study, which shows that information uncertainty has a significant impact on increasing bond yield spreads.

Third, to date, empirical research on restatements has examined US (Palmrose et al., 2004; Palmrose & Scholz, 2004; Srinivasan, 2005), Chinese (Firth et al. 2011; Jiang et al., 2015; Ma et al., 2015) and German (Hitz et al., 2012; Böcking et al., 2015; Strohmenger, 2014) firms, whereas research from other countries is still lacking. To our knowledge, this work is the first cross-national empirical analysis of restatements.

The rest of the paper follows the outline given below. Section 2 reviews the related literature. Section 3 develops the hypotheses that this research will test. Section 4 explains the empirical methods. Section 5 describes the sample. Section 6 presents the results, and Section 7 concludes the paper with a brief discussion.

2. LITERATURE REVIEW

An accounting restatement consists of adjustments to a previously published accounting statement due to the occurrence of a material error(s)\(^{10}\). A restatement can be forced either by external auditors or by market authorities; moreover, firms themselves can voluntarily report error(s), which are typically discovered by performing an internal review process (Chung & McCracken, 2014). In accounting literature, a financial restatement that corrects previous accounting errors is viewed as a clear measure of poor accounting (Palmrose and Scholz, 2004) and audit (DeFond and Zhang, 2014) quality. Moreover, restatement is a proxy used to measure earnings quality, and it is more direct than discretionary accruals and other earnings quality measures (Francis, 2011; Dechow et al., 2010; DeFond & Zhang, 2014).

Restatements lead investors to reassess the quality of a firm’s financial information, as they perceive a greater risk of encountering misleading information in the aftermath of restatements (Kravet and Shevlin, 2010). Extensive research has variously studied the adverse impacts of restatements on firm

\(^{10}\) According to International Accounting Standard no. 8. par. 41, material accounting errors are revealed by adjusting the comparative figures of companies’ financial statements for the prior period(s) in which the error occurred. The correction is made in the first set of financial statements authorized for issue after their discovery (IASB, 2005).
value, such as downward revisions in market value (Palmrose et al., 2004; Karpoff et al., 2008; Dechow et al., 1996), lower firm growth (Albring et al., 2013), higher auditor and board turnover (Hennes et al., 2014; Srinivasan, 2005), and an increase in audit fees (Feldmann et al., 2009).

One major stream of research demonstrated that restating firms suffer a significant increase in the cost of capital, although mainly focusing on the cost of equity.

2.1 Restatements and the cost of equity

Research has extensively documented that restatements cause a substantial loss of market value, with abnormal returns estimates ranging from -4% to -19% in the aftermath of restatement announcements (Dechow et al., 1996; Anderson & Yohn, 2002; Palmrose et al., 2004; Hribar & Jenkins, 2004). Studying a sample of firms that allegedly overstated reported earnings and that were under enforcement action by the Security and Exchange Commission, Dechow et al. (1996) initiated the literature on the causes and consequences of restatements. They found that firms overstating earnings initially enjoy a lower cost of capital, but once the earnings manipulation is revealed and the restatement occurs, the firms experience significant increases in their cost of capital, proxied by the increase in short-term interest and the dispersion of analyst forecasts. Palmrose et al. (2004) first systematically studied equity market reactions to the announcement of restatements. They found that market-adjusted abnormal returns systematically decrease by 9.2% over a 2-day event window and also noticed a significant increase in the analysts’ forecast dispersion at the time of the restatement announcement; this dispersion is negatively correlated with the market reaction to earnings restatement. Anderson and Yohn (2002) similarly studied how markets and dealers react to the announcement of restatements. They examined the market returns and bid-ask spread effects at the time when the accounting problem that lead to restatement is announced and found that both the markets and the dealers perceive an increase in information asymmetry for problems related to revenue recognition, consequently leading to a depreciation in firm value. Finally, Hribar and Jenkins (2004) split the estimation of the loss in market value measured by previous research into two main proxies, on the one hand measuring the decrease in expected future earnings and cash flow – the so-called “numerator effect” – representing firm value, and on the other hand measuring the reduction in the cost of equity capital – the so-called “denominator effect” (Kasznik, 2004: 358) – representing the discount rate. Directly measuring the implied cost of capital through various valuation models, they estimated an average increase in the cost of equity that ranges from 7% to 19% in the month immediately following the restatement.

Restatements impact firms differently, as companies suffer greater financial problems when restatement is more severe. For example, Palmrose et al. (2004) found that restatements involving more negative adjustments of previously reported income are linked to more negative returns.
Albring et al. (2013) similarly showed that firms with the largest corrections of prior earnings experience a larger decrease in externally financed growth after restatement. Consistently, Hennes et al. (2014) documented that error severity is an important determinant of auditor turnover after restatements. Finally, Bardos and Mishra (2014) examined the effect of litigation-triggering restatements on the cost of equity and expected future cash flows compared to restatements that are not followed by litigation. They found that the cost of equity increases after restatement for all firms, but the increase in the cost of equity is substantially greater for firms that are sued for restatement. Conclusively, previous research shows that accounting restatement is a detrimental event that negatively affects the market value of the firm, reducing both its expected earnings and cash flows and augmenting its information uncertainty, thus increasing the cost of equity capital (Palmrose et al., 2004; Hribar & Jenkins, 2004; Dechow et al., 1996). Moreover, when the errors corrected by restatement are more severe, the impact on the financial performance of the firm is stronger (Palmrose et al., 2004; Albring et al., 2013).

2.2 Restatements and the debt market

Debt has a central role in firm financing, as it complements equity in building the firm’s capital structure and, together with equity, is an efficient means to reduce the agency costs of the firm (Jensen, 1986).

Graham et al. (2008) and Park and Wu (2009) studied the impact of restatements on debt capital. Because restatements raise concerns about the credibility of financial statements, they increase the perceived informational asymmetry from the bank’s perspective. Consequently, Graham et al. (2008) empirically showed how banks use both price and non-price terms to reduce informational asymmetry with borrowers in the aftermath of restatements. They found that banks try to monitor borrowers by using tighter contract terms and a more efficient lending structure, as private bank loans initiated after restatements have higher spreads, shorter maturity, higher fees and more stringent contract terms compared with bank loans initiated before restatements. They further found that firms continue to pay high loan spreads up to five years post-restatement.

Park and Wu (2009) analyzed the secondary loan market. They found that cumulative average abnormal loan returns were significantly negative during the restatement announcement window. Unlike the stock and bond markets, the secondary loan market includes both public and private lending contracts. In a private lending agreement, lenders have the possibility to access information about restatements earlier than the public markets. Park and Wu (2009) surprisingly found that the secondary loan market anticipates impending restatements, with downward revisions of returns starting at least 30 days before the event. Finally, they compared debt and equity secondary markets and documented that information on restatement is incorporated earlier into the cost of debt than it is
into the cost of equity. These findings show that in a context where banks and institutional investors operate with the advantage of private contract agreements, including special access to information, they anticipate restatement announcements. In contrast, previous findings in the main equity market documented that sellers do not anticipate restatement announcement dates (Drake et al., 2015) and similarly that analysts are more likely to revise their forecasts in the aftermath of a restatement disclosure but not before (Griffin, 2004). Hence, due to significant differences in the behavior of market participants in a private compared to a public context, it could be of interest to study the impact of restatement on the public debt market.

3. HYPOTHESIS DEVELOPMENT

This paper examines the effect of restatements on the bond markets. Similar to Hribar and Jenkins (2004), we disentangle the bond price effect of restatements into changes in the expected cash flows and changes in the cost of debt. The assumption behind this approach is that the intrinsic value of the firm should be estimated considering both the “numerator effect” of the expected earnings and cash flows and the “denominator effect” of the discount rate.

We adopt credit ratings as a proxy for expected future earnings and cash flows (the “numerator effect”). Credit ratings assigned to bond issues may play a crucial role in enabling companies to raise additional capital, directly providing a measure that can be utilized by investors when making investment decisions. In formulating a rating for an individual corporate bond, rating agencies often take into account both issuer creditworthiness and the credit quality of the bond issue (Standard & Poor’s Ratings Services, 2014) and further evaluate the current and historical financial information of the issuer. Moreover, an agency may adjust the credit rating of an issue when identifying factors that could impact the level of credit risk (Standard & Poor’s Ratings Services, 2014). Restatements inform credit rating agencies that they were using erroneous accounting numbers when they originally assessed the firm’s credit risk, increasing suspicions regarding the future financial reliability of the restating company. Hence, restatements may impact investors’ beliefs about a firm’s future ability to generate cash flow (Graham et al., 2008; Hribar & Jenkins, 2004) because previously disclosed financial statement information was affected by material error(s). In this context, a negative reaction from rating agencies is expected, with a revised and downgraded credit rating of the firm in the aftermath of the error announcement. The following hypothesis is therefore formulated and tested:

Hypothesis 1: Bonds issued after restatements have lower ratings than bonds issued before restatements.

As a second hypothesis, we suppose that restatements may affect projections, also impacting the cost of debt. Restatements undermine firms’ perceived ability to meet bond principal payments and interest, as bondholders consider the restatement to be a sign of poor accounting and audit quality.
The best way to compensate for additional credit risk is to require higher risk premiums; therefore, we expect the following:

Hypothesis 2: Bonds issued after restatements have higher yield spreads than bonds issued before restatements.

Finally, we extend the literature by exploring how error severity affects bond ratings and risk premiums. We investigate whether rating agencies and bondholders simply view an error announcement as an adverse event, or whether they instead consider information about the severity of the error in detail and consequently adjust the risk premium. Previous research shows that accounting errors with more serious effects on financial statements bring the competence of management into question (Huang & Scholz, 2012), as severe restatements often contain opportunistic managerial manipulation (Palmrose et al., 2004; Hennes et al., 2008). The more severe the materiality of restatement, the greater the adverse consequences faced by firms (Graham et al., 2008; Albring et al., 2013; Huang and Scholz, 2012; Hennes et al., 2014; Hitz et al., 2012; Palmrose & Scholz, 2004; Bardos et al., 2014). Hence, in line with previous work, we offer the following hypothesis:

Hypothesis 3: A greater severity in the restatement causes lower bond ratings and a greater increase in bond yield spreads.

4. RESEARCH DESIGN

This paper empirically investigates the impact of restatements on the bond market. We use two alternate measures of the cost of bond financing, consistent with prior research (Jiang, 2008; Liu & Jiraporn, 2010). We test Hypotheses 1 and 3 using corporate bond ratings as proxies for expected earnings and cash flows from the bond investment; we test Hypothesis 2 and 3 using bond yield spreads as a proxy for the discount rate of the investment.

4.1 Empirical model

Similar to prior literature (Crabtree et al., 2014; Crabtree & Maher, 2009), we test whether rating agencies incorporate restatements into the assigned bond ratings (i.e., Hypothesis 1) using the ordered logistic regression analysis described in Equation (1).

\[ RATING = \alpha_0 + \beta_1 \text{RESTATE} + \gamma_1 \text{SUB} + \gamma_2 \text{SIZE} + \gamma_3 \text{MATURITY} + \gamma_4 \text{COUNTRY} + \gamma_5 \text{INCOME} + \gamma_6 \text{CFO} + \gamma_7 \text{LEV} + \gamma_8 \text{ASSETS} + \gamma_9 \text{PPE} + \gamma_{10} \text{ROA}D + \gamma_{11} \text{RET}D + \gamma_{12} \text{BIG4} + \varepsilon \]  

(1)

We subsequently examine the relation between accounting restatement and yield spreads. A potential problem with \( RATING \) is that it may contain information regarding restatement and control variables. To mitigate collinearity and endogeneity concerns when testing Hypothesis 2 and examining the effect of restatements on bond pricing, we implement a two-stage regression procedure, similar to Anderson et al. (2004) and Mansi et al. (2011). Consequently, we rename the vector of the residuals (\( \varepsilon \)) from
Equation (1) as ORTH and regress Equation (2) as a second stage of the regression contained in Equation (1), adopting the ordinary least squares procedure.\textsuperscript{11} ORTH in Equation (2) incorporates credit rating information without the influence of restatement and other control variables.

\[
YLDSPREAD = \alpha_0 + \beta_1 \text{RESTATE} + \beta_2 \text{ORTH} + \gamma_1 \text{SUB} + \gamma_2 \text{SIZE} + \gamma_3 \text{MATURITY} + \gamma_4 \text{INCOME} + \gamma_5 \text{CFO} + \\
+ \gamma_6 \text{LEV} + \gamma_7 \text{ASSETS} + \gamma_8 \text{PPE} + \gamma_9 \text{ROA}_D + \gamma_{10} \text{RET}_D + \gamma_{11} \text{BIG4} + \eta_\text{Industry} + \nu
\]

Finally, to test how bond ratings and bond pricing change for various levels of restatement severity (Hypothesis 3), we adopt an interaction model, and Equations (1) and (2) are respectively changed into the following Equations (3) and (4):

\[
\text{RATING} = \alpha_0 + \beta_1 \text{RESTATE} + \beta_2 \text{ORTH} + \beta_3 \text{SEVERITY} + \beta_4 \text{RESTATE} \times \text{SEVERITY} + \gamma_1 \text{SUB} + \\
+ \gamma_2 \text{SIZE} + \gamma_3 \text{MATURITY} + \gamma_4 \text{COUNTRY} + \gamma_5 \text{INCOME} + \gamma_6 \text{CFO} + \gamma_7 \text{LEV} + \\
+ \gamma_8 \text{ASSETS} + \gamma_9 \text{PPE} + \gamma_{10} \text{ROA}_D + \gamma_{11} \text{RET}_D + \gamma_{12} \text{BIG4} + \eta_\text{Industry} + \varepsilon
\]

\[
YLDSPREAD = \alpha_0 + \beta_1 \text{RESTATE} + \beta_2 \text{ORTH} + \beta_3 \text{SEVERITY} + \beta_4 \text{RESTATE} \times \text{SEVERITY} + \\
+ \gamma_1 \text{SUB} + \gamma_2 \text{SIZE} + \gamma_3 \text{MATURITY} + \gamma_4 \text{INCOME} + \gamma_5 \text{CFO} + \gamma_7 \text{LEV} + \\
+ \gamma_8 \text{ASSETS} + \gamma_9 \text{PPE} + \gamma_{10} \text{ROA}_D + \gamma_{11} \text{RET}_D + \gamma_{12} \text{BIG4} + \eta_\text{Industry} + \nu
\]

For all regressions, we utilized robust standard errors to correct for heteroscedasticity (White, 1980) and firm clustering, in line with the previous literature (Ge & Liu, 2015; Ge & Kim, 2014).

\textbf{4.2 Description of the variables}

In Equations (1) and (3), the dependent variable \textsc{RATING} is the ordinal representation of each issue's initial rating provided by Standard and Poor's. When Standard and Poor's ratings are missing, we use Moody's ratings (Liu & Jiraporn, 2010). Rating agencies provide an independent assessment of firm credit quality based on inside information. The issue is assigned to a rating category that ranges from AAA, indicating the highest credit quality, to D, the poorest quality, according to the scale provided by Standard and Poor's. We follow bond rating conversion adopted by Liu and Jiraporn (2010), in which \textsc{RATING} takes on a value of 22 for AAA-rated bonds and a score of 1 for D-rated bonds.

In Equations (2) and (4), the dependent variable is \textsc{YLDSPREAD}, which is the difference between the corporate bond yield at issuance and a Treasury bond yield with comparable maturity (Jiang, 2008; Ge & Liu, 2015).

To test whether restatement in our sample influences bond credit ratings and yield spreads, we adopt the explanatory variable \textsc{RESTATE}, which is a dummy variable that equals 1 if a bond is issued after a restatement announcement, and 0 otherwise. In line with Hypothesis 1, we expect a negative

\textsuperscript{11} To apply the ordinary least square procedure, in the first step, we changed the ordinal variable \textsc{RATING} into its natural
relationship between RESTATE and RATING in Equation (1), whereas Hypothesis 2 predicts that RESTATE will be positively associated with YLDSPREAD in Equation (2).

To test Hypothesis 3, in Equations (3) and (4) we include SEVERITY and the interaction between SEVERITY and RESTATE in the model, examining whether RATING and YLDSPREAD are sensitive to SEVERITY after the restatement. A number of factors can measure the severity of restatement, such as the magnitude of market reaction to the error announcement (Hennes et al., 2014; Wilson, 2008), the absolute value of the error amount scaled by total assets (Huang & Scholz, 2012; Srinivasan, 2005), the number of years restated (Huang & Scholz, 2012; Palmrose et al., 2004), the number of accounts misstated (Palmrose et al., 2004; Palmrose & Scholz, 2004), the reasons for restatement (Wilson, 2008; Palmrose et al., 2004; Palmrose & Scholz, 2004), whether restatements involved earnings (Wiedman & Hendricks, 2013), and whether restatements were due to irregularities (intentional misapplication of GAAP) or to errors (unintentional misreporting) (Chen et al., 2014; Albring et al., 2013; Hennes et al., 2008). In line with previous empirical analysis (Hennes et al., 2014; Burks, 2010; Hitz et al., 2012), in this study, SEVERITY is based on a principal component analysis of multiple restatement measures. It is a linear combination of three measures: (1) the natural logarithm of the number of years the firm restated; (2) the direction of the restatement, which is a categorical variable that equals 1 for downwards restatements and 0 for upwards restatements; and (3) the magnitude of the restatement, which is the absolute value of the error amount divided by total assets at the first fiscal year-end before the restatement announcement. Higher values for this factor represent a more severe restatement. Prior research suggests that restatements with greater negative income effects are of greater concern to market participants (Palmrose et al., 2004). We similarly expect that a greater SEVERITY*RESTATE negatively affects the bond market.

Based on prior research on the determinants of the cost of debt (Crabtree et al., 2014; Liu et al., 2010; Ge & Kim, 2014; Crabtree & Maher, 2009; Jiang, 2008), we included in the model several bond- and firm-control variables. The bond-control variables are SUB, SIZE, MATURITY and COUNTRY. SUB is a binary variable that equals 1 if the issue is of subordinated bonds, 0 otherwise. Subordinated bonds are expected to be associated with higher risk, thus exhibiting a negative relationship with bond rating and a positive relationship with bond yield spreads (Crabtree & Maher, 2009). SIZE is the natural logarithm of the bonds’ issue amount. MATURITY is the natural logarithm of the bonds’ maturity (in years) and should be negatively related to RATING and positively related to YLDSPREAD (Ge and Kim, 2014). Last, country risk is an important determinant of corporate bond ratings (Standard & Poor’s Ratings Services, 2014). As a result, in Equation (1) we also controlled for country risk (Bae & Goyal, 2009) by converting the sovereign risk rating obtained by Moody’s sequentially to numbers, logarithm (Ge & Kim, 2014).
with 20 for AAA-rated countries to zero for C-rated countries (Kräussl, 2005). In the regression analysis, we use a logarithmic transformation of this sovereign credit rating measurement to compute the variable COUNTRY. A higher sovereign credit rating indicates lower country risk, so we expect COUNTRY to be positively related to RATING.12

The firm control variables in our model are INCOME, CFO, PPE, LEV, ASSETS, ROA_D, RET_D, and BIG4. INCOME is measured as operating income for the year divided by total assets. It controls for firm productivity, and we expect that it is positively related to RATING but negatively related to YLDSPREAD, as higher INCOME indicates a lower default risk for bonds. We included CFO (Crabtree & Maher, 2009; Jiang, 2008), which is cash flow from operations scaled by total assets, controlling for firm liquidity. CFO is expected to have a positive relationship with RATING and a negative relationship with YLDSPREAD because firms with greater cash flow are more likely to repay debt. We also controlled for firm leverage (LEV) measured as total debt divided by total assets. The greater the leverage, the higher the probability of default, so we predict LEV to be positively associated with YLDSPREAD and negatively associated with RATING. ASSETS controls for firms’ size and is the natural logarithm of total assets. Since issuers with greater assets are perceived to be less risky, we predict that ASSETS will be positively linked to RATING and negatively related to YLDSPREAD. In addition, we included PPE, which is gross property, plant, and equipment scaled by total assets, to account for differences in firms’ capital intensity (Liu et al., 2010; Liu & Jiraporn, 2010; Crabtree & Maher, 2009). ROA_D is the standard deviation of return on assets (net income/total assets) for the past five years (Crabtree et al., 2014). It controls for firms’ normal profitability and the impact of extraordinary items on the growth of the firm, thereby measuring the volatility of earnings. We further control for firm risk by measuring the annualized standard deviation of daily stock returns for the past year (RET_D) (Anderson et al., 2004; Jiang, 2008). Finally, we adopted a control for firms’ corporate governance, measuring the quality of external auditing by adopting the binary variable BIG4, which equals 1 if the auditor is a Big 4 audit company, and 0 otherwise (Becker et al., 1998; Teoh & Wong, 1993). We measured all firm-control variables at the fiscal year-end prior to the bond issue to ensure that the information is publicly available to bondholders at the time of the issue.

5. SAMPLE SELECTION AND DESCRIPTION

We examined a sample of listed companies that restated their financial statements over the period between 2006 and 2014. We begin the sample collection procedure by including all listed firms from

---

12 To avoid redundancy, we do not include COUNTRY in Equations (2) and (4), since YLDSPREAD already controls for macroeconomic factors (Ge & Liu, 2015; Ge & Kim, 2014) and is a direct measure of a firm’s incremental cost of public debt (Sengupta, 1998; Jiang, 2008).
countries that mandatorily adopted IFRS as of 31/12/2005, excluding banks (Standard Industrial Classification codes 6000-6199), in line with previous work (Stanley & Sharma, 2011; Perols & Lougee, 2011). Similar to Daske et al. (2008), the countries involved in our study are Australia, Austria, Belgium, the Czech Republic, Denmark, Finland, France, Germany, Greece, Hong Kong, Hungary, Ireland, Italy, Luxemburg, the Netherlands, Norway, the Philippines, Poland, Portugal, Singapore, South Africa, Spain, Sweden, Switzerland, the United Kingdom and Venezuela. We used the Datastream database from Thompson Reuters to identify firms that restated annual financial statements prepared in accordance with the IFRS. We manually collected information about the direction of restatement, the number of errors and the number of years restated using the annual reports available both on corporate websites and in the Osiris database provided by Bureau van Dijk. We also complemented these data by collecting from other sources, e.g., we gathered information about auditors from the Eikon database from Thomson Reuters, bond data from the Deal Analytics app, also provided by Eikon, and the remaining data came from Datastream. We found 362 restating firms and restricted the final sample to restating firms with at least one bond issue between 2006 and 2015. After merging data sources and dropping observations with missing values, our final sample contains 133 restatements from 28 firms. The 28 issuing firm sample does not differ in error severity or general firm characteristics from the 334 non-issuing firms sample, as documented by a test of equality in means. This test is omitted here for brevity, but it is available from the authors on demand. Table 1 presents the descriptive statistics for our observations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Min.</th>
<th>Median</th>
<th>Mean</th>
<th>Max.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>RATING§</td>
<td>8.000</td>
<td>15.00</td>
<td>14.90</td>
<td>18.00</td>
<td>133</td>
</tr>
<tr>
<td>YLDSREAD</td>
<td>1.000</td>
<td>161.0</td>
<td>205.8</td>
<td>858.0</td>
<td>133</td>
</tr>
<tr>
<td>SEVERITY</td>
<td>-1.414</td>
<td>0.451</td>
<td>0.408</td>
<td>2.825</td>
<td>133</td>
</tr>
<tr>
<td>RESTATE</td>
<td>0.000</td>
<td>0.000</td>
<td>0.443</td>
<td>1.000</td>
<td>133</td>
</tr>
<tr>
<td>SUB</td>
<td>0.000</td>
<td>0.000</td>
<td>0.195</td>
<td>1.000</td>
<td>133</td>
</tr>
<tr>
<td>SIZE§§</td>
<td>90.68</td>
<td>600.0</td>
<td>692.6</td>
<td>2,398</td>
<td>133</td>
</tr>
<tr>
<td>MATURITY§</td>
<td>2</td>
<td>9</td>
<td>21</td>
<td>100</td>
<td>133</td>
</tr>
<tr>
<td>COUNTRY</td>
<td>11.00</td>
<td>20.00</td>
<td>18.74</td>
<td>20.00</td>
<td>133</td>
</tr>
<tr>
<td>INCOME</td>
<td>-0.002</td>
<td>0.042</td>
<td>0.046</td>
<td>0.117</td>
<td>133</td>
</tr>
<tr>
<td>CFO</td>
<td>-0.014</td>
<td>0.064</td>
<td>0.062</td>
<td>0.156</td>
<td>133</td>
</tr>
</tbody>
</table>

Our sample size is comparable with those used in previous studies addressing restatements. For example, Hitz et al. (2012) analyzed a sample of 45 observations, Nahar Abdullah et al. (2010) included 31 firm-years of companies that restated their annual reports, DeFond & Jiambalvo (1991) examined 41 firm-years of companies that overstated prior year earnings, and Bardos & Zaiats (2012) found that 28 out of 436 US restating firms issued bonds in the restatement period, and their number of debt issuances (128) is similar to our sample (133).
On average, 44% of the bonds in our sample were issued in the aftermath of restatements \((mean(RESTATE)=0.44)\). The average credit rating \((RATING)\) for the observations is 14.9, ranging from 8 to 18. As expected, the comparable sovereign credit rating \((COUNTRY)\) is slightly higher, being on average 18.7 and ranging from 11 to 20. The average bond yield spread \((YLDSPREAD)\) is approximately 206. This value is very similar to values found in previous research, e.g., 224 found by Liu et al. (2010), 226 by Ge and Kim (2014), and 247 by Mansi et al. (2004). Almost 20% of bond issues are subordinated \((mean(SUB)=0.20)\). The average offering amount \((SIZE)\) is € 693 million, with an average maturity of 21 years. On average, the firms in our sample have low productivity \((mean(INCOME)=0.04)\), low liquidity \((mean(CFO)=0.06)\), and are highly indebted \((mean(LEV)=0.26)\). There is considerable variation in firm size, as average total assets is approximately € 127 million, whereas the median total assets is less than 48 € million, and more than 40% of assets is invested in property, plants and equipment \((mean(PPE)=0.42)\). The activity of these firms slightly deviates from the normal flows \((mean(ROA_D)=0.01)\), and the stock market is fairly volatile, as the standard deviation of the daily stock returns over the year is approximately 30% \((mean(RET_D)=0.30)\). Finally, more than 93% of the restated annual statements were controlled by a Big 4 audit company \((mean(BIG4)=0.93)\).

Table 2 provides the Pearson correlations of the variables used in the models.

Table 2. Pearson’s correlations

<table>
<thead>
<tr>
<th>Variables</th>
<th>1. RATING</th>
<th>2. (YLDSPREAD)</th>
<th>3. SEVERITY</th>
<th>4. RESTATE</th>
<th>5. SUB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(-0.67)</td>
<td>(-0.10)</td>
<td>(-0.36)</td>
<td>(-0.02)</td>
</tr>
<tr>
<td>2. (YLDSPREAD)</td>
<td>(-0.02)</td>
<td>(0.25)</td>
<td>(-0.02)</td>
<td>(0.25)</td>
<td>(0.06)</td>
</tr>
<tr>
<td>3. SEVERITY</td>
<td>(0.07)</td>
<td>(-0.36)</td>
<td>(0.22)</td>
<td>(0.22)</td>
<td>(0.26)</td>
</tr>
<tr>
<td>4. RESTATE</td>
<td>(-0.10)</td>
<td>(0.10)</td>
<td>(-0.10)</td>
<td>(0.10)</td>
<td>(0.26)</td>
</tr>
<tr>
<td>5. SUB</td>
<td>(0.25)</td>
<td>(0.25)</td>
<td>(0.25)</td>
<td>(0.25)</td>
<td>(0.25)</td>
</tr>
</tbody>
</table>

\(\$\) Data before logarithmic transformation

\(\$\$\) Data in million €
As expected, \textit{RESTATE} is negatively and significantly related to \textit{RATING} and positively and significantly correlated with \textit{YLDSPREAD} (\(\rho=0.22\)). This provides initial evidence that rating agencies and bondholders perceive accounting restatements negatively. Moreover, \textit{RESTATE} is significantly and negatively correlated with \textit{CFO}, which proxies firms’ liquidity (\(\rho=-0.17\)). As expected, \textit{RATING} is correlated with \textit{ASSETS}, \textit{LEV}, \textit{ROA_D}, \textit{RET_D}, \textit{PPE} and \textit{COUNTRY}, higher bond ratings being associated respectively with larger firm size (\(\rho=0.46\)), higher indebtedness (\(\rho=-0.38\)), lower volatility in net income (\(\rho=-0.51\)), lower volatility in daily stock returns (\(\rho=-0.23\)), higher flexibility in asset structure (\(\rho=-0.27\)), and lower sovereign risk premiums (\(\rho=-0.21\)). Last, consistent with our predictions, \textit{RATING} correlates highly and negatively with \textit{YLDSPREAD} (\(\rho=-0.67\)). Finally, also as expected, \textit{YLDSPREAD} is positively and significantly correlated to the volatility in stock returns, measured by \textit{RET_D} (\(\rho=0.26\)); to \textit{COUNTRY} (\(\rho=0.30\)), evidencing sovereign risk premiums; to the dummy \textit{SUB} (\(\rho=0.25\)), indicating a subordinated issue; to \textit{LEV} (\(\rho=0.15\)), controlling for debt-dependence; and to

<table>
<thead>
<tr>
<th></th>
<th>SIZE</th>
<th>MATUREITY</th>
<th>COUNTRY</th>
<th>INCOME</th>
<th>CFO</th>
<th>LEV</th>
<th>ASSETS</th>
<th>PPE</th>
<th>ROA_DEV</th>
<th>RET_DEV</th>
<th>BIG4</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.23</td>
<td>0.03</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-0.04</td>
<td>0.12</td>
<td>-</td>
<td>0.01</td>
<td>0.76</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-0.21</td>
<td>0.30</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.25</td>
<td>0.17</td>
<td>-</td>
<td>-</td>
<td>0.16</td>
</tr>
<tr>
<td>9</td>
<td>-0.03</td>
<td>0.18</td>
<td>-</td>
<td>-</td>
<td>0.08</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.11</td>
<td>0.07</td>
<td>0.43</td>
</tr>
<tr>
<td>10</td>
<td>0.01</td>
<td>-</td>
<td>0.35</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.05</td>
<td>0.13</td>
<td>-</td>
<td>-</td>
<td>0.13</td>
</tr>
<tr>
<td>11</td>
<td>-0.38</td>
<td>0.15</td>
<td>0.39</td>
<td>0.01</td>
<td>-</td>
<td>0.09</td>
<td>-</td>
<td>0.46</td>
<td>0.46</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.46</td>
<td>-</td>
<td>0.13</td>
<td>0.20</td>
<td>-</td>
<td>0.24</td>
<td>0.38</td>
<td>-</td>
<td>0.14</td>
<td>0.45</td>
<td>0.33</td>
</tr>
<tr>
<td>13</td>
<td>-0.27</td>
<td>0.07</td>
<td>0.43</td>
<td>0.11</td>
<td>-</td>
<td>0.07</td>
<td>-</td>
<td>0.45</td>
<td>0.46</td>
<td>0.39</td>
<td>0.48</td>
</tr>
<tr>
<td>14</td>
<td>-0.51</td>
<td>0.15</td>
<td>0.29</td>
<td>0.02</td>
<td>-</td>
<td>0.08</td>
<td>-</td>
<td>0.36</td>
<td>0.46</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>-0.23</td>
<td>0.26</td>
<td>0.07</td>
<td>-</td>
<td>-</td>
<td>0.11</td>
<td>-</td>
<td>0.04</td>
<td>0.04</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td>16</td>
<td>0.12</td>
<td>0.10</td>
<td>-</td>
<td>-</td>
<td>0.02</td>
<td>0.03</td>
<td>0.12</td>
<td>0.12</td>
<td>0.05</td>
<td>0.08</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Significant correlations (\(p<0.10\)) are bolded.
ROA_D ($p=0.15$); but it is negatively and significantly correlated to the size of the firm as measured by ASSETS ($p=-0.20$).

6. RESULTS

Table 3 reports the results of the regression analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coef.</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RATING</td>
<td>RATING</td>
<td>YLDSPREAD</td>
<td>YLDSPREAD</td>
</tr>
<tr>
<td>RESTATE $\beta_1$</td>
<td>-1.06*</td>
<td>-1.04</td>
<td>56.77**</td>
<td>43.75***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.76)</td>
<td>(-1.57)</td>
<td>(2.53)</td>
<td>(2.66)</td>
<td></td>
</tr>
<tr>
<td>ORTH $\beta_2$</td>
<td>-</td>
<td>-</td>
<td>-975.29***</td>
<td>-908.59***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-6.10)</td>
<td>(6.79)</td>
<td></td>
</tr>
<tr>
<td>SEVERITY $\beta_3$</td>
<td>-</td>
<td>-0.49</td>
<td>-</td>
<td>2.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-1.62)</td>
<td></td>
<td>(0.27)</td>
<td></td>
</tr>
<tr>
<td>SEVERITY*RESTATE $\beta_4$</td>
<td>-</td>
<td>-0.43</td>
<td>-</td>
<td>39.55***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.92)</td>
<td></td>
<td>(2.81)</td>
<td></td>
</tr>
<tr>
<td>SUB $\gamma_1$</td>
<td>-3.24**</td>
<td>-3.58***</td>
<td>226.06***</td>
<td>224.81***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2.46)</td>
<td>(-2.68)</td>
<td>(3.65)</td>
<td>(3.78)</td>
<td></td>
</tr>
<tr>
<td>SIZE $\gamma_2$</td>
<td>0.01</td>
<td>0.06</td>
<td>-14.88</td>
<td>-12.91</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.30)</td>
<td>(0.17)</td>
<td>(-1.48)</td>
<td>(-1.21)</td>
<td></td>
</tr>
<tr>
<td>MATURITY $\gamma_3$</td>
<td>-0.04</td>
<td>-0.12</td>
<td>38.67*</td>
<td>-32.69</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.06)</td>
<td>(-0.19)</td>
<td>(1.91)</td>
<td>(-1.60)</td>
<td></td>
</tr>
<tr>
<td>COUNTRY $\gamma_4$</td>
<td>13.20***</td>
<td>14.61***</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.06)</td>
<td>(3.37)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INCOME $\gamma_5$</td>
<td>56.21***</td>
<td>57.41***</td>
<td>-1100.7</td>
<td>-1201.81*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.71)</td>
<td>(3.77)</td>
<td>(-1.58)</td>
<td>(-1.81)</td>
<td></td>
</tr>
<tr>
<td>CFO $\gamma_6$</td>
<td>4.70</td>
<td>3.49</td>
<td>367.09</td>
<td>505.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.54)</td>
<td>(0.38)</td>
<td>(1.02)</td>
<td>(1.37)</td>
<td></td>
</tr>
<tr>
<td>LEV $\gamma_7$</td>
<td>-7.55***</td>
<td>-6.34***</td>
<td>254.81**</td>
<td>207.48*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-3.25)</td>
<td>(-2.61)</td>
<td>(2.34)</td>
<td>(1.87)</td>
<td></td>
</tr>
<tr>
<td>ASSETS $\gamma_8$</td>
<td>0.49</td>
<td>0.96*</td>
<td>-25.74**</td>
<td>-41.70***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.94)</td>
<td>(1.83)</td>
<td>(-2.18)</td>
<td>(-2.86)</td>
<td></td>
</tr>
<tr>
<td>PPE $\gamma_9$</td>
<td>-0.26</td>
<td>0.31</td>
<td>13.72</td>
<td>-21.57</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.18)</td>
<td>(0.22)</td>
<td>(0.27)</td>
<td>(-0.44)</td>
<td></td>
</tr>
<tr>
<td>ROA_D $\gamma_{10}$</td>
<td>-90.83**</td>
<td>-79.68***</td>
<td>1125.0</td>
<td>780.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2.54)</td>
<td>(-2.70)</td>
<td>(1.46)</td>
<td>(1.03)</td>
<td></td>
</tr>
</tbody>
</table>
Column (1) shows the effect of restatements on corporate bond ratings, as described in Equation (1).\textsuperscript{14} We find a significant negative impact of RESTATE on RATING ($\beta<0$; $p<0.10$). This relationship validates Hypothesis 1, supporting the expectation that credit rating agencies perceive restatement announcements as a factor that reduces expected earnings and future cash flows, thereby increasing credit risk. All control variables have the expected signs for their coefficients. We find that $\text{SUB}(\gamma<0$; $p<0.05)$, $\text{LEV}(\gamma<0$; $p<0.01)$, and $\text{ROA}_D(\gamma<0$, $p<0.05)$ affect RATING negatively, whereas $\text{INCOME}(\gamma>0$; $p<0.01)$ has a positive impact. Consequently, consistent with our expectations, we find that more profitable firms receive better credit ratings, whereas highly leveraged firms and more risky and volatile investments receive lower ratings. Also $\text{COUNTRY}$ is positively and significantly linked with RATING ($\gamma>0$; $p<0.01$), documenting that firms operating in low risk countries enjoy higher corporate bond ratings. Finally, corporate governance control positively impacts RATING ($\gamma>0$; $p<0.05$), supporting that firms supervised by a Big 4 audit company receive higher ratings compared to counterparts. Overall, the results for our control variables support the findings of prior studies (Crabtree et al., 2014; Liu & Jiraporn, 2010).

Column (3) of Table 3 lists the results of Equation (2), studying the impact of the restatement on the bond yield spreads.

\textsuperscript{14}The database in this study is composed of bonds issued by a single firm in the same fiscal year; this violates the assumption of independence in the residuals, so the standard errors from the ordinary least squares procedures may be biased. To circumvent this problem and avoid spurious correlation, we used Hierarchical Linear Models (HLM) for robustness. HLM use the maximum likelihood method to estimate coefficients and are widely used in social science research to address potential multilevel observation problems (Seibert et al., 2004). The results are consistent with those displayed in Table 3 and are unreported here for brevity; they are available from the authors on request.
The coefficient of \textit{RESTATE} is positive and significant ($\beta > 0; p < 0.05$), suggesting that bondholders perceive restatements as a credit risk-increasing factor and thus require higher risk premiums. We document that after the restatement announcement, the yield spreads increase on average by nearly 57 basis points. As expected, \textit{SUB} ($\gamma > 0; p < 0.01$) and \textit{MATURITY} ($\gamma > 0; p < 0.10$) are positively associated with \textit{YLDSPREAD}. In regard to firm-level controls, the coefficients of \textit{LEV} ($\gamma > 0; p < 0.05$) and \textit{RET\_D} ($\gamma > 0.01; p < 0.01$) are positive and significant, showing that more highly leveraged and more volatile firms pay higher bond yield spreads. Finally, \textit{ASSETS} is negative and significantly associated with \textit{YLDSPREAD} ($\gamma < 0; p < 0.05$), suggesting that smaller firms issue bonds at a higher cost. Overall, the results for these control variables are consistent with those from prior studies (Ge and Liu, 2015; Liu et al., 2010).

Columns (2) and (4) in Table 3 show the results of the analysis from Equations (3) and (4), respectively, studying the effect of the severity of restatements on bond ratings and bond yield spreads. While the interaction term \textit{SEVERITY\*RESTATE} is not significant when \textit{RATING} is the dependent variable, it positively and significantly influences yield spreads, indicating that firms with more severe errors suffer an approximately 40% higher increase in risk premiums after the restatement. These findings partly validate our prediction under Hypothesis 3, showing that the market is more efficient than financial analysts when they measure the severity of a restatement and downgrade their opinions about investment in restating firms.

The \textit{Pseudo-R^2} of Equations (1) and (3) is approximately 30%; the \textit{Adjusted-R^2} of Equations (2) and (4) is greater than 60%; these results support the overall satisfactory empirical explanatory power of the adopted models.

### 6.1 Corroborating analysis

In line with previous works (Albring et al., 2013; Chen et al., 2013), we corroborated the empirical findings by checking whether the results hold when comparing restating firms to a matched sample of non-restating firms. We used a pair-matched sample design, where each restating firm is matched by country, stock exchange, industry and size to a control firm that made no restatement. We regressed the sample, which included both the restatement and the pair-matched firms, and included the variable \textit{PAIR\_MATCHED}, an indicator that equals 1 for the bonds issued by the pair-matched sample and 0 for bonds issued by the restating firms. The results are displayed in Table 4.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coef.</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{RESTATE}</td>
<td>$\beta 1$</td>
<td>-1.22***</td>
<td>-1.21***</td>
<td>49.58**</td>
<td>40.68**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-2.96)</td>
<td>(-3.07)</td>
<td>(2.00)</td>
<td>(2.47)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ORTH</td>
<td>$\beta_2$</td>
<td>-</td>
<td>-</td>
<td>-614.90***</td>
</tr>
<tr>
<td>SEVERITY</td>
<td>$\beta_3$</td>
<td>-</td>
<td>-</td>
<td>0.39*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-1.84)</td>
</tr>
<tr>
<td>SEVERITY*RESTATE</td>
<td>$\beta_4$</td>
<td>-</td>
<td>-0.19</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.70)</td>
</tr>
<tr>
<td>PAIR MATCHED</td>
<td>$\beta_5$</td>
<td>-0.61</td>
<td>-0.62</td>
<td>22.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.82)</td>
</tr>
<tr>
<td>SUB</td>
<td>$\gamma_1$</td>
<td>-2.58***</td>
<td>-2.13***</td>
<td>282.47***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-2.92)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-2.76)</td>
</tr>
<tr>
<td>SIZE</td>
<td>$\gamma_2$</td>
<td>0.27</td>
<td>0.18</td>
<td>-19.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.96)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.56)</td>
</tr>
<tr>
<td>MATURITY</td>
<td>$\gamma_3$</td>
<td>-0.08</td>
<td>-0.01</td>
<td>-31.94*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.23)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.04)</td>
</tr>
<tr>
<td>COUNTRY</td>
<td>$\gamma_4$</td>
<td>4.58***</td>
<td>4.21**</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.97)</td>
</tr>
<tr>
<td>INCOME</td>
<td>$\gamma_5$</td>
<td>12.71</td>
<td>15.86**</td>
<td>-546.28*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.55)</td>
</tr>
<tr>
<td>CFO</td>
<td>$\gamma_6$</td>
<td>6.68</td>
<td>-3.32</td>
<td>101.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.77)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.40)</td>
</tr>
<tr>
<td>LEV</td>
<td>$\gamma_7$</td>
<td>-5.22***</td>
<td>-4.10*</td>
<td>213.92**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-1.99)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-1.83)</td>
</tr>
<tr>
<td>ASSETS</td>
<td>$\gamma_8$</td>
<td>0.60**</td>
<td>0.99***</td>
<td>-29.21***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.39)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(4.49)</td>
</tr>
<tr>
<td>PPE</td>
<td>$\gamma_9$</td>
<td>-0.25</td>
<td>0.47</td>
<td>-16.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.21)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.46)</td>
</tr>
<tr>
<td>ROA_D</td>
<td>$\gamma_{10}$</td>
<td>-21.06</td>
<td>-15.95</td>
<td>901.67**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-1.41)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-1.16)</td>
</tr>
<tr>
<td>RET_D</td>
<td>$\gamma_{11}$</td>
<td>-2.27**</td>
<td>-2.54**</td>
<td>302.08***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-2.53)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-2.42)</td>
</tr>
<tr>
<td>BIG 4</td>
<td>$\gamma_{12}$</td>
<td>0.31</td>
<td>0.33</td>
<td>82.61***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.56)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.73)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.73)</td>
</tr>
<tr>
<td>Industry dummies</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>Adj-R2</td>
<td></td>
<td>17.60</td>
<td>19.69</td>
<td>57.05</td>
</tr>
<tr>
<td>Observations</td>
<td></td>
<td>268</td>
<td>268</td>
<td>268</td>
</tr>
</tbody>
</table>
Note: This table presents the impact of restatement on the bond ratings and bond yield spreads in restating firms compared with a non-restating pair-matched sample. Respectively the estimates of Equations (1) and (2) are displayed in Columns (1) and (3), and Equations (3) and (4) in Columns (2) and (4). Adj-R² is McFadden’s Pseudo-R² in columns (1) and (2).

Estimates are corrected for firm clustering and for heteroscedasticity and serial correlation (Huber White robust standard errors). The constant is omitted.

*, **, and *** denote statistical significance respectively at the 0.10, 0.05 and 0.01 levels.

The main results (βi) remain consistent and in some cases become more significant, although the PAIR-MATCHED indicator has no statistical relevance. This unexpected result shows that the pair-matched sample is considered to be similar to the restating firms unless the restatement event occurs, providing additional evidence that the ratings agencies do not anticipate the restatements. Apparently, there is no impact from restatements on the evaluation of bond issues until the restatement occurs. Restating and non-restating firms similarly affect both the bond rating and the bond yield spread; nevertheless, in the aftermath of a restatement event, the agencies’ ratings drop, and the costs of the bonds rise with a coefficient equal to 56.77.

7. DISCUSSION AND CONCLUSIONS

Several studies have documented that restatements have serious consequences on the equity and private loans markets, but no study to date has analyzed the economic consequences of restatements on the bond market. This paper adds to the accounting literature by empirically demonstrating how restatements affect the decisions of the rating agencies and bond market participants. After firms announce restatements, Graham et al. (2008) found that private loan spreads increase by approximately one half (49%); we found that public loan spreads increase by approximately 57 basis points. Conclusively, restatement leads to a downgrading of bond ratings and a rise in the bond yield spreads, suggesting that firms committing an accounting error(s) suffer a reduction in firm value and an increase in the cost of public debt capital. We further find that firms with greater restatement severity are also associated with a greater increase in bond yield spread, demonstrating that the materiality of restatement aggravates the rise of risk premiums. Surprisingly, we also documented that the rating agencies price the restatement per se and do not appear to care about the severity of the restatement. Hence, we can state that the market is more efficient than the rating agencies in evaluating the severity of the error that caused the restatement event.

From a practical perspective, our study has implications for the accounting choices of CEOs and CFOs and for their decisions about the capital structure of the firm. Given our findings that restatements are
expensively priced by both rating agencies and investors, they should consider the risk of issuing bonds at an extra cost in the aftermath of a restatement.
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ABSTRACT

The present paper starts from the idea that companies implementing corporate museums need to share and transfer organizational memory in a proper way in order to strengthen their brand identity. From the review of dedicated literature, in fact, it results that the above companies have to face some difficulties dealing with the selection of the memory to be transmitted and with the way customers assimilate it.

By reflecting on the topic, it arises the need for searching for a theoretical model able to frame this process. The SECI model, proposed in reference to knowledge management, seems very useful in this vein. The phases of socialization, externalization, combination and internalization seem to describe the process through which companies can define the organizational memory they want to share and transfer through corporate museums and visitors/customers can internalize it.

Despite some criticalities that necessarily emerge – and that cannot be ignored – when referring an existing theoretical model to a new topic, this paper tries to get corporate museums halfway between museology and management literature.

Keywords: corporate museums; brand identity; memory; SECI model; knowledge management

INTRODUCTION

The fact that companies are more and more involved in the implementation of corporate museums in order to strengthen their corporate identity is rather evident (Poullson and Kale, 2004; Prahalad and Ramaswamy, 2004; Vargo and Lusch, 2004a, 2004b; Lusch and Vargo, 2006; Payne et al., 2009; Tynan and McKechnie, 2009).

However, despite the growth of this phenomenon, the way companies should manage these museums still needs to be unfolded. Corporate museums, in fact, still lie in the field of museology even if – as a matter of fact – they should move closer to the field of management since they are meant as a marketing instrument (Danilov, 1992; Amari, 1997; Griffiths, 1999; Gilodi, 2002; Nissley and Casey, 2002; Stigliani and Ravasi, 2007; Montella, 2010, 2014; Bonti, 2014; Piatkowska, 2014). This passage,
however, is not effortless. Corporate managers, exhibitions directors and curators, in fact, need to manage the organizational memory (Nissley and Casey, 2002) to be shared with visitors/customers in a proper way in order to avoid possible mistakes and strengthen corporate identity.

The present paper starts from this emerging need. Corporate managers (who hold the organizational memory to be transferred) and exhibitions directors and curators (who need to find the best way to transfer it from the company to visitors/customers) aim to remind the visitors/customers of the information to which they are exposed (selective attention), to reconcile information with what they already believe (selective distortion), and to remind them of the good characteristics of the brand they like and to forget good characteristics of other brands (selective retention), as suggested by Kotler and Scott (1993). This aim is very challenging for corporate managers and exhibitions directors and curators since the memory to be transmitted needs to fit with the brand identity (Nissley and Casey, 2002). It is important, then, that corporate managers select the memory to be transmitted, share it with exhibition directors and curators who, in turn, transfer it to visitors/customers during the exhibition. If visitors/customers assimilate it by paying selective attention and by putting into practice selective retention, then companies can feel satisfied; if visitors assimilate it by paying selective distortion, then companies are not going to be fulfilled. According to the above, corporate managers, exhibitions directors and curators need to refer to a theoretical model able to transfer organizational memory in a proper way.

In reference to the search of theoretical models that can be used by corporate managers and exhibitions directors and curators, the above passages seem to recall a well-known theoretical model proposed in the field of knowledge management: the SECI model (Nonaka and Takeuchi, 1995). This model assumes that knowledge creation takes place through four phases: socialization (tacit knowledge is created from tacit knowledge); externalization (explicit knowledge is created from tacit knowledge); combination (explicit knowledge is created from explicit knowledge); and internalization (tacit knowledge is created from explicit knowledge). By assuming that the memory that companies aim to transfer to visitors/customers can be treated and managed like knowledge – they both are intangible resources – it seems that corporate managers and exhibitions directors and curators can leverage on the SECI model as well.

According to the above, the structure of the paper is the following. In the section “Literature review”, both the literatures focused on corporate museums and organizational memory and on the SECI model are reviewed. After this, in the section “Applying SECI model when implementing corporate museums”, the four phases of the SECI model are recalled and referred to the organizational memory that companies want to transfer through the implementation of corporate museums. In the section “Limitations, conclusions and further developments”, after highlighting the main limitations of this
study, some conclusions are drawn and some further developments, which need to be enlarged and enriched by comments and suggestions of other management scholars, are hypothesized.

LITERATURE REVIEW

Corporate museums and organizational memory

According to Bonti (2014), corporate museums are not passive collections of artifacts belonging to the organizations. On the contrary, they are valuable marketing tools that are usually situated close to the company’s headquarters or factories and run by the company itself. As such, they can offer relevant, novel, surprising, informative and engaging interactions and experiences to customers (Poulsson and Kale, 2004) and they are expected to be marketing tools able to transfer organizational memory (Danilov, 1992; Katriel, 1994; Nissley and Casey, 2002). Broadly speaking, organizational memory can be defined as the set of company’s values that corporate managers want to recall and transfer to customers.

The final aim that corporate managers and exhibition directors and curators try to pursue through the implementation of corporate museums is to transfer organizational memory to visitors/customers. This happens through a process that – from the visitors/customers’ perspective – is articulated in three steps (Lambin, 2000) that consist in providing: 1) a cognitive response, referred to learning something; 2) an affective response, referred to feeling something; and 3) a behavioural response, referred to doing something.

If corporate managers and exhibitions directors and curators properly manage the three steps of the above process, then corporate museums can really improve the politics of remembering and/or of forgetting, in reference to the past or to the present, and to the politics of imagining, in reference to the future (Nissley and Casey, 2002).

In this vein, it results that management scholars have not paid yet so much attention on the theoretical frameworks that can be used to manage the transfers of organizational memory. The transfers involve at first corporate managers and exhibition directors and curators; later on they involve exhibition directors and curators and visitors/customers.

This seems to be a relevant gap to be filled in.

Knowledge management: the SECI model

The origins of SECI model can be dated back to 1991 when Nonaka published his seminal work entitled “The knowledge-creating company”. This contribution has been enriched over the years (Nonaka, 1994; Nonaka and Takeuchi, 1995; Nonaka et al., 1996; Nonaka and Konno, 1998; Nonaka et al., 2000, 2014;
Nonaka and Nishiguchi, 2001; Nonaka and Toyama, 2003) and up to now it represents one of the most known and used model in the field of knowledge management.

Even if the model is well known, it seems appropriate to recall each of the four phases in order to underline their main characteristics and their possible reference to organizational memory.

The SECI model starts with the socialization phase. Over this phase, which takes place inside the company and depends on the context, individuals exchange their tacit knowledge (Argote and Ingram, 2000). The affiliation to the company, the relationship and the proximity between employees – who are willing to favour this exchange – make the socialization happen. In particular, employees exchange tacit knowledge through observations and imitation. Because of the context and through observations and imitation, new tacit knowledge is created.

The second phase of the SECI model deals with externalization. Over this phase, employees transform the tacit knowledge created through the act of socialization into explicit knowledge. As underlined by Nonaka and Takeuchi (1995), the phase of externalization is the most critical one since tacit knowledge needs to be formalized through metaphors, analogies, concepts, figures, and models that are expected to symbolize the tacit knowledge in a proper way.

The third phase of the SECI model deals with combination. During this phase, explicit knowledge is turned into explicit knowledge. The explicit knowledge – which has already been formalized through metaphors, analogies, concepts, figures, and models – needs to be systemized (Nonaka and Takeuchi, 1995). Generally speaking, this happens through language and, in fact, as a result explicit knowledge is formalized into reports, documents and notes. This favours the following sharing of explicit knowledge.

The last phase of the SECI model deals with internalization. In this case, the explicit knowledge is turned into tacit one. Employees embody the explicit knowledge shared through reports, documents and notes and internalize it. As underlined by Nonaka (1991), internalization implies the dissemination of explicit knowledge. Generally speaking, in the organizations this phase takes place through the act of learning by doing.

Relevance of the SECI model seems to be due to the fact that: it considers both tacit and explicit knowledge; it assumes that knowledge creation is a social and an individual process; and it aims to create and disseminate new knowledge.

Because of what was said above, it seems that the SECI model could be referred to companies implementing corporate museums. In this case, companies aim to create and disseminate organizational memory and, in order to do this, they need to consider both tacit and explicit knowledge and to manage both a social and an individual process.
APPLYING SECI MODEL TO TRANSFER ORGANIZATIONAL MEMORY

As underlined before, corporate museums and organizational memory on the one hand and knowledge management on the other hand have always been considered as standing alone topics of research. The aim of the present paper, instead, is to try to combine them and, in particular, to try to apply the SECI model in order to transfer organizational memory. In the following lines, the four phases included in the SECI model (socialization, externalization, combination and internalization) are recalled and referred to the process through which corporate managers and exhibition directors and curators try to transfer organizational memory to visitors/customers.

To the knowledge of the author, this is one of the first trials of referring the SECI model to organizational memory. This implies that some criticalities necessarily arise. Hopefully, they are properly managed and reduced at an acceptable level.

Socialization

As already said, the SECI model begins with the phase of socialization. During this phase, tacit knowledge is shared in order to create new tacit knowledge. In reference to the implementation of corporate museums, it is obvious that corporate managers are aware of the brand identity but it might happen that exhibition directors and curators are not. In this vein, corporate managers need to communicate the brand identity to exhibition directors and curators. Over dedicated meeting and through observations – which are events and facts that favour the act of socialization – exhibition directors and curators can apprehend from corporate managers the organizational memory linked to the brand. In this phase of SECI model, it is important the context in which socialization takes place. Generally speaking, the context in which this phase takes place is the company headquarters where its organizational memory lies. By referring the SECI model to corporate museums, it seems reasonable to suggest that:

P1: When implementing corporate museums, corporate managers need to socialize with exhibition directors and curators so that these last ones can apprehend the organizational memory that corporate managers want to transfer to visitors/customers.

Externalization

The second phase of SECI model deals with externalization. Over this phase, tacit knowledge is transformed into explicit. As for the implementation of corporate museums, exhibition directors and curators (who have already apprehended the organizational memory that corporate managers want to transfer to visitors/customers) need to externalize the apprehended organizational memory in a new way that lies outside the company and falls in a corporate museum. In this vein, metaphors, analogies, concepts, figures, and models (Nonaka et al., 2000) need to be properly selected and used since they
represent the *incipit* of the exhibition. In this phase, in fact, exhibition directors and curators start thinking about the best means to communicate the company’s organizational memory with the outside. By referring the SECI model to corporate museums, it seems reasonable to suggest that:

**P2:** When implementing corporate museums, exhibition directors and curators need to externalize the apprehended organizational memory to be transferred to visitors/customers so that corporate managers can validate or reject it.

*Combination*

The third phase of the SECI model deals with combination. Over this phase, explicit knowledge is created from explicit knowledge. In reference to the implementation of corporate museums, exhibition directors and curators need to systemize the organizational memory (previously apprehended by corporate managers, externalized through metaphors, analogies, concepts, figures, and models and validated by corporate managers) through language. Similarly to the explicit knowledge that results from combination and that can be easily formalized into reports, documents, and notes, the organizational memory that results from combination can be easily shaped into an exhibition that can be easily communicated to visitors/customers. By referring the SECI model to corporate museums, it seems reasonable to suggest that:

**P3:** When implementing corporate museums, exhibition directors and curators need to combine the apprehended organizational memory that corporate managers aim to transfer so that it can be easily communicated to visitors/customers.

*Internalization*

The last phase of SECI model deals with internalization. Over this phase, explicit knowledge is turned into tacit one. In the original SECI model (Nonaka and Takeuchi, 1995), it is clearly underlined that this phase – differently from the previous ones referred to organizational learning – refers to individual learning. Something similar can be assumed by referring the SECI model to corporate museums. In the previous phases, in fact, attention was paid over corporate managers and exhibition directors and curators that have to socialize, externalize and combine organizational memory. In this phase, instead, attention is paid over visitors/customers who internalize the organizational memory embodied in the corporate museum. Exhibition directors and curators need to manage the politics of memory with due diligence since they can stimulate the politics of remembering and of forgetting – in reference to the past and to the present – and the politics of imagining – in reference to the future – of visitors/customers joining the exhibition (Nissley and Casey, 2002). According to the above reasoning, it seems reasonable to suggest that:
P4: When implementing corporate museums, exhibition directors and curators need to manage the politics of memory in proper way (by leveraging on selective attention and selective retention) so that visitors/customers can internalize the organizational memory that corporate managers aim to transfer.

LIMITATIONS, CONCLUSIONS AND FURTHER DEVELOPMENTS

The present paper has tried to apply the SECI model to the transfer of organizational memory through corporate museums. The trial is not easy since it is based on the mix of two different fields of research: corporate museums and organizational memory on the one hand and knowledge management on the other. These two fields of research have always been considered as standing alone even if an overlapping seems to exist.

In reference to the limitations of the paper, it is obvious that the main one is linked to the fact that this is a theoretical paper trying to combine different fields of research without testing them. Both qualitative and quantitative analyses could be useful in this vein.

Despite the above limitation, it seems that the mix of different topics (corporate museums and organizational memory on the one hand and knowledge management on the other) can disclose a new and intriguing field of research that other scholar might enrich by proposing alternative perspectives and by providing qualitative and quantitative analyses in order to assess its validity.
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ABSTRACT

The aim of this study is to describe the significance of leadership competencies in the companies „operating“ in the international environment. We surveyed 96 manufacturing companies to obtain questionnaire responses from 54 South Moravian international manufacturing companies’ CEOs. The total of 25 questions, mapped 5 groups of interest in the field of technical (professionally expert), strategic, personality, social and intercultural competencies level perception of company CEO. Every question was rated from 1 – 5, when as higher value than higher frequency and perception of importance of the competence was assumed. This research approach is based on five-factor leadership model, nevertheless the attention is focused only at factor defined as individual competence. Therefore, as well other factors can affected the overall leadership effectiveness. There had been identified competencies, which are the most frequently used and those, which are perceived as the most important to adopt for managers who wish to be perceived as a leader. Among the three most important competencies there were identified the ability to make decisions, ability to negotiate, and ability to organize the work of subordinates. Thanks to the understanding which competencies are key to leadership, we are able to use these results in HR management. The clear practice implication is to create a competency model that can be used as a beneficial tool for recruiting and leadership development.

Keywords: Leadership, competencies, international environment, manufacturing company

INTRODUCTION

Human resource management in international environment is defined as “the process of employing and developing people in international or global organizations” (Armstrong and Stephens, 2015). According Briscoe et al. (2009) the human resources management represents examining and implementing all human resource management activities that affect the process of human resource management in organizations in a global environment. “The purpose of human resources management is to emphasize the organization’s overall interests - the interests of organization’s members are...
recognized, but are subordinate to enterprise’s interests. This also implies the importance attached to strategic integration and strong culture based on the vision of top management and its lead. This requires people who will be committed to this strategy, who will be adaptable to change and who will behave in accordance with the corporate culture” (Armstrong and Stephens, 2015)

In connection with developments and challenges in human resource management, Stone & Daedrick (2015) mention several factors that can influence the future of human resource management in organizations, including economic change, globalization, the use of new technologies, and the diversity of contemporary society. The way, how successful can companies handle these challenges can also affect the application of a suitable leadership concept. According to Armstrong and Stephens (2015), leaders focus their attention on the most important source – people. They motivate workers and gain their commitment and engagement. Applying a suitable leadership concept enables companies to get a competitive advantage through a balanced relationship between the leader and the subordinates. Ideally, it is not the traditional relationship of two groups with different interests - the interest of the leader in fulfilling the tasks on the one side and the interest of the workers in obtaining wages on the other side (Pavlica et al., 2013). The concept of leadership includes the ability of the leader to create a real vision of the enterprise direction and to explain its followers their role according to vision achieving (Kotter, 1991).

THEORETICAL BACKGROUND

Competencies

Prusak (2016) emphasizes the value of human capital and that human capital is a combination of knowledge, innovation, abilities, experience, creativity, social and personal skills, and physical, mental, intellectual and moral characteristics of predispositions and intrinsic motivations with a company with which they are able to cooperate. At the same time, the authors emphasize the complex structure of human capital by pointing to the following components: competence (knowledge and skills), motivation and utilization of potential and intellectual properties.

According to Kubeš et al (2004), competency models can significantly unify the view of what will be needed in the future, what behavior the organization should promote, develop and reward. According to Plamínek (2015), it can have a practical use of a competence approach, giving people more benefits: a clear definition of the direction of society. A clear definition of performance requirements. Setting the terms of cooperation; identification of the necessary human resources; creating an evaluation system; limiting conflicts of jurisdiction; reducing the need for operational management; increasing efficiency of
performance in the company; higher success rate of changes and many more. Mikušová (2015) also confirms that competency models are an inevitable part of integrated human resources management.

**Leadership**

Leaders inspire and motivate their followers, it is important for them to feel that their work is meaningful and important to the business. Obviously, even the best leaders cannot have the perfect knowledge and skills in all areas. This is the reason why they create the team of experts, which are specialists in their field and with the right lead is highly synergic effect in fulfilling the assigned task achieved (Veber, 2009). It is advisable for the leaders to continue develop themselves and develop their knowledge, while an important part is openness to learning from others and the ability to receive advice from more experienced people. In addition is important to listen to their followers and take their remarks and suggestions to improve business processes. The neglecting of employees’ remarks, together with the traditional reluctance to make changes, dampens the potential for growth in business efficiency and has a negative impact on employee motivation (Kotter, 1991). An important is leader’s role in building an organizational culture, where he has an irreplaceable place to build a confidential environment because, in the absence of confidence, all decisions and implementation of the chosen strategy are doomed to failure (James and Woten, 2010). Talented people are currently considered the most valuable capital, the role of the leader is to recognize the talent of their followers and to assign appropriate work to develop their talent and exploit their full potential within the enterprise (Ulrich et al., 2012). A separate chapter is the role of the leader and in the context of managing change, and crisis management, where their proactive approach and ability to make quick decisions is welcomed (James and Woten, 2010).

One of the actual typology of leadership effectiveness represents the dynamic five-factor model of leadership, created by Seiler and Pfister (2009). This model originated from the Complex adaptive system theory (CAS) and Complex theory of leadership (CLT), which understand leadership as dynamic process contains more independent, nevertheless cooperating variables (agents). Authors are focused especially on the person of leader, as important, active part of this dynamic five-factor model illustrated below in the figure number 1. In our research, we are focused at the first peremptory factor of leader effectiveness represented by these five facets of individual leader competences.
Individual competence includes all the individual capabilities, knowledge, and experiences of a leader. Undoubtedly, individual competence is the foundation for successful leadership. An individual has the most direct control over his or her own behavior. Many studies that examine leadership competencies provide typologies or lists of relevant skills and attributes. Abraham et al. (2001), for example, found that skills such as communication, team building, problem solving and decision-making are important for effective leadership. Kirkpatrick and Locke (1991) stated initiative, intelligence, and business knowledge are key determinants of successful leadership behavior. Ireland and Hitt (1999) added flexibility, strategic thinking, and teamwork. Propp, Glickman, and Uehara (2003) included other leadership core competences such as experience, technical skills, the ability to manage relationships, and acknowledgment of informal organizational structure. Brownell (2008) examined a range of leadership competencies and found team leadership, effective listening, coaching, feedback, and conflict management as well as trustworthiness, integrity, positive attitude perseverance, and flexibility among the most important skills and abilities. To identify the main components of this factor, Bolten’s
model of international leadership competencies (2005) was adopted. He defined five key competencies for international leaders: professional, strategic, personal, social, and intercultural. Professional competence refers to all knowledge and abilities related to performing in the current function, such as market knowledge, work knowledge, technical knowledge, and so on. Strategic competence includes all knowledge concerning strategic decisions and their implementation within the organization. Risk, cost and profit awareness, knowledge management, problem solving, and decision-making skills are examples. Personal competence refers to the ability to perform as an individual and to have the ability for self-development. Self-motivation, stress resistance, ability to self-criticize, and hierarchy awareness are part of this competence. Social competence refers to abilities that are important in interactions with others. It includes teamwork, empathy, tolerance, taking the initiative, communicating, and leading. Intercultural competence includes the capability to master foreign languages, possess some knowledge of domestic and foreign cultures as well as intercultural processes, and being open minded to intercultural learning and tolerant toward cultural ambiguities (Seiler and Pfister, 2009).

RESEARCH

Sample

There was conducted the quantitative research among 96 manufacturing companies. The sample was randomly selected based on willingness of CEOs to cooperate voluntarily with researchers, and its layout copies the representation of international manufacturing company in the basic set of Czech international manufacturing companies. During the three-month phase in 2017 (1/2017 – 4/2017) we have obtained questionnaire responds from 54 South Moravian international manufacturing companies’ CEOs.

There were collected overall information about our respondents. The gender were in 74% male and 26% female (see fig. 2). The number of followers were in 44,4% more than 10 people in managed group and in 55,6% the CEOs had less than 10 followers (see fig. 3). We had been interested in the experience of the leaders and results are showing that the most of our respondents are working in this position from 4 to 7 years (see fig. 4).
Research questions

The total of 25 questions, mapped 5 groups of interest of company CEO competencies (see table 1).
The survey data shows differences how respondents perceive different competences. The respondents provided two perspectives – how the competence is important and how often the competence is used in their position. They rated both perspectives on the scale from 1 to 5, where 1 means that the competence is not important at all and 5 means the competence is of very high importance. The same for frequency of use – 1 means the competence is used very occasionally, 5 mean it is used very often.

In order to estimate overall significance of individual competences, we multiplied the frequency and importance. Table 2 shows the individual competences as well as their mean values.

<table>
<thead>
<tr>
<th>Topic ID</th>
<th>Factor</th>
<th>Importance</th>
<th>Frequency</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Knowledge of economics and finance</td>
<td>3.6</td>
<td>3.6</td>
<td>13.9</td>
</tr>
<tr>
<td></td>
<td>Professional knowledge of the field</td>
<td>4.3</td>
<td>4.4</td>
<td>19.3</td>
</tr>
<tr>
<td></td>
<td>Knowledge of labor law</td>
<td>3.0</td>
<td>2.8</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>Knowledge of ICT</td>
<td>3.5</td>
<td>3.9</td>
<td>14.3</td>
</tr>
<tr>
<td></td>
<td>Ability to make decisions</td>
<td>4.7</td>
<td>4.7</td>
<td>22.4</td>
</tr>
<tr>
<td>1.2</td>
<td>Ability to manage time</td>
<td>4.3</td>
<td>4.1</td>
<td>18.2</td>
</tr>
<tr>
<td></td>
<td>Ability to organize the work of subordinate collaborators</td>
<td>4.4</td>
<td>4.4</td>
<td>19.9</td>
</tr>
<tr>
<td></td>
<td>Ability to formulate an attractive vision of the future</td>
<td>3.5</td>
<td>3.0</td>
<td>11.3</td>
</tr>
<tr>
<td></td>
<td>Ability to carry risk</td>
<td>4.3</td>
<td>4.0</td>
<td>17.6</td>
</tr>
<tr>
<td></td>
<td>Ability to transfer key knowledge and experience</td>
<td>4.0</td>
<td>3.7</td>
<td>15.2</td>
</tr>
<tr>
<td>1.3</td>
<td>Ability to work under pressure and stress</td>
<td>4.2</td>
<td>3.6</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>Creative thinking</td>
<td>3.9</td>
<td>3.6</td>
<td>14.5</td>
</tr>
<tr>
<td></td>
<td>Positive thinking</td>
<td>4.0</td>
<td>4.1</td>
<td>16.8</td>
</tr>
<tr>
<td></td>
<td>Natural authority</td>
<td>4.1</td>
<td>4.0</td>
<td>17.0</td>
</tr>
<tr>
<td></td>
<td>Ethical behavior</td>
<td>4.4</td>
<td>4.3</td>
<td>19.5</td>
</tr>
<tr>
<td>1.4</td>
<td>Ability to negotiate</td>
<td>4.5</td>
<td>4.6</td>
<td>20.6</td>
</tr>
<tr>
<td></td>
<td>Ability to work in a team</td>
<td>4.5</td>
<td>4.4</td>
<td>19.8</td>
</tr>
<tr>
<td></td>
<td>Ability to solve conflicts</td>
<td>4.3</td>
<td>3.6</td>
<td>15.6</td>
</tr>
<tr>
<td></td>
<td>Empathy</td>
<td>3.8</td>
<td>3.6</td>
<td>14.1</td>
</tr>
<tr>
<td></td>
<td>Ability to motivate</td>
<td>4.1</td>
<td>3.8</td>
<td>16.0</td>
</tr>
<tr>
<td>1.5</td>
<td>Professional English language skills</td>
<td>3.6</td>
<td>3.3</td>
<td>13.2</td>
</tr>
<tr>
<td></td>
<td>Professional German language skills</td>
<td>2.7</td>
<td>2.1</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>Other language skills</td>
<td>2.3</td>
<td>1.8</td>
<td>4.6</td>
</tr>
</tbody>
</table>
Knowledge of other nations’ culture & 2.5 & 2.1 & 6.4 \\
Approach to working abroad & 2.8 & 2.3 & 7.7 \\

Table 2. Competences and their importance, frequency and significance (Source: authors’ own composition based on the survey)

Discussion

The most significant competencies were (in order) ability to make decisions (s=22,4), ability to negotiate (s=20,6), ability to organize the work of subordinate collaborators (s=19,9), teamwork (s=19,8) and ethical behaviour (s=19,5).

On the other hand among the least significant competences were identified non-English language skills (s= 4,6) and knowledge of other nations’ culture (s=6,4). An interesting finding is the low level of perceived significance of German language skills (s=6,7) and low level of be capable to work abroad (s=7,7). When discussing low level of German language skills, there is a fact that our republic is the neighbor to the Austria and Germany. Despite that, it could be explained due to the willingness of German nations to speak English. Next up the lower score of working abroad could be explained as the historical consequences of almost 40 years of closed borders.

Due to our focus at companies operating in the international environment there hadn’t been found any more significant competence of leaders in the intercultural field than ability to master the English language (s=13,2). Other identified competencies weren’t in any special relation to international environment. In the field of technical competencies were the most important the ability to make a decision (s=22,4) and on the other hand as almost useless shows the competence of labor law understanding (s=9,4). In the field of strategic competencies was identified as the most important the ability to organize work of subordinates (s=19,9) and the lowest score gain the ability to formulate an attractive vision of the future (s=11,3). This competency overall gain the average evaluation however due to the low frequency of use, the final score expressed by the significance was quite low. In the field of social competencies the most important competency is ability to negotiate (s=20,6) and what is remarkable, there had been identified relatively low score for empathy (s=14,1). This may pose some problems in the future, because leadership in based on the relationship with followers and the empathy plays its important role here. Finally in the field of leader personality the most important is ethical behavior (s=19,5) and the other personality competencies gain mostly average evaluation. (see figure 5.).
CONCLUSION

In the studies conducted so far, the values of the staff were examined in the context of the management of international teams (Hofstede, 1993, 1999, 2001, Trompenaars, 2000, Shalhoop, Sanger, 2012), behavior of managers in international environment (Thomas, 2002, Nový, Schroll-Machl et al., 1999) and styles of leadership in different cultures (House, Javidan, Dorfman, Gupta, 2004, Dědina, Odcházel, 2007). Realized studies have shown a significant influence of managers on the behavior and performance of other staff (e.g. Hagberg, Heifetz, 2000, Dolan, Garcia, 2002, Dolan et al., 2006 and others). Output of several comparative international studies (Thomas, 1996, Stumpf, 2005, House, et al., 2004) was the definition of the personality profile of a successful international manager, i.e. assumptions that managers in a multicultural environment would unconditionally be able to be well-oriented in the environment of multinational companies, and to perform the performances expected from them. In addition, there are defined procedures recommended for managers working in a multicultural environment to form and consolidate their position in international companies (Schein, 1996, Thomas, 2000, Bolten, 2005, DeSanctis, Silberzahn, Chen, 2012).
In the research projects carried out up to now in Czech Republic were examined the specificities of manager behavior (Nový, Schroll-Machl, 1999, Dědina, Odcházel, 2007) using the tool developed in western economics, which were not adjusted to Czech conditions (Dědina, Odcházel, 2007). Regarding this topic were carried out several – but sporadic case studies describing the environment one particular enterprise (e.g. Groenwald, 1998)

Our study continues with this extensive research of managerial competencies and presents materials allowing us to create competency model based on the results of the behavioral research of managers. This competence model will cover competencies that have been identified as the most important for managers in the role of leaders across companies operating in an international environment. Next up this competency model will serve HR specialist during the recruitment and as well professional development and training of the managers who would be perceived as a leaders in their profession.
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ABSTRACT

As International New Ventures are defined as firms that internationalizes almost since inception, many researchers have linked their nature to entrepreneurs’ characteristics. This study will try to define what entrepreneurs’ individual features are really necessary to international new ventures, using semi-structured interviews to the owners of 21 Portuguese companies from the technological sector and performing a fuzzy-set qualitative comparative analysis (fsQCA). Previous work has failed to address this question, may be because this methodology capable of examining complex causal situations is rarely used. Our major finding is that for a firm to have an early process of internationalization it is absolutely necessary that the entrepreneur has a previous international network of contacts. All other individual characteristics of the entrepreneur were not considered mandatory although some combinations of them would lead to the same result.
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INTRODUCTION

Traditionally, internationalization is seen as a gradual time-consuming process, based on firms’ knowledge (Johanson and Vahlne, 1977), or on firms’ contact (Johanson and Matsson, 1987; Johanson and Vahlne, 2011). In those approaches, the entrepreneur is invisible. More recently, literature about international entrepreneurship (Oviatt and McDougall, 1994, 1997, 2005) makes entrepreneur a central piece in internationalization. International New Ventures are firms that internationalizes almost since inception (Oviatt and McDougall, 1997). Many researchers have studied different entrepreneurs’ characteristics and their consequences on firms’ internationalization. However, nobody knows what entrepreneurs’ characteristics are really necessary to international new ventures.

This paper is based on the fuzzy-set qualitative comparative analysis (fsQCA). The literature shows that this method is suitable for the examination of complex causal situations (Ragin, 2008). Therefore,
it can show how the characteristics of companies (causal conditions) can be combined in different ways to reach the same solution (their own brand production - outcome), and what configurations are necessary or sufficient (Fiss, 2011).

This paper proceeds in the following way: the next section discusses the process of internationalization in the new ventures cases, and the impact of objective and subjective characteristics of entrepreneurs on it. The third section describes the fzQCA and presents the results. The following sections are the analysis and the conclusion, which identifies the limitations of the study and formulates suggestions for future research.

INTERNATIONALIZATION OF NEW VENTURES

Traditionally, internationalization is seen as a gradual process, based on firm experiential knowledge (Johanson and Vahlne, 1977). Firms need time to develop a domestic base and then progressively enters in closer markets. Internationalization gives more experience and it makes possible to go further. Rennie (1993) claims that there is a new type of firms that consider the world as their market almost from inception, and Cavusgil (1994, p.18) states that “gradual internationalization is dead” and “small is beautiful”. The works of Oviatt and McDougall (1994, 1997) develop a new approach and the study of International New Ventures is very important since the nineties. This new trend is based on technological development, new market conditions and people characteristics (Nummela et al., 2004). Now, the entrepreneur is seen as playing a key role in all process.

This vision is not completely new. Bilkey and Tesar (1977) show the importance of entrepreneurs in all internationalization process. Miesenbock (1988) claims that decision-maker is the key variable in small business internationalization. Thus, people with different traits influence firms’ internationalization differently. Thus different entrepreneurs’ stories will give different firms’ stories, too. Ghannad and Andersson (2012, p. 148) claim that a “good understanding of the firm’s development could be reached by studying the entrepreneurs’ backgrounds”. So, it is important to know if there is any entrepreneur characteristic that is necessary or sufficient to the internationalization of the firm.

According to Westhead et al (2001), older entrepreneurs have more contacts, experience and management know-how, so their firms are more likely to be exporters. These international contacts and international experience play a key role in all internationalization process (McDougall et al., 1994; Madsen and Servais, 1997; Nummela et al., 2004). However, Andersson et al. (2004) found that younger entrepreneurs are more prone to internationalize firms than older ones. So, there is no consensus about the influence of age in internationalization.

According to Andersson (2000, p. 80), “the technical entrepreneur’s main interest is technology” and “internationalization is not the main interest of this entrepreneur”. Therefore, technical entrepreneurs
delay firms' entry in foreign markets, so it is expectable that firms with entrepreneurs with very technical formal education are not international new ventures.

On the other side, marketing entrepreneur “is proactive in the internationalization process and is creating new channels to reach the customer” (Andersson, 2000, p. 80). Marketing entrepreneur must be present in international new ventures.

Social capital is often defined as the sum of resources that a firm (individual, organization) can access or mobilize by virtue of possessing a durable network of relationships (Bordieu and Wacquant, 1992). More recently, literature has been enlightening not only organizational but also inter-personal relations. These relationships enable partners to get more contacts, more information, to get closer to resources, and to know opportunities (Hakansson and Snehota, 1995; Harris and Wheeler, 2005). As Harris and Wheeler (2005, p. 189) note: “The individuals with whom entrepreneurs hold personal relationships offer access to their own network of relationships in other countries, from simple contacts to deeply trusted relationships”, so these relations could play an important role in overcoming internationalization problems (Ghauri et al., 2003).

Global orientation is a managers’ positive attitude to international affairs and their capacity to adapt to foreign markets (Nummela et al., 2004). Firms with entrepreneurs with global orientation will internationalize easier and faster (Bloodgood et al. 1996; Ghanmand and Andersson, 2012). Dremann et al., (2005) and De Vries and Florent-Treacy (2003) demonstrate how important childhood is to understand entrepreneurs’ mindset. So, this global orientation could be a consequence of foreign or migrant parents. If a person grows up within an international environment, it has a borderless vision of the world. At the same time parents had established social connection in diverse countries and second-generation could exploit those networks. This global orientation could result from international experience from living abroad, in diverse countries, too. On the other side, Zou (2007) states that international knowledge of entrepreneur is not a determinant of firm internationalization, only the capacity to detect opportunities.

Kirzner (1973) argues that the opportunities exist in the market; they arise because markets are never in equilibrium. However, only some people recognize them. Nowadays, the principal role of entrepreneurs is seen as an opportunity of discovery and exploitation (Mainela et al., 2014). Opportunities exist, independently of people being aware about their existence. (Alvarez and Barney, 2007). So, it is important to be conscious of what is happening around the world to capture and leverage opportunities. According to that thought, general awareness facilitates internationalization of new ventures.

Based on the literature review and following fsQCA, this study proposes the following:
• Marketing Entrepreneur Mindset, International Social Capital, and General Awareness are necessary conditions for internationalization.

• Single causal conditions may be present or absent within configurations of internationalization, depending on how they combine with other causal conditions.

• No single best configuration of conditions leads to internationalization, but there exist multiple, equally effective configurations of causal conditions.

• The presence or absence of age, individually or combined, can either promote or inhibit internationalization.

• Technical entrepreneur mindset must be absent to get internationalization.

METHOD

Because the literature of international entrepreneurship never studied the existence of necessary conditions, a qualitative analysis is the most appropriate methodology (Eisenhardt and Graebner, 2007). According to Ragin (2000), the fsQCA method favors the dialogue between empirical evidence and theory and therefore it allows results to support the whole analysis. This explicit iteration provides a deeper understanding of case studies by reaching different solutions for different cases. So far, its application to the study of companies has been limited (Felício et al., 2015), and as best as our knowledge, it has never been applied in international entrepreneurship studies.

This method establishes a bridge between the case-oriented approach that treats cases as whole and the variable-oriented approach that uses a “half-verbal-conceptual and half-mathematical-analytical” language (Ragin, 2000, p. 4). For that reason, one of the great advantages of the fsQCA is that through Boolean algebra and algorithms, this method reduces a large number of causal conditions to a much smaller number of configurations that lead to the outcome (Felício et al., 2015), thus treating cases as a whole.

This study analyses 21 Portuguese companies from the technological sector to remove contextual differences. All of the companies are less than 6 years old (to be considered new), and some have already internationalized (they are international new ventures). Table 1 shows the companies considered in the present study.

Table 1 – Companies in the sample

<table>
<thead>
<tr>
<th>Company</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agri Marketplace</td>
<td>A B2B global online marketplace where farmers and industry/retailers can make business transactions, supported by premium partners.</td>
</tr>
<tr>
<td>Agroop</td>
<td>A farm management application capable of managing operations in an intuitive, collaborative and efficient way.</td>
</tr>
<tr>
<td>Baseform</td>
<td>It makes forward-thinking software for networked water infrastructures, offering</td>
</tr>
</tbody>
</table>
best-in-class SaaS analytics and planning solutions.

B-Guest
A Guest Engagement Platform that has been designed to shorten the distance between hotels and guests, connecting them in the best possible way.

Biti
A media environment designed for children to enjoy full autonomy in their digital world, allowing parents to draw the limits.

Black Block
A hybrid solar drying system, designed to dehydrate food and agribusiness products – such as aromatic herbs.

Brain-e
An online platform where everyone can manage the energy consumption and be sure to save money every month.

Change Tomorrow
It provides a do-it-yourself like and easy to use Participatory Democracy platform capable of adapting to the best practices as well as local specificities.

City Guru
A web and mobile app providing direct access to local guides (professional and amateur) and allowing a personal contact through real time chat.

Clickly
An in-article content discovery technology that allows readers to discover relevant content in an interactive format.

Cuckuu
A social network that allows anyone to surprise and be surprised at the right time, turning trivial moments into something people will never forget.

Egg Electronics
Manufacturer of personal premium quality charging devices that blends user-centered product engineering with design.

Eguru
An app using a crowdsourced pool of drivers and a logistics algorithm used to transform the delivery of any item a quick and effortless activity.

Eventfuel
Mobile apps for events with the purpose of giving to attendees a rich experience featuring speaker profiles, session summaries, automatic check in, push notifications, live polls and per session feedback.

Fibersail
A shape sensing system based on FBG fiber optic research to monitor and analyze windmill blades in terms of shape, condition and behavior.

Graf.ly
Digital newsroom platform that puts journalists and editors in full control, and help media organizations to focus on content and monetization, not tools.

Learninghubz
Online platform and curation tools bringing together the best online business management training with internally produced and curated video training.

Probe.ly
It performs scans of web applications and lifecycle management of the vulnerabilities found in a sleek and intuitive web interface.

Sensefinity
It provides Internet of Things for the masses, since projects can immediately start using data gathered from their assets and delivered by their ubiquitous GSM data-pipe with multinational companies and worldwide coverage.

Spindots
It provides management, design and programming of web portals, information systems and decision support, customer relationship management, platform
management, training and advice on information systems

Trigger systems Platform to control irrigation systems using exclusive calculation models based on weather forecasts determining the exact amount to irrigate.

The analysis uses documents, interviews, and news in the press. The leading sources of information are the semi-structured interviews with the sample companies’ owners. The information requires interpretation and coding that results in 8 categories reflecting the causal conditions that lead to brand creation as an outcome (see Table 2).

Table 2 – Causal Conditions

<table>
<thead>
<tr>
<th>Category</th>
<th>Label</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age of entrepreneurs</td>
<td>Age</td>
<td>Age of entrepreneurs on the inception date (1 - less than 30 years old; 0.5 - between 30 and 40; and 0 - more than 40)</td>
</tr>
<tr>
<td>Global Orientation</td>
<td>GlobOr</td>
<td>A borderless mindset resulted from childhood exposure to international environment, based on nationality, parents' nationality, and international migration or deep and diverse international not work experiences (between 0 and 1)</td>
</tr>
<tr>
<td>Technical Entrepreneur</td>
<td>Tec</td>
<td>Entrepreneur with more technical skill, according to formal education (between 0 and 1)</td>
</tr>
<tr>
<td>Marketing Entrepreneur</td>
<td>Mark</td>
<td>Entrepreneur with more marketing skills, according to formal education (between 0 and 1)</td>
</tr>
<tr>
<td>International Network</td>
<td>Net</td>
<td>How large is the entrepreneur’s international network (between 0 and 1)</td>
</tr>
<tr>
<td>General Awareness</td>
<td>Int</td>
<td>How curious about macro-environment entrepreneurs are, based in newspapers and general reviews readings (between 0 and 1)</td>
</tr>
<tr>
<td>International Mobility</td>
<td>IntMob</td>
<td>How many trips have entrepreneur did during this project (between 0 and 1)</td>
</tr>
<tr>
<td>Previous Entrepreneur Experience</td>
<td>PrevEnt</td>
<td>If entrepreneurs had had any previous experience as entrepreneurs based on the number of firms he had already created (between 0 and 1)</td>
</tr>
</tbody>
</table>

As a multiple stage analytic procedure, we have several steps. The first step was the selection of the theoretical attributes. In our study, these attributes were entrepreneurs’ age (when the firm was created); global orientation (childhood international exposition, international experience, and international diversity - number of different countries); educational background (technical entrepreneur; marketing entrepreneur); previous entrepreneur experience; international network; and general concern.
The second step was, according to Ragin (2008), the establishment of a score with six fuzzy-set values (0 – fully out; 0.2 – mostly but not fully out; 0.4 – more or less out; 0.6 – more or less in; 0.8 – mostly but not fully in; and 1 – fully in) for each category in each case.

As explained above, the outcome is internationalization. Two different approaches were used: 1) Business Internationalization - a dichotomous outcome (1, if firm has any international experience and 0 otherwise); 2) International Commitment - a fuzzy set outcome (between 0, if it is not present in any foreign country and 1, if it is present in more than four countries). Please refer to table 3.

Table 3 – Value of Conditions in Each Case (firm)

<table>
<thead>
<tr>
<th>Cases</th>
<th>age</th>
<th>GolbOr</th>
<th>Mark</th>
<th>Tec</th>
<th>PrevEnt</th>
<th>Intwork</th>
<th>IntMob</th>
<th>Net</th>
<th>Int</th>
<th>BusInt</th>
<th>Commit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0,5</td>
<td>1</td>
<td>0</td>
<td>0,2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0,4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0,4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0,4</td>
<td>0,5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0,4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0,5</td>
<td>1</td>
<td>0,8</td>
<td>1</td>
<td>1</td>
<td>0,6</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0,5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0,4</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0,8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0,5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0,4</td>
<td>0,8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0,5</td>
<td>0,6</td>
<td>0</td>
<td>0,6</td>
<td>0,5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0,5</td>
<td>0,8</td>
<td>0,6</td>
<td>0,4</td>
<td>0,5</td>
<td>0,5</td>
<td>1</td>
<td>1</td>
<td>0,4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0,8</td>
<td>0</td>
<td>1</td>
<td>0,5</td>
<td>1</td>
<td>1</td>
<td>0,4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0,5</td>
<td>0,5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0,5</td>
<td>0,4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0,6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>0,5</td>
<td>0</td>
<td>0</td>
<td>0,4</td>
<td>1</td>
<td>0</td>
<td>0,8</td>
<td>1</td>
<td>0</td>
<td>0,2</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0,2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1,0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>0,5</td>
<td>0,8</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0,8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0,8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>0,4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0,5</td>
<td>0,6</td>
<td>0,6</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>0,6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0,4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0,4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>0,4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0,8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>0,5</td>
<td>0,2</td>
<td>0</td>
<td>1</td>
<td>0,5</td>
<td>0</td>
<td>0,5</td>
<td>1</td>
<td>0,8</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In what concerns entrepreneurs’ age, our sample was very diverse: four companies with young entrepreneurs (less than 30 years old), 8 cases with entrepreneurs between 30 e 40 years old, and the majority (9 cases) had entrepreneurs older than 40 years.

The international exposition of entrepreneurs presented a great diversity, varying between what we consider a completely international exposition (resulting from a childhood experienced abroad and /or more than one year living abroad – 8 cases), to a total absence of any kind of international experience (4 cases). In the middle ground, we found 9 entrepreneurs with some international exposition.

In the group of completely international experience, six have already lived in more than 4 different countries, one in three different countries, and one in only one country.

In terms of the educational background, 3 entrepreneurs were considered marketing entrepreneurs (as they completed formal education in Management) and 12 as technical entrepreneurs (formal education in technical or technological areas).
Considering the main type of network presented, we found 12 entrepreneurs with a completely international network, and only 3 with a completely domestic one.

In what concerns the outcome, 12 firms were already internationalized and only 9 were not.

RESULTS

Table 4 shows the results for the necessary conditions. In theory, the outcome is a subset of necessary conditions, so “it does not say anything for the cases disclosing the outcome” (Bol and Luppi, 2013, p. 205).

Table 4 – Necessary conditions

<table>
<thead>
<tr>
<th>Outcome variable: busint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditions tested:</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>age</td>
</tr>
<tr>
<td>~age</td>
</tr>
<tr>
<td>golbor</td>
</tr>
<tr>
<td>~golbor</td>
</tr>
<tr>
<td>mark</td>
</tr>
<tr>
<td>~mark</td>
</tr>
<tr>
<td>tec</td>
</tr>
<tr>
<td>~tec</td>
</tr>
<tr>
<td>prevent</td>
</tr>
<tr>
<td>~prevent</td>
</tr>
<tr>
<td>intwork</td>
</tr>
<tr>
<td>~intwork</td>
</tr>
<tr>
<td>intmob</td>
</tr>
<tr>
<td>~intmob</td>
</tr>
<tr>
<td>net</td>
</tr>
<tr>
<td>~net</td>
</tr>
<tr>
<td>int</td>
</tr>
<tr>
<td>~int</td>
</tr>
</tbody>
</table>
Ragin (2008) argues that we should not accept conditions with consistency values below 0.75 and states that “in the case of necessary conditions, the consistency value should be set much higher”, so we decide to use a cut point of 0.9.

Hence, the data from Table 4 shows that in order to internationalize (independently the way we evaluate internationalization), entrepreneurs must have an international network. It is very interesting to note that having an international network required a deep commitment. This result confirms the crucial role of social capital (international networks). On the other side, it contradicts the idea that Marketing entrepreneurs and Global Orientation are necessary conditions.

**Reassessing Cases**

The next step is to generate a truth table (in the appendix) with the fsQCA program (Ragin et al., 2006) to produce the distribution of the 21 cases by the possible combinations. According to Ragin et al. (2008, p. 75) “the truth table algorithm incorporates a two-stage analytic procedure.” The second step is to specify the possible causal conditions vis-a-vis the outcome.

The fsQCA 2.5 allows a complex solution, a parsimonious solution and an intermediate solution. Rihoux and Ragin (2009) find that an intermediate solution is superior, so we use that to take conclusions. According to literature review, we consider that Age could be absent or present, Technical Entrepreneur should be absent; Marketing Entrepreneur should be present; Social Capital should be present; Global Orientation could be present or absent; and General Awareness should be present.

<table>
<thead>
<tr>
<th>Outcome variable: commitment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditions tested:</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>age</td>
</tr>
<tr>
<td>~age</td>
</tr>
<tr>
<td>gobor</td>
</tr>
<tr>
<td>~gobor</td>
</tr>
<tr>
<td>mark</td>
</tr>
<tr>
<td>~mark</td>
</tr>
<tr>
<td>toc</td>
</tr>
<tr>
<td>~toc</td>
</tr>
<tr>
<td>prevent</td>
</tr>
<tr>
<td>~prevent</td>
</tr>
<tr>
<td>intwork</td>
</tr>
<tr>
<td>~intwork</td>
</tr>
<tr>
<td>intmob</td>
</tr>
<tr>
<td>~intmob</td>
</tr>
<tr>
<td>net</td>
</tr>
<tr>
<td>~net</td>
</tr>
<tr>
<td>int</td>
</tr>
<tr>
<td>~int</td>
</tr>
</tbody>
</table>
International Business (yes/no)

From all possible combinations, seven of them reflect the case studies, and therefore all others are removed. From among the seven, three have a consistency above 0.75, and for that reason are assigned the value of one while the remaining is assigned the value of zero.

Table 5 shows that two combinations of solutions generate the same outcome (internationalization). The intermediate solution generates a very good value for consistency (0.8656), while coverage is good (0.483).

This result reflects two conditions present in all of the solutions (int, and intmob). It highlights the idea that entrepreneurs should be very active and aware about what is happening (Zou, 2007). Surprisingly, marketing entrepreneur must be absent in both recipes.

So, there are two possible recipes to get internationalization before firms are 6 years old:

- int*intmob*~mark*~globor*age

Thus, international new ventures can have older entrepreneurs if they are fully aware about what’s happening (to detect opportunities), and if they present an international mobility. Educational background and global orientation seem to be confounding variables.

- int*net*intmob*intwork*globo*~mark*~age

Thus, firms with young entrepreneurs, interested in what is happening, with international network, and international and diverse work experience, and with global orientation could be international new ventures too. Educational background seems to be a confounding variable.
International Commitment (number of countries)

From all possible combinations, seven of them reflect the case studies, and therefore all others are removed. From among the seven, two have a consistency above 0.75, and for that reason are assigned the value of one while the remaining is assigned the value of zero.

Table 5 shows that two combinations of solutions generate the same outcome (internationalization). The intermediate solution generates not so good values for consistency (0.6969) and coverage (0.319).

It is very interesting to note that there are two recipes but they are very similar:

- int*net*intmob*intwork*prevent*globor*-age
- int*net*intmob*intwork*tec*globor*-age

Considering that, to be an international new ventures firms must have young entrepreneurs with social capital (international networks), very active (with awareness about what is happening and with international mobility), with international work experience and a global orientation. And with technical mindset or previous experience as entrepreneur.

These results confirm the idea that younger entrepreneurs present more proactivity so their firms show an earlier internationalization, confirming also the common sense thought that general awareness is very important (to detect opportunities) and international knowledge (resulting from global orientation or from international work experience) is very important to accelerate internationalization process. On the other side, according to those results, technical entrepreneurs are important. The explanation could be that in order to expand so quickly, firms must have a very innovative product and technical entrepreneurs are very concerned about product development.

Considering the onset propositions, the analysis produces the following conclusions:

- Entrepreneurs’ International Network is a necessary condition for young internationalization.
- The recipes to go further (more than four countries) are more demanding than the recipes to start the process of internationalization.
- Marketing entrepreneurs could be an obstacle to begin the process of internationalization.
- No single best configuration of conditions leads to firms’ internationalization.
- No recipe generates the entry in a high number of countries.

CONCLUSION

This study investigates how some companies can internationalize in a very young age (less than six years old) using the fuzzy-set method for its investigation. The greatest advantage of this method is the admission of equifinality, that is, the recognition that “different equally effective configurations of conditions may lead or contribute to the same outcome” (Gonçalves et al., 2016, p. 3).
Hambrick and Mason (1984) argue that the company is a mirror of its managers. According to the network approach, liability of outsidership is the biggest obstacle to internationalize. Nevertheless, according to our study, new ventures could start internationalization if entrepreneurs have an international network. This is mandatory to go further in the internationalization process. Young, very active entrepreneurs (with general awareness, and international mobility), with global orientation and international work experience, with previous entrepreneur experience or technical mindset are two causal combinations that leads to more commitment to internationalization.

The importance of the technical mindset could be connected to the nature of the sample, as all 21 firms are technological. In this sector, innovation, namely technological development, is a distinctive factor. This point is a limitation of our work, so it is very important to repeat this methodology in others sectors. It is possible to include other entrepreneurs’ traits like gender, formal education, work experience, or to include not only individual characteristics but all top management team features. Nevertheless, this study fills a gap in the literature, identifying mandatory individual characteristics of entrepreneurs to internationalize their companies almost since the inception.
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ABSTRACT

This work focuses on the situation of plastic manufacturers in Italy. It aims to analyse their financial structure and economic situation, in the period before, during and after the crisis (2008-2015), in relation to economic and financial ratios trend. The study focuses on three research questions: what is the actual situation and which trend there has been in the last decade in Italy? What was the effect of the international crisis on the financial structure of companies in the sector? What changes has the international crisis brought on the financial structure of plastic firms’ industry? How profitability evolved during the period in question?

To these aims and starting from AIDA data, the study carries out a trend analysis. The financial structure is assessed using ratios (Leverage, Current ratio, Quick ratio, Financing ratio for non-current assets) and Fixed asset to equity capital margin. By evaluating ROE, ROI and ROS, the profitability was investigated.

The study shows that the recent economic crisis has hit different industries in different ways; particularly, it has affected Italian plastic industry in a limited way because of the increasing product demand. Ratios values are highly satisfactory, despite the dominance of the debts on internal sources, which is unjustified given the cheap equity borrowing. Future studies should deepen the issue by comparing Italian and other countries’ situation in order to enrich international literature. In fact, the focus on production and technical aspects and the impact of plastic on environmental pollution have always been the main object of interest.

Keywords: Plastic manufacturers, Global Crisis; Financial ratios; Profitability ratios.

INTRODUCTION AND PURPOSE: STRUCTURE OF THE ESSAY

The recent international economic crisis has affected the nations and the industries with different intensities and consequences. It was also an opportunity for scholars to detailed analyses of the causes
and possible solutions to propose to the globalized economic system and every company. This study focuses on the plastics industry trend in Italy during the economic crisis. Plastic is one of the most important industrial product everywhere. It replaces gradually other expensive and strict raw materials. Plastic material sector has been affected by the recent global crisis, albeit in a slighter way than the other business sectors. Therefore, it represents a useful case study for its global dimension and for the verification of its relations with the economic crisis causes. However, it raises the issue in terms of its real use in order to avoid environmental pollution, given the problems of waste and recycling (Glerean, 2012). Sector analysis is useful for both typical purposes, related to the financial statements analysis, and for the ecological and social implications inferred from plastic environmental impact. This sector unites managerial and social issues and the indications obtainable from it may be useful to develop, at the same time, appropriate employment and environmental policies.

This research answers three questions focused on financial and economic dynamics:

RQ1: What is the current situation and what did the trend in the last decade?

RQ2: What was the effect of international crisis on firms’ financial structure?

RQ3: How the profitability changed during the period in question?

In the future, the research must be extended to the economic and environmental aspects, which are intimately tight, and to the dissemination of environmental reports among the firms.

In order to answer to these research questions, the study carries a quantitative analysis based on the financial statements of a sample of companies for eight consecutive years. By analysing the time trend of some capital and revenue ratios, a first view on industry trend and on consolidation efforts developed.

The study, after explaining the research approach and the methodology, gives some evidences about the studies on the environmental impact of plastics, which are relevant and frequent. In literature, fewer researches have dealt with the economic and capital balance of firms. The aim of this work is to fill this gap.

Subsequently, the essay shows some data on the plastics industry both in Italy and in the world. These data are the subject of the analysis.

Finally, the results show a growth industry. The economic and capital structure benefit from this situation, despite a substantial debt persists, which is unjustifiable regarded the lower costs of money in the European Union.

a quantitative analysis. The other sections are of Guido Migliaccio.
RESEARCH APPROACH

Our research approach is quantitative. It develops an analysis on ratios and indexes carried on a sample of 3,227 companies from AIDA database (https://aida.bvdinfo.com – 19/9/2016). The companies considered have two characteristics:

1) They belong to Ateco 22.20.00 2007 (www.istat.it - 27/03/2016): they produce plastic goods;
2) They do not belong to special Ateco classes: «Manufacture of plastic plates, sheets, tubes and profiles», «Manufacture of plastic packing goods», «Manufacture of builders’ ware of plastic».

Before the analysis, the study presents the statistical data and their elaborations on global, European and Italian production.

The empirical analysis develops a characterization of the financial structure by using the following ratios: leverage, quick ratio, current ratio, fixed asset to equity capital margin. By evaluating ROE, ROI and ROS, the profitability was investigated.

Finally, we presented conclusions and possible future in order to make clear open questions.

INTERNATIONAL AND ITALIAN LITERATURE REVIEW

The international studies concerning the production of plastic are wide and articulated. There is a prevalence of technical and engineering studies about the realization of quality goods. Economic studies are less numerous and classified in two groups: some of them analyse the environmental impact of plastic materials and the social consequences; others are more managerially oriented and analyse economic and financial balance of manufacturers.

A brief and necessary mention must be devoted to ecological economy, albeit it is not the specific aim of this research, but rather of a possible future continuation. There is the wide research of Zaman and Swapan (2016) which presents the environmental and economic benefits of global waste management systems in the context of zero waste practices. Other studies are synthetized as follows: Corbett (2000) analyses the environmental management systems in the New Zealand plastics industry; Steuer et al. (2017) show the analysis of the value chain and network structure of informal waste recycling in Beijing, China; Alcántara-Concepción et al. (2016) analyse the Environmental impacts of computers (at the end of their lives) and their management alternatives in México; Zhou et al. (2014) present the characteristics and the recovery potential of plastic wastes obtained from landfill mining, etc.
A wide international literature analyses economic and social effects of pollution, which derives from plastic packaging (Ravi, 2015; Valarmathy, 2015; Accorsi et al., 2014; Cai and Savio, 2013; and Cozzi, 2016).

A limited number of studies focuses on specific management issues in plastics industry, presented as follows:

- Lélis and Simon (2013) study the relationship management in the automotive chain. The object focuses on the relationship management in an industry of automobile plastic parts in São Paulo, Brazil. The results show the relationship management factors which contribute to the efficiency of supply chain management and highlight the aspects which can be improved concerning the chain collaboration in terms of informal communication and lack of joint business planning between the company partner;

- Damoah and Nyarko (2016) study the influence of leadership strategies on organisational commitment. The purpose of this research is to examine the effect of different dimensions of leadership strategies on employees’ commitment, in order to identify the best strategies required to improve the commitment of employees in a developing country’s context. Well 132 employees based on the two major plastic manufacturing companies in Ghana. Based on the findings, organisations are therefore encouraged to adopt the democratic leadership strategy to improve the commitment of the work force;

- Xu et al. (2016) present some evidences on a sustainable performance assessment framework for plastic film supply chain management from a Chinese perspective, because the application of biaxial-oriented polypropylene plastic film has had a significant influence on the economic, environmental and social performance of supply chain management;

- Resende et al. (2014) present the results of a lean production project implementation developed in a plastic injection company. The main aim of the project was the application of lean principles and tools involving the company’s stakeholders. Some tangible and financial results obtained, were an increase in productivity of the assembly lines and of the operating income, a reduction of the cycle time etc. Intangible results were the operators’ engagement and involvement with continuous improvement and with lean implementation;

- Van Eygen et al. (2017) analyse the national plastic flows in Austria from the production stage up to the waste management stage, reference for the year of 2010;
- Paksoy et al. (2006). In this study, the supply chain management strategies and applications of two plastic profile manufacturer firms, which are two of the six greatest in the Turkish market, are benchmarked based on a questionnaire;

- Low and Lee (2008). In the current mould-making industries, the challenge is to shorten the mould lead-time while maintaining the desired quality. In the current practice of local mould-making industries, almost all the data for the mould design, manufacture and testing stage are often either confused or duplicated unnecessarily. This paper presents a framework for how the data from the different stages of the mould project could be managed more efficiently through the use of templates;

- Hallam et al. (2009). This project focused on a small manufacturer of plastic bags to identify the critical and non-critical factors of production and develop a strategy for the firm to manage those critical factors in order to improve production rates and quality while decreasing waste. The results of the project demonstrated a strategy that could achieve all three objectives for the company, namely increased productivity, quality, and reduced waste, all of which drive bottom line financial improvements, a key performance outcome in any lean enterprise;

- Aydogan et al (2013). This chapter presents a mathematical model which is a fuzzy goal programming model for imprecise goals for reverse logistic network design with multiple objectives in plastic sector. The considered objectives are to reduce cost in reverse logistics, to improve product quality, and to provide environmental benefits by minimizing waste production.

Asasongtham (2012) studies the factors affecting cost management of SME factory entrepreneurs in the plastic industry in Pathumthani during the economic crisis. The findings reveal that the overall cost management was at a moderate level and was not different in terms of business size, but as classified by years in business. Villa (1997) underlines that an efficient financial structure ensures a permanent position on the market. Maybe, it is perhaps the only example of writing which relates financial structure of the plastics companies to durability.

From this literature review, it emerges a lack of studies about the composition of sources and application of funds that derive from the financial statements and on the average profitability of the industry. In fact, it seems useful in order to understand the industry in question. The next notes are a first attempt to fill this gap.

**PLASTIC MATERIAL PRODUCTION IN THE WORLD**

The industry sector of manufacture and transformation of plastic materials is one of the most important in Italy and in the world.
Plastic, from year to year, has reached a huge development, because of its properties and possible uses. Its success is due to a specific combination of materials: it can be flexible or stiff, heavy or light, opaque or transparent, with sealing and/or blocking properties. All these merits, together with the lower costs of production have lead the plastic to replace other materials, especially the metal (Kerns, 2016).

The recent global crisis affected the plastics industry, like all industries. However, the crisis hardly affected this sector, compared to the others; in fact, it began its recover in 2010-2011. Globally, plastic material production has grown by 10 million tons reaching 280 million tons with a growth rate of 9% per year (www.plasticseurope.org - 23/03/2016). The global and European trend (table 1) records a constant growth despite the crisis. In 2014, the production reaches the value of 311 million tons.

Table 1: Global and European plastic production

<table>
<thead>
<tr>
<th>Year</th>
<th>World</th>
<th>EU</th>
</tr>
</thead>
<tbody>
<tr>
<td>1950</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1960</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1980</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>311</td>
<td></td>
</tr>
</tbody>
</table>

Source: data from PlasticsEurope Market Research Group (PEMRG)

The markets for plastics are shifting towards Asia characterized by growth rates higher than average: in Asia, there is a growing production capacity. Currently (table 2), China has the 26% followed by Europe with the 20%, NAFTA 19%, the remaining Asia 16%, Africa 7%, Latin America 5% and, lastly, Japan 4% (http://www.plasticseurope.org/plasticsindustry/plasticseurope.aspx - 24/03/2016). The Europe produces 47.8 million tons of plastic materials whose manufacture and transformation is highly concentrated in five countries: Germany with the 24, 9% followed by Italy (14, 3%), France (9, 6%), Great Britain (7, 7%) and Spain (7, 4). The remaining part belongs to the other 22 European countries.

Table 2: Global plastic material production
5. THE PRODUCTION OF PLASTICS MATERIALS IN ITALY

The plastic materials transformation and the realization of parts and products for the final user is one of the most important production activities in Italy, which has gained significant results even in the crisis.

In 2009, Italy was (The European House – Ambrosetti, 2013):

- the third in Europe for employment (146 thousand), turnover (€ 32 billion) and added value (about € 8 billion) in the production and transformation of plastic materials, under Germany and France. Italy, as well as the rest of the Europe (except Germany), employs around 90% of the workforce and the 87% of the added value in the transformation;

- the second in Europe for consumption market of plastic materials after Germany (7,1 compared to 11,9 million tons/year).

Currently, the industry in question is stable: it records about 180 thousand workers, 11 thousand companies, growing compared to 2009 (ISTAT, 2016).

Plastic materials are extremely versatile and usable in different sectors.

Its main use is for packaging that takes up in Italy more than 45% of production, considering versatility, lightness, robustness, chemical inertness, reliability and economy.

http://www.plasticseurope.org/plasticsindustry/plasticseurope.aspx (24/03/2016)
The building takes up in Italy more than 11%, particularly for hardware, industrial plant building, coatings, plumbing, thermal and acoustic insulation; the furniture takes up about 6%; the transport over 4% in various parts like air bag, safety-belt etc.; agriculture more than 3%.

6. THE EVOLUTION OF THE ECONOMIC AND FINANCIAL STRUCTURE: RESULTS FROM A QUANTITATIVE ANALYSIS

The paragraph carries an asset analysis on the sample identified before. We used the indexes and ratios calculated on reclassified financial statements of Aida database.

By rearranging the information, we reported every formulation from https://help.bvdinfo.com/mergedProjects/73_IT/Data/Financial/AidaRatioDef.htm (22/02/17).

6.1 Financial and patrimonial analysis

6.1.1. Indebtedness level

The Leverage (Total assets/Equity) expresses the coverage of uses with own funds. In Italy there is the trend shown in the table 3:

<table>
<thead>
<tr>
<th>Year</th>
<th>Leverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>9.09</td>
</tr>
<tr>
<td>2009</td>
<td>8,30</td>
</tr>
<tr>
<td>2010</td>
<td>10,39</td>
</tr>
<tr>
<td>2011</td>
<td>9,32</td>
</tr>
<tr>
<td>2012</td>
<td>7,94</td>
</tr>
<tr>
<td>2013</td>
<td>11,01</td>
</tr>
<tr>
<td>2014</td>
<td>9,88</td>
</tr>
<tr>
<td>2015</td>
<td>10,15</td>
</tr>
</tbody>
</table>

Source: elaboration on AIDA database.

The industry is characterised by high leverage, sometimes fluctuating. In 2015 there is a 10, 15 of slight decrease compared to 11, 01 of 2013. There is also a move from 8, 30 of 2009 to 10, 39 of 2010 and a decrease in 2011-2012 followed by a peak in 2013. The industry is characterised by an imbalance between own funds and third party funds, which are dominant. This could cause increasing borrowing costs, which would reduce firms’ profitability. Therefore, this fact has to be linked to the following datum about Roe, Roi and Ros ratios. It must be noted that in some of the considered years, the cost of money was low because of the effects of monetary and European Central Bank too.

6.1.2. Short-term financial balance
It can be analysed by using the *quick ratio* and the *current ratio*.

a) The *quick ratio* \([\text{Current assets} - \text{Remainder}/\text{Current liabilities}]\) expresses the short-term financial situation, by considering current liquidity and liquidity on deadline such as security investments in liquidity (Fadda *et al.*, 2008) (table 4).

<table>
<thead>
<tr>
<th>Year</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio</td>
<td>1.17</td>
<td>1.22</td>
<td>1.20</td>
<td>1.20</td>
<td>1.21</td>
<td>1.22</td>
<td>1.25</td>
<td>1.29</td>
</tr>
</tbody>
</table>

Source: elaboration on AIDA database.

The index has a fluctuating trend in the years 2008-2012, and then it remains stable and increases. During the period examined, the quick ratio records average values underline a good financial situation in 2008-2011. In 2014-2015, it becomes increasingly positive.

b) The *current ratio* \((\text{Current assets}/\text{Short term debts})\) expresses the coverage of short-term debts with short-term investments, including stock (table 5).

The companies worked in a situation of financial balance improving from year to year despite the crisis. It is a particular important evidence because it is a sign of a good working capital management, which has not been affected by the detrimental effects of the crisis that, sometimes, has lead to quick choices with negative effects on short-term asset balance. It is useful to compare (table 6) in a graph,
the two last indexes: the dimension of the stock (which is close to liquidity) has not affected in a significant way the financial dynamic.

Table 6. Current ratio e quick ratio: a comparison.

<table>
<thead>
<tr>
<th>Year</th>
<th>Quick ratio</th>
<th>Current ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: elaboration on AIDA database.

6.1.3. Medium and long-term financial balance

The analysis focuses on fixed asset to equity capital margin and financing ratio for non-current assets.

a) The fixed asset to equity capital margin (Equity – Net fixed assets) expresses, in absolute values, the coverage of non-current assets with equity capital (table 7).

Table 7: Fixed asset to equity capital margin

<table>
<thead>
<tr>
<th>Year</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>-642</td>
<td>-578</td>
<td>-579</td>
<td>-526</td>
<td>-524</td>
<td>-415</td>
<td>-393</td>
<td>-316</td>
</tr>
</tbody>
</table>

It has always-negative values: third party equity is necessary in order to cover long-term investments. However, the trend is increasingly improving and it has a reduction of about 50%. This datum states the debt ratio trend, which highlights a great intervention of the external sources compared to the equity capital.

b) The financing ratio for non-current assets [(Equity + Long-term debts)/Fixed assets] considers the use of both own funds and third party equity in order to cover long-term investments (table 8).

Table 8: financing ratio for non-current assets

<table>
<thead>
<tr>
<th>Year</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>2,66</td>
<td>3,07</td>
<td>2,50</td>
<td>2,77</td>
<td>3,01</td>
<td>3,25</td>
<td>3,26</td>
<td>3,28</td>
</tr>
</tbody>
</table>
The trend is almost constant, except for 2010, which represents a minimum peak. After 2010, the trend is increasing. The industry tends to take constant values despite the reduction of the fixed asset to equity capital margin. This is interpreted in various ways. It could be the effect of the decreasing value of the durable assets for the obsolescence and senescence, which take to new investments, or it could be due to an increasing long-term debt. In this analysis, it is not possible to determine precisely the reason, which will ask for more data.

### 6.2 Profitability analysis

The ratios used are ROE, ROI and ROS. ROE (Return on equity) (Net income/Equity) is a measure of the company profitability, which referred to different areas: operations, financial and extra-ordinary operations (Tieghi, 2004). In order to evaluate and organise the strategies to improve company profitability there is a need for a ratio, which measure the potential of company profitability, regardless of extra-ordinary operations, financial events and tax burden. This is the role of ROI (Return on Investment) [Operating income/ (Equity + Bonds + Long-term bonds + Bank debts + Long-term bank debts + Debt to members + Long-term debt to members], which expresses effectiveness and efficiency in the management of the firm business areas (purchase, production and sales) (Bubbio, 2007).

ROS (Return On Sales) [Operating income/ (Sales revenue + other revenues)] expresses the remaining margin after the coverage of the business costs with sales revenues (Campedelli, 1990).

Profitability ratios do not have thresholds parameters and change from one industry to another. The industry considered is characterised by the following values (table 9).

<table>
<thead>
<tr>
<th>Year</th>
<th>Roe</th>
<th>ROI</th>
<th>ROS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>6.46</td>
<td>7.89</td>
<td>4.27</td>
</tr>
<tr>
<td>2009</td>
<td>4.22</td>
<td>6.63</td>
<td>3.48</td>
</tr>
<tr>
<td>2010</td>
<td>7.89</td>
<td>7.17</td>
<td>4.15</td>
</tr>
<tr>
<td>2011</td>
<td>6.98</td>
<td>7.18</td>
<td>4.17</td>
</tr>
<tr>
<td>2012</td>
<td>6.56</td>
<td>6.62</td>
<td>3.59</td>
</tr>
<tr>
<td>2013</td>
<td>6.21</td>
<td>7.56</td>
<td>3.88</td>
</tr>
</tbody>
</table>

Source: elaboration on AIDA database.
The sector has a good profitability profile, despite the crisis. The minimum values, even positive, are present in 2009. Then, they improve with discontinuity (table 10). They rank consistently among even greater levels than government securities considered as a valuable benchmark. Even in the worst years, the profitability is positive and acceptable.

Table 10: Profitability ratios

<table>
<thead>
<tr>
<th>Year</th>
<th>ROE</th>
<th>ROS</th>
<th>ROI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>9.14</td>
<td>8.19</td>
<td>4.16</td>
</tr>
<tr>
<td>2015</td>
<td>11.90</td>
<td>8.84</td>
<td>4.47</td>
</tr>
</tbody>
</table>

Source: elaboration from AIDA database.

7. CONCLUSIONS

The recent economic crisis affected the different productive sectors with different consequences. The plastic material production shows a low negative effect of the crisis on Italian companies, mainly resulting from the growing need of the product on all international markets. Italian industry has followed the international trend, by recording similar satisfactory values also in the crisis years.

This study investigated the effects of the crisis on capital, financial and income balances on a sample of Italian companies with a good market space in the global and European production.

The analysis derives from the study of a high number of firms' financial statements for eight consecutive years. It shows that the positive market conditions have obviously beneficial effects on relations between sources and financial investments and on corporate profitability. The worrying situation is about the relation between internal and external sources: the predominance of the second ones reduces the profitability, which has, however, a good and positive value. Positive profitability outcomes could also derive from a judicious monetary policy of the European Central Bank, which has kept the interests low for capital procurement.

The plastics industry therefore requires, however, a significant investment of equity capital in a national financial market still characterized by significant under-capitalization of companies, therefore, they have to address to third-party sources. The opposite signs of the structure and the index of fixed income coverage, which also considers the medium and long-term loans, confirm this
judgment. The first highlights the equity gap replaced by third-party capital for fixed asset coverage. Even if it seems evident that capital costs have not affected the profitability, the undercapitalisation represents a limit to freedom in firm management. The excessive use of third party equity leads to frequent financial emergencies due to the deadlines imposed by the return of the funds and to the need for new sources. Moreover, the administration could be dampened by fundraisers’ need to criticize the choices of new investments made by the internal bodies, and that may harm the refund of the third party equity. It is quite realistic to think that a better balance between financial sources would allow freer, more efficient and more effective choices, which are also more profitable, leading to self-financing and to investments free from thirds’ choices. The short-term situation is satisfactory and presents a positive relation between liquidity and stock, considering the trend and the linked ratios.

Such issues, however, must consider the necessary quality of the data obtained from Aida database. During the research, it seemed preferable to eliminate the margin cash, because it was in contradiction with the short-term financial ratios. The contradiction probably derives from the information system mode of calculation.

A deeper analysis must ask for other ratios, which had better explained the relation between sources/application of funds, in particular for the impact of the equity capital on total sources. It will be possible to devise an eradication policy for the industry in question and for a great number of its firms. The readjustment of sources does not seem so problematic, given the high profitability of the sector, which can also improve by reducing financial costs. Such investigation should be deepened and extended to comparisons, among different countries. Moreover, it represents a new proposal compared to the traditional international bibliography, which is highly focused on technical aspects and production of plastics and their relative impact on environmental pollution.
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ABSTRACT

The Italian public administration research consistently effective and efficient organizational models aimed at the full satisfaction of the user. A continuing problem is the use of a fair assessment mode of the services offered: from the results often depend economic interests related to incentive bonuses payable to executives and staff.

It is understandable, therefore, the delicacy and difficulty of identifying tools, methods and interpretative criteria of citizen satisfaction investigations.

This paper describes an empirical research carried out at the employment office of Province of Benevento in Italy. Online questionnaire they were evaluated some aspects of the service provided to users. They have participated for about 10% of the users. The results diverge significantly compared to similar surveys carried out in the same context with different methodologies. Even within the limits of the method used, the project can be easily exported to other offices of public administration, considering its low costs, provided that it registers an actual need for transparency.

Keywords: Citizen Satisfaction; Employment offices; Public Employment Services.

INTRODUCTION AND MOTIVATION: AIMS AND STRUCTURE OF THE PAPER

The organization and the high cost of the Italian Public Administration are the object of study by Italian researchers and part of the international Academy. The various attempts to make a public apparatus economically, effectively and efficiently are the subject of reflections of many experts (Migliaccio, 2011).

In recent years there has been a sharp change of the general approach, moving from bureaucratic logic to meritocratic criteria. The State must consist of simple offices that respond immediately to citizen’s
needs. This paper proposes some significant insights into the managerial skills of the Italian Public Administration: citizens should participate more in political choices that must be evaluated also in relation to social, economic and financial results achieved by various agencies in different levels of intervention.

The first significant problem that should be solved is in relation to the mode used to probe the actual citizens of the assessments with the services provided by public administration offices. Here is the first question:

RQ 1: how to assess the quality of services offered to the citizen?

Arises, then, the problem of the methodology to be proposed, so that, the instrument chosen is proposed to champion of citizens sensitive to the research. It is obvious that we must protect the confidentiality of information gathered, so that, they are really expressive of the user judgment. Here is the second question:

RQ 2: how to propose the survey instrument chosen for our citizens?

Finally, to be considered is the problem of the interpretation of the results that may be different to that which in similar surveys is conducted with different criteria and methodologies, even with support by law in force as it’s been happening in Italy. Here is the third question:

RQ 3: how to interpret the survey results?

In order to respond to the questions outlined we propose an experimental investigation, through online questionnaire, realized with collaboration of the employment office of the Benevento province, which is a municipality of modest size located in southern Italy.

In particular, the objectives of this paper are:

- to emphasize the importance of a correct and transparent relationship with citizens;
- to highlight how the assessment of users of a public service can improve its effectiveness and efficiency;
- stress that the information system can constantly monitor the user-public administration relationship;
- to propose an appropriate methodology using up-to-date IT systems to properly reflect the opinion of citizens to the quality of a public service.

After outlining the theoretical framework in which this study is grafted with connection, in particular, to previous investigations of similar content developed in Italy and abroad, the paper explains the purpose of the investigation, the instrument used, the mode of administration and, finally, the results obtained comparing other results from similar surveys.
In conclusion, we present some considerations and the possible scenarios export cases of this experience in other areas of Italian public administration and other nations that have similar demands, however pointing out the limits and possibilities of future research developments.

THEORETICAL BACKGROUND

The analysis of the satisfaction of the citizens of a state with respect to the provision of public services and therefore the function of offices is widely investigated in the Italian and international scientific doctrine.

It talks about of the purpose of this kind of analysis that should be mainly aimed at measuring the effectiveness and efficiency of services provided and thus achieve improvement programs that derive from citizens’ proposals. Politicians can also use the information to manage and steer the consent of voters favoring a more flexible relationship between represented and representatives.

The technical tools used to measure the satisfaction of the citizens are different. Morgeson (2014), for example, investigated the topic of satisfaction with government services from a variety of perspectives, using case studies and empirical results from satisfaction studies at the federal level.

The Italian scientific literature suggested contributions related to the overall theme of the satisfaction of Italian citizens (Lo Schiavo 1997, Polidori and Fiorillo, 2003) and European (Lo Schiavo, 2002), proposing specific statistical surveys related to limited contexts, for example the city of Rimini (Giacalone et al., 2014). Much more diffused, however, are the studies published relating to specific sectors of the national economy, interesting for both the method used to investigate the satisfaction of its citizens, that for the achievements that can be inspiring for effective public policies.

For example, Scanagatta and Segatta (2008) analyzed the information needs of the operators of social services particularly interested in the detection of opinions, information, or other data relating to the structure in which they operate. The study was conducted in the Veneto region and leads us to reflect on the essential elements and fundamental to understanding the centrality of citizen satisfaction and the best type of surveys needed for the operator to get a proper measurement.

Other studies relative to Italian context have focused attention on satisfaction of some stakeholders of health services (Scanagatta and Furlanetto, 2008; Vainieri, 2006), the courts (Finocchiaro et al., 2012), of the prefectures (Rizzo, 2006), services removal of garbage (Council et al., 2012), and state tax (D’Angelo and Orlando, 2003).

There are no significant relevant experience related to the satisfaction of users of renovated provinces and, in particular, of the provincial labor employment offices. That is why this research has tried to fill this gap.
International studies relating to the satisfaction of the citizens are very numerous. As in Italy, researchers are experimenting with measurement models of citizen satisfaction, especially for the efficiency evaluation of public administration services.

Interestingly, for example, the study from Daunoriene and Zekeviciene (2015) which, although it concern a small country in development such as Lithuania proposes a reference model of public institutions ‘quality practices, citizen satisfaction and performance quality. Using secondary data alongside with methodological measurement, this paper representation provides information about citizens perceptions about the influence of public institutions quality improvement actions on citizen satisfaction and public institution’s quality performance. Developing and exploring reference model integrating different relationships between public institutions’ quality practices and infrastructure quality, and application waiting time and quality information. Moreover, the relationship between public institutions performance quality and public institutions quality practices shows the importance of continuous improvement initiatives. Reference model tested on the secondary statistical data presents evidence and information provides results in order to take effective decisions.

There are also those who work “in reverse” by measuring the user dissatisfaction aiming to arrive at a similar knowledge. This is the case, for example, the study by Olsen (2015) who introduces the importance of equivalence framing on understanding how satisfaction measures affect citizens’ evaluation of public services. Two experiments were conducted on citizens evaluations of hospital services in a large, nationally representative sample of Danish citizens. Both experiments found that exposing citizens to a patient dissatisfaction measure led to more negative views of public service than exposing them to a logically equivalent satisfaction metric.

Recently further empirical analyzes have been conducted, for example, that of Tummers et al. (2016) which measured the impact of red tape on citizen satisfaction: red tape has a strong negative effect on citizen satisfaction, and that this effect is weaker when citizens have high knowledge of political processes.

Contrary to the Italian literature, many foreign authors have ventured into the test methods for the evaluation of effectiveness and efficiency of the labor employment offices in different states. Referencing the 1990’s eg. Althin and Behrenz (2015) aimed to measure the efficiency and productivity of Swedish labor employment offices. Using four inputs, five outputs, and two quality attributes the efficiency and productivity of 253 Swedish labor employment offices are evaluated using models of relative technical efficiency and Malmquist productivity indices. Even Vassiliev et al. (2006) have experienced a quantitative evaluation of the labor employment offices’ performance in Switzerland based on production efficiency measures. They use Data Envelopment Analysis (DEA) to estimate the performance of all employment offices and then account for factors in the local operating environment.
that are outside managerial control. This approach, and the ranking of labor employment offices, may easily be interpreted by policymakers and provides guidelines for raising the efficiency of the public employment service.

Interestingly is the more recent study by Hainmueller et al. (2016) both it refers to an economically strong country such as Germany, and because it focuses on caseworker-to-clients ratio that is an important, but understudied, policy parameter that affects both the quality and cost of public employment services helping job seekers find employment. In the international bibliographic landscape, However, the study closely matches the intent of this paper is to Sivitanidou (1996). Although related to a search more than twenty years ago, the article tries to measure how office-commercial firms value access to service employment centers. Proposes to hedonic value analysis within polycentric Los Angeles. These tests involve the analysis of office property values per unit land across sites differing in center access.

Despite the laudable efforts of so many scholars from different cultural backgrounds, it has not yet been proven an adequate method of analysis of the degree of customer satisfaction to employment office on the side of potential labor demand. This study, therefore, has applied to employment agencies an empirical research in order to assess their degree of satisfaction enriching, even within the limits indicated below, the areas of research on the subject.

**RESEARCH METHODOLOGY**

In Italy, as in many other countries, it is accentuated the need of the community to give back “word” to the citizen/user investing they with a key role in the evaluation process with the help of tools and commonly used methods of ICT.

With this experimental study we tried to evaluate the effectiveness of a public office with innovative methods and tools.

With a questionnaire were collected feedback on the quality of the services and staff that provide them, introducing a new type of alternative assessment to the official one adopted by the Province of Benevento, a city located in southern Italy.

The survey was conducted at the Employment Office of the Province of Benevento in frequent contact with citizens via the front-office.

The questionnaire (Table 1) consists of a brief presentation of research indicating its purpose and of 20 questions. in it they highlight the need for transparency, accountability, and the measurement of company performance. Four final questions are intended to gather information on the characteristics of the investigated sample.
Employment Office of the Province of Benevento

CUSTOMER SATISFACTION SURVEY FOR THE IMPROVEMENT OF SERVICES TO CITIZENS USERS

The Province of Benevento, as a new local authority, in a general reorganization framework of powers and functions, and the changed relationship between Public Administration and citizen, intends to pay particular attention to the issues of transparency, accountability and corporate and individual performance. It want to adopt and enable new mechanisms of participation and collaboration between citizens/users and Public Administration, enable a new type of social control, placing at the center of its mission the citizen/user satisfaction.

The Employment office of the Benevento Province in addition to pursuing the primary goal of maximum employability through the match between supply and demand, providing to young and old people, tools and mechanisms for access to employment, intends, with this questionnaire, give practical effect to purposes of Legislative Decree no. 150/2009 on the optimization of the public labor productivity and efficiency and transparency in public administrations, as well as the most recent Legislative Decree no. 33/2013 subject of transparency and dissemination of information by public authorities.

In view of continuous improvement of the service offered, with this questionnaire, it want to collect the public feedback, find the strengths and weaknesses, paying particular attention to the critical situation in order to act on it to improve our service.

Choose only one value

1. Public reception: service indication  1 2 3 4 5
2. Kindness of the staff  1 2 3 4 5
3. Shortness of waiting  1 2 3 4 5
4. Clarity of information received  1 2 3 4 5
5. Completeness of information received  1 2 3 4 5
6. Staff’s availability to the telephone  1 2 3 4 5
7. Adequacy of opening hours to the public of the CPI offices  1 2 3 4 5
8. The signage within the building is clear, appropriate and suitable for the purpose of informing  1 2 3 4 5
9. In general, employees provide consistent and reliable service expectations  1 2 3 4 5
10. In general, employees are available and provide timely service  1 2 3 4 5
11. In general, employees are expert and have a deep knowledge of the treated theme  1 2 3 4 5
12. In general, employees are accessible and easy to contact from the outside through computer contacts (email, pec)  1 2 3 4 5
13. In general, employees are courteous, polite and respectful of others’ needs  1 2 3 4 5
14. In general, employees are listening to me and speak in order for me understandable  1 2 3 4 5
15. In general, the structure of the Employment office offers comfortable surroundings  1 2 3 4 5
16. In general, employees strive to understand my needs  1 2 3 4 5
17. Acknowledge and uses the portal SannioLavoro  1 2 3 4 5
18. How satisfied/a total performance of the Centre for Employment 1 2 3 4 5
19. Overall, the value of this service for me is (from very low to very high) 1 2 3 4 5
20. Compared to the time spent and the other sacrifices to access the service considers 1 2 3 4 5
that the service received has satisfied his needs
21. Motivation for which he/she has got to at Employment office: choose all corresponding
search for a permanent job
search of any job
handling administrative practices
search for a part-time job
search for a temporary job
Attend a training course
Attend stage or apprenticeships
Access to information
Changing jobs
other
Users General information
22. Titolo study:
23. Sex: ○ Female ○ Male;
24. Age ...... Only numerical values are allowed for this field
You want actively to thank in advance all those who will participate in this survey, knowing that your precious
collaboration is indispensable and irreplaceable element for achieving the maximum citizen satisfaction.

Table 1: Questionnaire
Initially, the questionnaire was in paper format and the compilation did not ensure the necessary
privacy for delivery on site to an employee in charge of the collection: it was feared that the
assessments were influenced or even “suggested”.
In fact the first paper questionnaires collected (over a hundred) had almost unanimously, for all the
questions, the maximum expressible judgment. It was necessary, therefore, to abandon the paper
instrument and prepare the on-line form, choosing http://app1.provincia.benevento.it/limesurvey/index.php/admin/survey/sa/index site that allows online
surveys line.
It must, preliminary report a first limit of such a tool, constituted by the fact that the values of ratings
vary from a minimum of 1 to a maximum of 5, not being possible to change the amplitude of such scale.
It would have been more interesting to have a range of values from 1 to 10, this would have allowed to
investigate the results with greater depth. The other limit is that of authentication. To preserve
anonymity and to the objective impossibility to customize because of the lack of economic resources
and processing times, access to the site was left free, it does not require personal credentials. It was
orally reported to users benefitting services of the Centre for Employment the Internet address to connect and recommended filling in this form.

The transition from paper-based tool to online has raised concerns, mistrust, fear among the employees of the Employment office to evaluation methods not approved by law, and had to ensure the them that questionnaire’ results were only an experimental value without any concrete implication on the assessment and delivery of monetary awards which continued to be made by the system formally adopted by the Province.

Such a reaction of concern and mistrust, for the transition from a system governed by law, to an online system that does not allow “adjustments” but that forces you to take note of an assessment given, can be considered a confirmation of the validity of the instrument itself but before of the basic idea of the experiment.

RESULTS AND DISCUSSION

Among the results of empirical research conducted in the period October 2014 - January 2015 must be reported, the modest subscription of those who have joined the survey: the average turnout of 30-40 users per day, for about 2000/2500 estimated users in the period investigation, led to the compilation of only 240 questionnaires, approximately 10% of the potential. This is probably due to the distrust towards to investigation in addition to the almost total absence, in the citizen/user of the culture of participation in an evaluation process. Table 2 below indicates, first of some statistical data related to the investigation.

<table>
<thead>
<tr>
<th>Total users estimated</th>
<th>Total questionnaires completed</th>
<th>Compilation%</th>
<th>Average time of compiling</th>
<th>Arithmetic average</th>
<th>Average age</th>
</tr>
</thead>
<tbody>
<tr>
<td>2500</td>
<td>240</td>
<td>9,6%</td>
<td>2,48 minuti</td>
<td>3,72</td>
<td>33,54</td>
</tr>
</tbody>
</table>

Table 2: Survey characteristics

The percentage of membership, compared to total number of users is still good enough to be able to consider the useful results, especially since, those who completed the questionnaire did so in full freedom and that the sample is completely random.

The analytical results are in Table 3.

<table>
<thead>
<tr>
<th>Question</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>A15 In general the structure of the Employment office offers a comfortable environment</td>
<td>4,25</td>
</tr>
<tr>
<td>A8 The signage within the building is clear, appropriate and suitable for the purpose of informing</td>
<td>4,08</td>
</tr>
<tr>
<td>A13 In general employees are courteous, polite and respectful of others’ needs</td>
<td>4,05</td>
</tr>
<tr>
<td>A7 Adequacy of opening hours to the public of the CPI offices</td>
<td>3,98</td>
</tr>
<tr>
<td>A16 In general employees strive to understand my needs</td>
<td>3,93</td>
</tr>
</tbody>
</table>
A2 Kindness of staff 3,85
A11 In general employees are expert and have a deep knowledge of treated theme 3,84
A9 In general employees provide consistent and reliable service expectations 3,79
A14 In general employees are listening to me and speak in order for me to understandable 3,79
A1 Public reception: service indication 3,66
A4 Clarity of information received 3,64
A19 Overall, the value of this service for me is (from very low to very high) 3,63
A17 Acknowledge and uses the portal SannioLavoro 3,61
A18 How satisfied a total performance of the Center for Employment 3,61
A10 In general employees are available and provide timely service 3,60
A20 Compared to the time spent and the other sacrifices to access the service considers that the service received has satisfied his needs 3,53
A5 Completeness of information received 3,48
A6 Staff’s Availability to the telephone 3,43
A12 In general employees are accessible and easy to contact from the outside through computer contact (e-mail, Pec) 3,33
A3 Shortness of waiting 3,26

Table 3: Detailed Results of the questionnaire in descending order of score

The purpose of the investigation has tended to investigate citizen satisfaction with connection to services received, but also to redefine the flow of the activities conducted at the office to avoid waste and improve the quality of services. We must therefore focus primarily on summary data rather than analyzing the outcome of each individual question.

The Employment Office fulfills discreetly, without exceeding in any field, to supply utility moderately satisfying the citizen’s. This is confirmed by the average value, which stood at 3,72/5.

This result is different from that obtained from the official assessment, proposed by the evaluation council and confirmed by the political council, often positioned at the highest level.

A reflection is necessary if, using different evaluation systems and various players, you come to conflicting results.

To consider also that the official assessment leads to give out awards pecuniary from state finance.

The overall assessment registered by questionnaire it would position manager and staff at level “Adequate” which means “average in line with performance standards or expectations. Manifestation of average satisfactory behavior/results although with defects or sporadic and unsystematic gaps. The assessed needn’t to of support interventions”. The economic effect would be a curtailment of more than 40% of the pecuniary award.

Changing subjects, tools and method, then, you come to significantly different results!
The experiment conducted in the Province of Benevento, on Innovation footsteps, it proposes to change perspective; the centrality of the citizen, or stakeholders in general, on one hand and the quality of services other side and around these to hook the evaluation system of manager and the staff.

The macro objective of this experiment, stated above, in order to better analyze the feasibility and the degree of implementation of the same, is further divided into at least three sub-goals:

1. define a reproducible system and applicable in every Public Administration.;
2. gradually replace or come up beside the assessment of strategic and management objectives, the assessment of the services provided, timing and quality of the these;
3. reduce the large gap that exists between evaluation or rather we should say of self-assessment of Public Administration and evaluation (at the time only perception) that citizens have of the services offered by Public Administration.

With regard to the first point: despite the initial difficulties encountered however the test has continued and has produced results in a generally wary territory with respect to changes. In addition, it is having reached this result allows to state, with good conviction, that this experimental method, with the help of ICT technologies lends itself to be easily and instantly replicated anywhere in the national territory and in many other public offices.

In reference to the second point, starting from the premise that it is possible by changing the subject, the tools and the method, to evaluate and making judgments, it should be noted that the “evaluation of a service” is a synthesis of several evaluations:

- the baseline performance, and for a local authority may be a certificate, the registration, authorization or the concession, etc;
- of the structure: ease of access, service delivery mode;
- of the relations: courtesy and competence of the front office staff;
- of the top management that proposes innovation and change, able to anticipate the times by identifying new needs and then propose new services and modes of delivery them;
- of the back office staff that helps make possible, not only provide the service, but also the services’ quality;
- the quality of service received and time services delivered.

Hence, it is hoped that the evaluation of the services can replace the evaluation for objectives. The work of employees can and should be aimed at achieving the objectives but the estimation should not be made only on the objectives.
Regarding, finally, the third point we need to focus on “cultural” change that is fundamental in order to make evaluation of the public service in a way and with more consistent methods to the needs of citizen’s. Given that “the search for an indicator or set of indicators, that solves definitively every problem of measurement, control and decision, in the public sector is in vain an activity as well as little proper methodologically (Mussari, 2001)” or to quote Albert Einstein, “not Everything that can be counted counts, and not everything that counts can be counted” would be more appropriate to define and share a new evaluation system that has as its main focus to give credibility to the evaluation, as well as measure the “creation social value “in perspective” social innovation “and last but not least, make smart way assessment, in the sense of maximum accessibility, immediacy, security and reliability of the results. It should switch from artisanal assessment and self assessment to the Web assessment, using Media for the assessment of managers and staff, and especially considering the perception of user about services received.

The use of the web and, in general, of non-traditional tools and channels (wiki and social networks) should be used to capture, from stakeholder ratings, a different version of the public administration’s reality, being aware that open and diffused is more credible and more trustworthy than one’s own judgment.

Another problem that arises is the measurement of the assessment of the overall quality of services and therefore the measurement of a new concept “business reputation” and every person involved in the process, at all levels; reputation understood as the process of estimating and trust gained and to monitor it and maintain over time.

Quality and reputation, in fact, converge in a single evaluation system.

A comprehensive evaluation system should not only show the results of individual and organizational goals and / or performances, but must, on the one hand, seek and evaluate the overall quality required for customer satisfaction and, on the other hand, the measurement of the reputation. Reputation, it can be imagined as the equivalent of a rating system, then switch from a judgment of few to a widespread judgment.

This concept should allow us to abandon the current view of executive management as an incardined figure in an articulated, bureaucratized and enclosed system within the limits of the entity to reach a "public manager" rating and recognition of its capabilities / Quality in an enlarged system at a regional or rather national level between homogeneous entities or homogeneous professional figures.

Only in this way the evaluated subject acquire a spendable rating and it can build a labor market even within the public administration capable of selecting, attract and reward, finally, the deserving subject, which the current legislation was not yet fully able to implement.
CONCLUSIVE REMARKS, LIMITATIONS AND FUTURE RESEARCH

The paper have illustrated an experimental research carried out recently at employment office of the province of Benevento. Through questionnaires this paper wanted to analyze the degree of satisfaction of services provided to its citizens, considering different aspects. The survey has had several purposes: surely that of improve the effectiveness and office’s efficiency, but also to compare the results obtained with the official ones deriving from a different analysis methodology. The best reviews are about the structure of the Employment Office that offers a comfortable environment. The signage within the building is clear, appropriate and suitable for the purpose of informing. In general, employees are courteous, polite and respectful of others' needs; They strive to understand the needs of the public. Employees are expert and have a deep knowledge of the treated theme. The opening hours for the public of the offices are adequate.

The main criticisms are, however, relative to the time spent and the other sacrifices to access the service, especially because the staff is unavailable on the phone and is hardly contactable from the outside through computer contact (email, PEC). The information provided should be more detailed and clear. Surely it is useful to know the positive aspects of the service, even to gratify deserving staff. Criticisms that help increase the efficiency and efficiency of the service are much more useful. From the survey clearly emerges the need to enhance the means of distance contact between offices and citizens who wish to receive comprehensive and quickly responses. In the specific case, the offices should activate an easily accessible telephone service and also telematic contact tools that also use social networks that are increasingly popular with users.

It is also necessary to highlight some of the criticisms of the methodology used to probe the opinions of citizens. First, it is necessary to avoid the paper questionnaire of collecting information that cannot and does not guarantee anonymity and then the sincerity of the responses that could be easily changed. It is preferable and it must be encouraged the use of on line tools instead of the paper questionnaire. Only through universal diffusion and easy use of apps allows the citizen to play a key role in the evaluation of public services.

Another critical problem, occurring which leads to adequate reflections is the unwillingness to participate in investigations of this kind from the users. We witness an obvious paradox: citizens require a transparent and efficient administration but, at the same time, they are unwilling to cooperate with it in meaningful reform attempts. This could result from distrust towards to surveys which are sometimes considered useless or the little time available to devote to attempts of this kind. Adoption of scientific instruments of citizen’s satisfaction assessment has led to significantly different results than those that often follow official regulations: this can lead to a severe criticism compared to the existing rules governing the assessment of the quality of services. A significant reform of the legislation is
therefore necessary in favor of Tools and Methodologies that can really probe the evaluation of citizens, avoiding undue interference in the information gathering process.

In this sense, the survey provides a clear and indisputable guideline, proposing a different philosophy of the evaluation to be extended also to the reputation of the office and people working in it.

The illustrated research, however, is certainly not without limits, especially considering that it was realized in an office of a city of modest size with a questionnaire that can surely be richer and more articulate, expanding the range of possible evaluations and adding further matters to be evaluated. Just enough, also, the adhesion which obviously should be more massive.

The same outcomes, then, should be subjected to more rigorous statistical analysis that distinguishes the results in relation to sex, age, educational qualification, the employment status of those who participate, etc. thus reaching a disaggregated assessments certainly more useful for decision-making.

The attempt is, anyway, significant and could be exported to many offices of any other public administration in Italy and in many foreign countries, even considering the low costs for its implementation. However, it is necessary to find people who are really interested in knowing the user's judgment without prejudice and without leanings: some norms shall allocate awards pecuniary incentives in favor of manager and staff having a direct monetary interest in the outcome of the investigations. This could significantly compromise the design, performance and outcomes of any type of investigation.
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ABSTRACT

This paper presents the preliminary results of a research study as part of: “SCIENT: A European University-Business Alliance aiming to foster young SCIEntists’ ENTrepreneurial spirit” (SCIENT), an ERASMUS+, KA2 project that runs for 24 months until end of 2017 in seven European Union countries: Cyprus, Malta, Portugal, Lithuania, the U.K., Spain and Italy. The main aim of the project was to develop the transversal skills of Ph.D STEM graduates and to provide them with a new professional path based on entrepreneurial skills. The research shows the feedback responses from the training, internship and mentoring activities from participants, trainers, and guest speakers. As methodological tools, the results are based on a set of online surveys on 98 participants and 34 trainers from the seven participating countries. The findings led to pertinent conclusions regarding the training programme content, organisational challenges, participant and trainer concerns and external practitioners’ input.

It was immediately apparent that different countries, presenters, participants, facilities and scheduling provided varying impressions regarding the overall programme and specific training modules. There were, however, some wide-ranging agreements across countries and throughout all the programmes, which are presented in this paper.

Keywords: entrepreneurship, start-ups, education, training, European project, Knowledge alliance, knowledge transfer, STEM education.

INTRODUCTION

This paper presents the preliminary results of a research study as part of: “SCIENT: A European University-Business Alliance aiming to foster young SCIEntists’ ENTrepreneurial spirit” (SCIENT), an ERASMUS+, KA2 project that runs for 24 months until end of 2017 in seven European Union countries: Cyprus, Malta, Portugal, Lithuania, the U.K., Spain and Italy.
SCIENT’s practical aim after a thorough research on E.U. countries gap on STEM entrepreneurial needs and skills, is to develop an innovative Pan-European entrepreneurship program for PhD STEM students/graduates. Since scientific knowledge lies at the heart of the European knowledge economy, SCIENT focuses in developing successful scientific entrepreneurs by fine-tuning their transversal skills and providing them with a new professional path.

This study aimed to identify both similarities and differences in terms of training content, participants, trainers and guest speakers, amongst the participating countries.

The ultimate goal of the research was to make doctoral students and graduates aware of their career options and about the possibility of using their research findings to start their own company, exploiting their opportunities beyond an academic/researcher career.

The present paper reports and presents the data obtained through an online survey from the students who have participated in a pilot training course during 2016, designed specifically for the STEM PhD students and graduates.

**LITERATURE REVIEW**

Previous research on entrepreneurship education specifically for STEM has been very sparse, (Boocock and Frank. 2008). Although, there have being some useful contributions that have indicated substantial difference in practice, both, between different STEM programs, different European countries and institutions within them. In a field where an official interpretation has been absent, there is a particular difficulty for all stakeholders involved in reaching a common understanding. In this literature review, therefore, an attempt is made to iron out some of these differences and also similarities by first establishing how entrepreneurship education is understood and defined and thus recognize and acknowledge the different approaches to it.

For example, much Entrepreneurship Education (EE) literature discussed the trend of the increasing number of EE programmes in universities, but also teaching associated to boosting creativity (Mihai Yiannaki, 2011; 2012) and knowledge transfer, a major factor in supporting entrepreneurship. Where others have moved the focus towards the actual process and content of EE programmes (Vesper & Gartner, 1997). Furthermore, more current works investigate the course content (Shepherd, 2004). Each of these authors, are making a serious attempt to merge practice and actual observation of what entrepreneurs do and how they learn.

Taking into consideration that the European Parliament, in (2006) recommended that 'entrepreneurship' should be one of the eight key competences for Lifelong Learning the understanding of the role of entrepreneurship education particularly for STEM is very important as it has a lasting impact on the student learning outcomes.
In the literature, there have been many attempts to identify the key obstacles of STEM entrepreneurship education. It is important to review the entrepreneurship obstacles in order to identify them and create measures to overcome them.

Such obstacles are summarized as: lack of finance (Schoof, 2006; Atieno, 2009), unawareness of the availability of government programs specifically designed to support STEM students and help them in launching their new venture (Maas and Herrington, 2006) and lack of training reducing the managerial and entrepreneurial ability (Orford et al., 2003). Shortages of education is another barrier (Schoof, 2006). Furthermore, there is lack of an integrated approach to policy in this field of study, which also leads to the absence of regular and robust tools for strategic orientation and assessment as well as a lack of replicability (Schoof, 2006).

What's more, scientists often lack the ability to spot business opportunities and develop products that meet customer needs even though they can often explain the general applications of new technologies (Markham et al., 2002). Besides, STEM has to move away from the long-standing functional approach to business education to one that also embraces specific skills specially designed for STEM students.

In summary, however, Baumol (2005) emphasizes the current view on STEM when he states that the linkages between education, innovation, and entrepreneurship are still not well understood.

**METHODOLOGY**

Methodology wise, the study used online surveys for both participants and the trainers, that included open questions for obtaining qualitative feedback, closed questions for statistics purpose, but also a Likert scale for several questions. The set of questions were developed following literature review findings, partner's experience in the field of training, and brainstorming techniques during the consortium meetings.

For the participants, the areas covered by the survey were: Country of Training, Age Group of Participants, Academic Background, Information about the Project obtained through, Prior Experience, Motivation for Training, Quality Dimensions, Interactivity and Engagement, Learning about Company Practices, Usefulness of Programme Topics, Comprehensiveness of Programme, Relative Appreciation of Individual Modules, Appreciation of Individual Programme Elements and Suggestions for Changes, Perceived Effects of Participation, Overall Testimonials by Participants.

The Qualitative questions for the participants were:

1. Decision Why did you decide to participate to this training?
2. Which part of the training did you like the most? Please explain.
3. Which part of the training did you like the most?
4. What would like to add to the present training programme?
5. What would like to change to the present training programme?
6. If this programme was structured differently, in terms of duration, training days/times, full
time or part time, online or face-to-face, what suggestions would you make?
7. In which training topics/areas would you like to receive further training?
8. Which entrepreneurial skills do you feel you need to develop further?
9. Testimonials

For the trainers the areas covered by the survey were: Country of Training, Prior Experience of
Trainers, Perception of Student’s Interest, Quality Dimension Choice of Topics, Quality Dimension
Coverage of Essentials of Entrepreneurship, Appreciation of Merits of Individual Modules, Verbal
Assessment of the Programme, Quality Dimension Mix of Theory and Practice, Support for Business
Creation, Perception of student’s Reaction to the Programme and Perceived Effects, Overall
Assessment.

The Qualitative questions for the trainers were:

1. Do you have experience with organizing similar trainings? If yes, which ones? Please explain.
2. Which part of the training material (including the exercises) did you like the most? Please
explain.
3. What would you like to add to the present training programme?
4. What would you like to add to the present training programme?
5. What would you like to remove/change to the present training programme?
6. Suggestions if this programme could be structured differently, in terms of duration, training
days/times, full time or part time, online or face-to-face, what suggestions would you make?
7. In which training topics/areas would you like to receive further information/material/additional support to develop your training better?
8. Please describe the participants’ reaction in a few words (enthusiastic, motivated, bored,
passive etc.)
9. Effects What were the main effects that you identified on students during the course
implementation?
10. Suggestions & Comments for the training as a whole.
Based on the answers obtained from the respondents, an analysis was performed in identifying the common findings and drawing relevant conclusions on the training performed.

Once the participants completed the theoretical (class) part of SCIENT Entrepreneurship Programme, they had the opportunity to participate in an internship activity working in interdisciplinary teams alongside other research students and under the guidance of academic faculty, employers/managers, investors and entrepreneurs. 10 pilot participants from each country visited companies within their own country and another 10 visited companies abroad. Specific instructions and guidance for all these stages have been provided in the train the trainers’ handbook developed as part of the SCIENT Entrepreneurship Programme. All partners provided a list with key words of the research topic of each participant and they sent those lists among themselves, to find the most suitable company for each person. SPS from Germany was the partner responsible for the organisation of the Internship Activity for all partner countries.

Once the internship activity was completed, the hosting company and the intern had to complete an online evaluation questionnaire, giving feedback about the internship experience and suggesting ways of improvement. The questionnaire for the survey was developed by ISOB with the valuable contribution of GrantXpert, Fundeun and EUC. The survey was hosted on the Lime Survey based online-survey system run by ISOB.

On the Internship survey, the directions of analysis sought were: Country of Internship vs. Country of Origin, Experience in Prior Internships, Expectations before the Internship, Quality Dimension Meeting Student’s Expectations, Satisfaction Quality Dimensions of Project, Own Achievements, Most Important Positive Aspects, Suggestions for Improvement, Future Contact with Host Company, and Testimonials.

Last, but not least, on the mentorship survey, the directions of analysis were related to the degree of advancement in the business creation and product prototype, besides filling the gaps of the in-class and internship training.

Overall the findings are presented in synthesis in the following part, in a way that combines both quantitative and qualitative results.

RESEARCH FINDINGS

The research findings are clustered in participants, trainers, internship and mentorship results.

Participants results
A preliminary analysis of the main findings regarding 98 of the participants that took part in the pilot training program are outlined below.

The participants’ ages ranged from 35 years old and younger, which is typical for PhD and graduate students. In fact, 78% were 35 or younger, while also some more experienced graduates took part in the trainings. For example, Cyprus and Portugal attracted a significant group of younger participants, while all participants in Italy belonged to the 25/35 group.

Almost 2/3 of the participants either had a PhD or were PhD candidates. Three quarters of the participants had no prior experience with similar programs.

The survey examined the following indicators in terms of quality and intensity of the training delivery: the motivation of the participants for their participation in the training program, the interactivity and engagement of the program, the usefulness of the program, the comprehensiveness of the content, which part of the program was more valuable. Also suggestions were made as to what other topics should be added for such training program.

Developing entrepreneurial competences was the main motivator for participation in the pilot training. Some of the participants intended at obtaining primarily knowledge, while others had already a business idea and were looking for ways to implement it in practice. Another reason was the possibility of networking and finding possible investors were also important motivators.

Interactivity and engagement was also used as an indicator of the quality of the program. Almost 70% of the participants agreed strongly that the program was both interactive and engaging with Cyprus, Spain and in the UK scoring the highest score.

Almost 60% of participants strongly agreed that the course managed to familiarize the students with actual practices of real companies. Again, Cyprus, Spain and the UK scored the highest score in this section.

Three quarters of the participants found the actual topics chosen for the program to be very valuable while an additional 23.5% found them to be somewhat valuable. Only one participant did not find the topics valuable. Furthermore, almost 4 out of 10 participants felt that the content was comprehensive in the sense that all fundamentals were covered. The program attained a high level of quality throughout the program. All of the individual modules are rated on a level of 8 or 9 out of 10, without much significant differentiation between them.

Students were also asked for their opinion of which parts of the program were the most valuable for them. A broad range of topics were mentioned. The topics that students found most valuable, in order of preference, were Business Model Canvas/Business Modelling, Pitching and Guest Speakers with, Group Dynamic.
Asked which components should be added, a broad range of suggestions were made amongst them were: to have more guest speakers, more practicing of pitching, organizing an additional summer school, direct contact with investors and more time allocation for the program.

When participants were asked of suggestions for the improvement of the program the vast majority of them did not suggest any changes. However, those who make suggestion for included more time to practice and shorter sessions over a longer duration.

Almost half of the participants were inspired by the training to start their own business. For around 10% of students the training helped them to clarify that they do not want to start their own business.

Again, the level of impact on the participants was the highest in Cyprus, Spain and the UK.

The preliminary conclusions on participants’ feedback on the training can be outlined as follows:

- The program was well received by the overall majority of the participants.
- Students evaluated the program as useful, comprehensive, interactive and engaging. All modules included in the program received more than 8 out of 10 points.
- Some of the suggestions made by the students included the involvement of more business quest speakers, allocate more time for pitching skills, shorter modules over a longer time.
- Almost half of the participants were inspired by the training to start their own business.

**Trainers results**

A pool of 48 trainers took part in the training, of which 71%, respectively 34 responded to the online survey, who agreed on above 80% average that the training material is ready for implementation, with several changes suggested. Their experience ranges from professional qualifications training, academic and business and start up incubators’ training, besides being themselves entrepreneurs.

The major concern emerging from this survey was if the training material is enough developed to continue the training of future STEM entrepreneurs. The findings were positive, as shown in the following table:

<table>
<thead>
<tr>
<th>Do you think the training material developed is ready for implementation and dissemination?</th>
<th>Cyprus</th>
<th>Italy</th>
<th>Lithuania</th>
<th>Malta</th>
<th>Portugal</th>
<th>Spain</th>
<th>United Kingdom</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>36,4%</td>
<td>20,0%</td>
<td>0,0%</td>
<td>33,3%</td>
<td>57,1%</td>
<td>100,0%</td>
<td>0,0%</td>
<td>38,2%</td>
</tr>
<tr>
<td>Rather yes than no</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>45,5%</td>
<td>40,0%</td>
<td>0,0%</td>
<td>33,3%</td>
<td>42,9%</td>
<td>0,0%</td>
<td>25,0%</td>
<td>35,3%</td>
</tr>
<tr>
<td>Rather no than yes</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>18,2%</td>
<td>40,0%</td>
<td>100,0%</td>
<td>33,3%</td>
<td>0,0%</td>
<td>0,0%</td>
<td>50,0%</td>
<td>23,5%</td>
</tr>
</tbody>
</table>
Table 9. Answers to question: Do you think the training material developed is ready for implementation and dissemination?

The preliminary conclusions’ on trainers’ feedback on the training can be outlined as follows:

- The trainers affirmed the merit of the programme by more than 75% in all of the quality dimensions covered, according to the internal evaluation indicator system.

- The mostly quite experienced trainers assess the program as useful, comprehensive, motivating and engaging, while the programme was well received by the trainers who delivered it.

- No clear weaknesses or points for improvement stand out in the sense that they were mentioned by a majority of trainers. However, a minority of trainers claims that the programme as a whole should be “fine-tuned” concerning the technical aspects of the training material and a number of elements that should be expanded, as the involvement of business practitioners, time for practicing and training in pitching skills.

- Suggestions for alternative structuring of the program (some suggest to use shorter modules over a longer period, while others appreciate the compact format) show that delivering the course in various formats could further increase the outreach.

- It is recommended that options for improvement should be discussed in each national pilot testing evaluation programme and that the synthesis pilot evaluation report should suggest a list of common points for final fine-tuning which should be discussed by the partnership as a whole.

The training material suggested in 12 modules indicated in general a good blend of theory and practice and appropriation, with over 70% interesting material and structure.

<table>
<thead>
<tr>
<th>No</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>1</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>0,0%</td>
<td>0,0%</td>
<td>0,0%</td>
<td>0,0%</td>
<td>0,0%</td>
<td>0,0%</td>
<td>25,0%</td>
<td>2,9%</td>
</tr>
</tbody>
</table>

Total respondents numbers and %: 11, 5, 3, 7, 3, 4, 34

100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0%
**Internship Results**

The internships were perceived positively by the majority of the participants and the hosting companies. Both mentioned that the overall quality of the internships has fulfilled the target values set in the evaluation concept and they highlighted that they will stay in touch after the end of the project. Participants mentioned that they had the opportunity to develop further their networking skills and be exposed on foreign business cultures having insights in new technologies. Hosting companies highlighted their readiness to assist and mentor promising young graduates as well as networking and expanding their company’s network. While the duration of the internships has been limited, many of those companies who made suggestions for future internships stated that longer internships and a more detailed structure could further enhance the value for both company and intern. It can be concluded that the internships have been implemented with success at this point from the perspective of the hosting companies and interns.

In general, through the internship period the participants had the opportunity to discuss and develop further their ideas, to network, to meet other people having the same interest with them, to develop their skills and their knowledge. The organisation of the internships for the participants was the most challenging activity of the whole project as the majority of the PhD students and graduates were facing difficulties to participate in this activity either at local level or at EU level. It was really difficult for them to dedicate time from their studies or from their work for an internship activity.

**Mentoring Results**

Each country conducted the mentoring activity more or less in its own way, with either the trainers of the course or with outside dedicated business people, each team benefiting of its own mentor or team of mentors.

One of the major challenge was to keep the mentees interested, despite a tight working schedule, while another was to deliver the actual business case via a final pitching.

The topics covered were in a way a review of the training material in the course, but filling in the gaps, especially related to the soft skills, business canvas, the pitching training, the marketing and commercialization part, the company registration and IPR, and the financial skills, while some even simulated the business case competition.

Despite the described idea generation and refinement efforts, it seemed most students didn’t progress to a degree of readiness for commercialization. They were either entrenched in their ideas, or remained too far away from ideas they could trust to take to market. However, several groups considered seriously starting a company and presented in the Local competition and then at the European level competition, which is to be held in September 2017 in Cyprus.
Gaps from the in-class and internship training were filled to a good degree, i.e. more was done on marketing, more on idea generation, actual brainstorming, company registration steps and documentation, IPR, more on finding investors. The main challenge was keeping participants enthusiastic and participative and to attend the regular mentoring hours.

CONCLUSIONS

The programme was very well received by the participants and this is an important conclusion in itself, as it reveals that there is indeed an untapped high quality entrepreneurial resource in PhD STEM students and graduates. Although many of these individuals had little knowledge of business matters, they appreciated its usefulness and the opportunities it provides. The participants affirmed the merit of the programme in all of the dimensions covered. Indicatively, participants assessed it as useful, comprehensive, interactive and engaging. All individual programme modules received evaluations of more than 8 out of 10 points in all countries.

The qualitative element of this project (verbal comments in free format) validated the positive quantitative ratings. There were just a few clear points for improvement, however there were a number of suggestions that some elements should be expanded in order to further the involvement of business practitioners, and to provide time for practicing and training in pitching skills. Suggestions for alternative structuring of the programme (some suggested using shorter modules over a longer period, while others appreciate the compact format) show that delivering the course in various customised formats could further increase the outreach.

Other general conclusions included:

- The best way to attract participation is through a blitz of communication techniques, including social media and traditional means. Moreover, contacting key influencers (e.g. professors, Deans) helps as well. Most important is personal communication with candidates.
- Scheduling and other organisational details (e.g. breaks, duration of each session etc.) must be customised, according to the audience’s preferences.
- The strengths of the trainers, guest speakers and the participants must be taken into consideration and utilised in the whole process.
- Local variations (e.g. specific industrial emphases) must not be ignored. In fact they should be used to strengthen the training programmes.
- The stage of development of participants’ business ideas is very important and ideally similar; however, training, as it has been structured, can actually combine varying entry level
development stages. Nonetheless, the resultant final outcome (i.e. how far each individual’s or group’s idea has progressed) will be affected.

- Group work should be encouraged further.
- The theory-practice combination is very important. Generally, students prefer the hands-on this-is-how-it’s-done approach.
- Though mentoring and internships are key, it is a challenge to arrange scheduling and to find participating companies and individuals. Possibly the best way to approach this is to find tangible benefits for both sides. The team also concluded that internships, due to regulations, even legalities, need to be separate from such programmes. Mentoring should be embodied within the training sessions, even though there is an argument that mentoring needs to follow an incubation period, during which participants can better absorb taught material.
- A key objective must be to coordinate the theoretical class with the practical one and the visit of the guest speaker. This way, they all had a major impact in the attendants’ comprehension of the project. But this is not always easy.
- The pitching unit needs a more solid foundation, with training in marketing, promotional and selling skills.
- PhD students in non-business areas can get excited about entrepreneurial projects, given the right training.
- Given the amount and diversity of new material, it is a challenge for the participants to absorb and then assimilate it all. Ideally, there should be an incubation period somewhere within the course.
- All modules should have the feel of workshops, with a very real result at the end.
- More incentives, or tangible benefits, are required to ensure an increase in registration demand. A learner’s contract of some sort is necessary, to ensure participation throughout. A certificate of participation is, of course, also necessary.
A final key conclusion was the need for close integration between industry and academia. Trainers and guest speakers from the field of entrepreneurship need to work together to plan and carry out the best learning experience for the participants.
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ABSTRACT

The aim of the paper is to analyze the interaction between native and immigrant firms in local systems focusing on the case of Chinese immigrant firms as a business community settled in a specific territory, that of an Italian industrial district. The coexistence of native and immigrant entrepreneurship may represent a fertile ground for the emergence of liabilities, namely the liability of outsidership, defined as the difficulties that must be addressed by those who are external to the most effective and important international networks, distinguishing outsiders from insider actors (Johanson and Vahlne, 2009; Schweizer, 2013).

The paper proposes a twofold perspective: on one hand, immigrant Chinese firms, despite being insider to global networks, can perceive a liability of outsidership in the local network; on the other hand, native entrepreneurs can perceive a liability of outsidership in the global network in which immigrant entrepreneurs are embedded. Interacting in business networks can offer an important perspective to explain the possible exploitation of opportunities as a result of interacting and facing local liabilities.

The paper adopts a qualitative methodology proposing a case study approach in which the empirical setting is represented by an Italian industrial district that has experienced huge immigration flows and the establishment of a large Chinese community of people and companies active in the textile industry. The study allows the authors to highlight the liabilities that may emerge locally, where a transnational oriented business network established by Chinese immigrants and local business networks established by native entrepreneurs coexist.

Keywords: Liabilities, interaction, network, outsidership, immigrant entrepreneurship, Chinese, industrial districts

INTRODUCTION

Industrial districts (IDs) have remained a focus of the economic debate in Italy and still play a central role in the Italian industrial system, although it is evident that they are suffering under the pressure of
globalization. An emerging strand of literature is looking at whether industrial districts are in fact reacting to the new challenges of globalization and investigating the directions in which they are evolving within today’s rapidly changing international context. Challenges that IDs are facing today are due to several factors such as globalization and its effects on the firm population of IDs and their fabric of inter-organizational relationships, the emergence of a multi-ethnic society within the local manufacturing area as a result of the phenomenon of worker immigration, the sociocultural discontinuity induced by generational turnover, and greater industry heterogeneity within the production structure of the local territories (De Marchi & Grandinetti, 2014). The workforce in industrial districts became increasingly multi-ethnic and heterogeneous from one district to another. The textile district in Prato, Tuscany, represents a particular case (Dei Ottati, 2009): alongside the original district, a second one has developed consisting of businesses founded by Chinese immigrants, and there are no connections worthy of note between the two districts, or sub-districts. Prato is specialized in textile production and is characterized by a production model based on small businesses with a strong division of work processes: in brief, the Prato industrial district has long been a workhorse of the Italian fashion industry.

Anyone who visits the industrial district of Prato today will however come face to face with a substantial number of Chinese owned companies. When the first immigrant workers arrived in Prato from the eastern province of Zhejiang in the early 1990s, they represented a tiny exception to the district’s overwhelmingly Italian population: some hundreds of people vs. the almost 50,000 already engaged in various textile-related activities throughout the area. In 2015, the Prato Chamber of Commerce registered more than 4,000 Chinese-owned companies, that represent more than 50% of companies in textile and clothing activities based in the district. Thus, the industrial district of Prato sees the coexistence of native and immigrant firms, the latter forming a “parallel district” and the integration and interaction between the two communities are still far from a satisfactory level.

Within this framework, the paper focuses on the interaction, where this exists, between native and immigrant firms, based on the case of Chinese immigrant firms as a business community settled in a specific territory, that of the Italian industrial district of Prato in which native and immigrant entrepreneurs coexist. Such coexistence may generate liabilities, namely foreigness and outsidership, concepts borrowed from the literature of management and international business and defined as the difficulties that must be addressed by those who are external to the most effective and important international networks, distinguishing outsiders from insider actors (Johanson & Vahlne, 2009; Schweizer, 2013). In cases like that of Prato immigrant entrepreneurs can perceive a liability of outsidership in the local networks, but at the same time are insider to global networks dominant in specific industries and markets. Native culture entrepreneurs can experience a relative outsidership,
and suffer from elements attributable to foreignness, with reference to the new global networks dominated by the immigrant entrepreneurs settled in the same territory. In other words, in the paper it is discussed that when two communities of persons and companies coexist within the same context, liabilities such as foreignness and outsidership are produced locally by the forces of globalization. The interaction approach (Håkansson et al., 2009), can offer an important perspective to explain the possible exploitation of opportunities as a result of interacting and facing local liabilities.

The paper employs a qualitative methodology, that of case study, analysing the case of a family business founded in 1987, in Prato, focused upon womenswear manufacturing and able to produce up to 500,000 items per year. Such company can be considered a virtuous case of interaction with locally settled immigrant firms, mainly Chinese suppliers of manufacturing activities. The case analysis shows that facing (and possibly overcoming) liabilities in interactions between companies embedded into a local context can boost the development of new combinations of local and transnational business relationships; the interactive perspective adopted in the paper highlights that opportunities, and liabilities, stem from the creation of interactions among migrants and natives actors with specific resources combinations and activity structures at a local and transnational level.

THEORETICAL BACKGROUND

Liability of foreignness and liability of outsidership are concepts that originate from the literature of management and international business. Much attention has been given to the liability of foreignness (Johansson & Vahlne, 1977; Zaheer, 1995), defined as as costs of doing business abroad (Hymer, 1976), in the sense that foreign firms incur additional costs when operating internationally, compared to local firms that have better information about their country, economy, laws, culture, politics etc.. More recently the literature of international business has stressed the growing importance of the liability of outsidership (Johansson & Vahlne 2009) from business networks in internationalization, defined as the difficulties that must be addressed by those who are external to the most effective and important (social and business) international networks, distinguishing outsiders by insiders actors. There can be a liability of outsidership both in the internationalization process of the firm and in the domestic market in the presence of problems of information constraints and uncertainties regarding network developments and opportunities that emerge in networks and business relationships (Hilmersson,
The liability of outsidership (LOO) is a situation when a firm enters a business environment without knowing who the business actors are, or how they are related to each other.

While liability of foreignness can be broadly defined to include all additional costs for the foreign entrant, such costs can be distinguished into two types (Calhoun, 2002): costs that may be easily identified and quantified and costs that may not be as easily identified. The majority of the work on liability of foreignness has focused on the former, while only few papers have focused on culturally driven aspects of the liability of foreignness. The question becomes how cultural differences manifest and impact on foreign firms differently from native firms and differently in the several countries in which the foreign firm is operating. The attention given to the less identifiable sources of liability of foreignness generally refers to the fact that firms enter countries that are culturally similar as measured by concepts such as psychic distance or institutional distance. Johanson and Vahlne (2009) maintain that the larger the psychic distance - defined as factors, such as language and culture, that make it difficult to understand foreign environments – the larger is the liability of foreignness. And the larger the psychic distance, the more difficult it is to build new relationships, thus there can be a liability of outsidership as an effect of the liability of foreignness.

In other words, foreignness and outsidership show the role of culture and cultural differences in building new relationships and knowing who the business actors are, or how they are related to each other, with consequences on the development of business opportunities. When discussing the Industrial Marketing and Purchasing (IMP) paradigm on interaction, relationships and networks, (Håkansson, 1982; Ford, 1997; Håkansson et al., 2009), Fang and Kriz (2000) argue that if the focus is on relationships and interaction, the reality is that culture always exists in the background through its fundamental impact on the behavior of people who are at the center of business relationships, and “[...] no account of business relationship is complete if culture is not sufficiently studied” (Fang & Kriz, 2000, p.3). Research focusing on the importance of culture in managing cross-cultural business relationships within the IMP Group is relatively limited (see Fang & Kriz 2000; Amelingmeyer & Moehringer 2002; Lowe et al., 2002).

When dealing with the Chinese culture – which views concepts such as connections i.e. guanxi and connected networks i.e. guanxiwang as key success factors for business - many Western managers are still failing to manage business relationships in the Chinese-culture dominated markets (Björkman & Kock, 1995; Itthiopassagul & Blois, 2000), and intercultural differences have been identified as one of the main reasons of failure in business relationships with Chinese companies (Ghauri & Fang, 2001; Battaglia et al., 2004).

Following this line of reasoning, when two communities of persons and companies coexist within the same context, such as the above mentioned area of Prato, the result is a cross-cultural business setting...
where culture has an impact on the formation, success/failure of business relationships and on interaction processes among native and immigrant firms. A cross-cultural business setting thus becomes relevant object of research on liabilities, namely foreignness and outsidership, when immigrant entrepreneurs can perceive a liability of outsidership in the local networks, and native culture entrepreneurs can experience a relative outsidership, and suffer from elements attributable to foreignness, with reference to the new global networks dominated by the immigrant entrepreneurs settled in the same territory. Interacting in business networks, according to the IMP approach (Håkansson et al., 2009), can offer an important perspective to explain the possible exploitation of opportunities as a result of interacting and facing local liabilities. Following this line of reasoning, the paper addresses the following research question: what are the liabilities emerging locally from a cross-cultural business setting and how are they related to interaction among business actors?

**METHODOLOGY**

Our objective is to apply a case-study method in order to analyze in depth liabilities in relation to interaction between native and immigrant firms settled in a specific territory. Recent literature in management research has stressed the importance of case research to generate and test theory (Eisenhardt & Graebner, 2007). Case studies can be useful when investigating a specific phenomenon and there is a need to better understand processes (Easton, 2010); we selected the case study for the learning potential it offers and the approach at this level is mainly descriptive and interpretative and in this sense we include some parts of the systematic combining process (Dubois and Gadde, 2002).

In particular, we present a single case study of a manufacturer located in the Prato textile district: Alpha, which was followed over the last four years. The case is the result of data collected mainly through interviews, supplemented by preliminary case study data (documents and records collected in the same period). The paper presents the findings emerging from semi-structured interviews organized in order to collect a large amount and variety of information on interaction between a native firm, Alpha, and immigrant firms, more specifically Chinese-owned companies settled in Prato from the beginning of the 90s. In a preliminary step, we analysed data collected from interviews with local textile associations representatives conducted by the authors in 2016 to ensure a more fine-grained analysis of the issues addressed. In particular, the Director and a manager from the local CNA (National Confederation of Crafts and Small and Medium Sized Enterprises) were interviewed as expert informants since their efforts over the years in studying Chinese entrepreneurship in the textile district and facilitating integration and the development of business relationships between Chinese and native firms. The interview lasted 2 hours and was recorded and transcribed.
The study of Alpha started in 2012 with two semi-structured interviews with the CEO, a third interview was done in 2016 with the CEO, after the suggestions that we were given by the Director of CNA, as Alpha is considered in the textile district a case of virtuous interaction with Chinese companies. Secondary data from the company annual report and website, and other documents, such as press articles, textile association literature/records, and so forth, were also collected to ensure data robustness and triangulation.

EMPIRICAL CONTEXT

The presence of Chinese immigrant firms in the industrial district of Prato is only the most visible component of a more complex phenomenon that has affected many Italian industrial districts in the late ‘80s and in the ‘90s, with migration flows from many different countries, but with relevant specific aspects of entrepreneurship when these flows have been from China. The area of Prato has therefore experienced this phenomenon since the late ‘80s, when Chinese migrants began arriving in the district giving rise to the birth of Chinese firms specialized mainly in goods typical of the fashion industry (knitwear, garments, leather products), with typical positions of sub-contractor. In an area, that of Prato, specialized in textile manufacturing – yarns and fabrics – Chinese immigrant firms focused on the apparel sector operating as subcontractors and garment makers (Guercini 2002; Milanesi et al. 2016).

Chinese migrants have resulted in the start up of new firms, typically Small and Medium sized Enterprise (SME), with specific characteristics of family business, entrepreneurial and self-employment dynamics. The Chinese working capability, mainly in the field of sewing, and generally as garment maker, has been an essential element in the development of ready-to-wear apparel, especially fast fashion for women, in the context of what had been until then a traditional wool textile district. The characteristics of Chinese immigrants, their manufacturing skills, the propensity to develop their own independent business, flexible and cheap access to workforce through family and community relations, were compatible with the characteristics and needs of the industrial district.

This situation of coexistence of Chinese and native firms within the same territory has resulted in the creation of a “parallel district” and the integration and interaction between the two communities are still far from a satisfactory level. Reasons are twofold. On one hand, many Chinese immigrant firms still operate under conditions of illegality (clandestine work, tax evasion to cite few), that led native entrepreneurs to have attitudes of discrimination and lack of trust. On the other hand, some typical cultural traits of Chinese entrepreneurship, profit-oriented in the short term, and generally suspicious of members not belonging to the community of origin, have disadvantaged the creation of long-lasting
and stable relationships with native firms. Moreover, most Chinese immigrant firms import fabrics from abroad (China and Turkey for example) and don’t rely on local producers.

Despite these difficulties, the case of Prato is different from that of other Italian fashion districts, since only in the Tuscan city at a later stage the condition of subcontractor of Chinese immigrant firms is exceeded and there is the development of manufacturing firms operating as “final” firms, which integrate design and have, as direct customers, other firms that control distribution channels and brands. This evolution concerns only a minority of Chinese immigrant firms, most of which continues to work as subcontractor for other Chinese garment makers or other Italian companies located outside the area of Prato.

CASE DESCRIPTION

Alpha is a family business, founded in 1987, in Prato, Tuscany. It is surrounded by a number of highly specialised companies dealing with the whole fashion design and production process. The company is focused upon womenswear manufacturing and it is able to produce up to 500.000 items per year. The high level of manufacturing standards and quality control are pillars to the company aiming to lift the quality control system up to 100% of items. The supply chain policy guarantees the full Made in Italy (from fabrics to craftsmanship).

In 1987, the year of its foundation, Alpha worked as a wholesaler in womenswear. Aware on one hand of the next crisis of wholesalers in fashion, and on the other hand on the potential of investments in retail, the company started to open in a few years six stores, supported by the production of garments in house. In the early 2000s Alpha decided to focus primarily on manufacturing activities and in 2005 the last store was sold. Between 2004 and 2011 the creative department and the logistics are created and consolidated within the company. In 2011 the cutting department is introduced, with 2 cutting lines and four employees: the decision and the corresponding investment in the purchase of ad hoc machinery are undertaken mainly because the cutting phase is the most exposed to the risk of imitation - having
to provide contractors all specifications of a clothing model - and therefore it is preferable to carry it out in house.

**Figure 1. The evolution of Alpha in the textile and apparel supply chain**

![Diagram of the supply chain](image)

**Key:** Fiber manufacturer (F); Textile manufacturer (T); Clothing manufacturer (C); Wholesaler (W); Retail (R); Final customer (FC).

Source: Author’s elaboration

To date, the company has 18 employees and a turnover of 9 million euro (data updated to 2014), up 25% over the previous year.

**Table 1. Company profile 2010-2014**

<table>
<thead>
<tr>
<th></th>
<th>2014</th>
<th>2013</th>
<th>2012</th>
<th>2011</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turnover</td>
<td>8,976,736</td>
<td>7,071,245</td>
<td>6,538,456</td>
<td>7,521,701</td>
<td>5,732,089</td>
</tr>
<tr>
<td>Total Assets</td>
<td>6,001,252</td>
<td>5,665,767</td>
<td>5,131,223</td>
<td>7,159,085</td>
<td>6,251,293</td>
</tr>
<tr>
<td>Net Profit</td>
<td>95,230</td>
<td>37,700</td>
<td>45,498</td>
<td>91,982</td>
<td>77,126</td>
</tr>
<tr>
<td>Employees</td>
<td>18</td>
<td>18</td>
<td>17</td>
<td>15</td>
<td>13</td>
</tr>
</tbody>
</table>

Source: Alpha annual report

The business model adopted by Alpha has changed over the years. From a production of garments primarily for street vendors, shopkeepers and small chains of wholesalers, to a planned – or semi-planned – model following the timing of major
customers (2 annual seasons, spring-summer and autumn-winter, in addition to flash collections to be delivered in less than a month). Thus, the company is also able to provide seasonal capsule collections thanks to the organization of manufacturing process flow and to the short production cycle.

Customers have been reduced over the years, from around 150 to just over 30, according to a precise choice of qualified and well-positioned retailers as preferred customers that would guarantee orders for large quantities. Relationships with these customers are stable and with a strong fiduciary component, and involve a high level of customization. To this end, a fundamental role is that of the creative department, which offers every year to customers 500/600 models. The innovative and creative capacity characterize Alpha and widely different from other competitors in the area, especially from locally settled Chinese garment makers mainly characterized by the ability to imitate and not to create. In summary, design, collection development and production are core services offered to high level fashion brands as well as to the most prestigious retail companies. Alpha has maintained stable relationships for the past 12 years with Chinese subcontractors located in the Prato district. In particular, compared to a reduction of the number of customers, there has been a reduction in the number of suppliers. To date, Chinese immigrant firms with which Alpha works stably are four, all family businesses founded in Prato in the early 2000s; among these, one is a large company with 120 employees. Exclusive contracts imply that the Chinese suppliers can’t work for other companies similar to Alpha for positioning, type of products offered and customers served. The supplies mainly concern complex manufacturing and ironing. Other processes such as sewing buttonholes and buttons are done by Italian subcontractors.

Alpha is characterized by strong ethical principles that have resulted in an ethical supply chain involving also Chinese companies, which have had to adapt over the years to high quality standards, the regularization of employees and respect of safety laws at the workplace. These elements are related to problems among Chinese
enterprises in the district in terms of illegal labour, exploitation of workers and tax evasion, to name a few.

Alpha’s effort in this regard assumes that at the basis of integration between native and immigrant companies there must be a “cultural revolution” of Chinese immigrant firms, with a view not only to comply with regulations, but also to fully enter in district dynamics and strengthen relationships with native companies and local institutions, rather than develop a parallel district. The profit orientation regardless of compliance with the rules, the orientation to transaction rather than lasting relationship, the instability of labour relations are just some typical features and cultural traits of the way of doing business for many Chinese entrepreneurs. The interaction with Alpha brought major changes in terms of: changing the approach to the stability of labour relations between employees and employers as a result of the continuity of work guaranteed by Alpha; qualification of Chinese companies as suppliers of native companies from the Made in Italy tradition; dissemination of legality.

DISCUSSION OF RESULTS

The case under study allows to put forward some considerations about our research question concerning the liabilities emerging locally from a cross-cultural business setting and how such liabilities are related to interaction among business actors. The case analysed shows the interaction between a family business located in the area of Prato, and locally settled immigrant firms, mainly Chinese suppliers of manufacturing activities. The case confirms the existence of transactions between native and immigrant firms, mainly in the clothing sector than in the textile sector. The proposed case is not representative of what currently happens in the area of Prato in terms of interactions between native Chinese immigrant and native firms, which are limited especially in the textile sector, but it is a case, as confirmed by
representatives of local institutions, of positive business relationships established over the years with Chinese suppliers.

Chinese companies with which Alpha has significant relationships, namely the four subcontractors mentioned, by the very fact of having business relationships with Alpha, have embarked on a process that will differentiate them from other immigrant Chinese firms in the Prato area. This path takes the form of interaction, in which the main changes concern the Chinese suppliers that are placed in a learning position with respect to Alpha that in a first observation keeps a role of teaching. However, even Alpha has implemented a process of learning about cultural and relational specificities of Chinese actors. If on one hand Chinese suppliers start interactive processes with Alpha, on the other hand the same suppliers differ, as a result of the changes put in place, from the other Chinese immigrant firms. In addition, the four Chinese suppliers have implemented organizational and cultural changes that make them non-representative of the totality of the Chinese immigrant firms settled in Prato.

Interaction with native firms requires an adaptation of organizational processes, but also of the business culture and lifestyle (for example, stabilization of labor relationships and the achievement of a good level of quality of the workplace). Such adaptation is required by the native firm itself, in line with company policy, and according to a principle of consistency between buyers, suppliers and positioning of the entire supply chain, in a long-term policy aimed at influencing suppliers sometimes at the expense of profit. Interaction with some actors, however, doesn’t result in a reduction of liability of outsidership. While it is active the mechanism of teaching and learning, this does not seem sufficient to give a real insidership nor to the Chinese immigrant firms in the local network, or to native firms in Chinese business networks. Relationships appear as weak ties (Granovetter, 1973) which have a bearing on the level of individual actors, but the overlap between networks of different actors remain weak. Therefore a persistent psychic distance, related to the
liability of foreignness, remains, in addition to a lack of familiarity, which is acquired in the relationship with the individual supplier but does not imply the achievement of an insidership position, and discriminatory attitudes (see Eden & Miller, 2001). Thus, elements of foreignness and outsidership still remain locally and act as “local liabilities” that emerge when two (or more) separate communities (of persons and firms) exist in the same place (Guercini et al., 2017). The case seems to show an intermediate position between the lack of interaction and the achievement of insidership. It could therefore be assumed that the process is underway, but since relationships have existed for a long time, it’s more reasonable to imagine that it is a non-temporary condition.

FINAL REMARKS

The paper focused on liabilities traceable to elements of foreignness and outsidership that emerge locally. Such local liabilities imply that on one hand immigrant entrepreneurs can experience a liability of outsidership from local networks, yet may be insiders to the global networks that are dominant in specific markets. On the other hand, native entrepreneurs can experience a relative outsidership from the global networks dominated by immigrant entrepreneurs. Facing (and possibly overcoming) such liabilities that emerge in interaction processes between companies embedded into a local context can boost the development of new combinations of local and transnational business relationships; opportunities, and liabilities, stem from the creation of interactions among migrants and natives actors with specific resources combinations and activity structures at a local and transnational level. The contribution of the paper is twofold. First of all, the paper stresses the importance of culture in managing cross-cultural business relationships, which is still an under-investigated topic in streams of literature following and IMP perspective. Secondly, the paper contributes to the literature on liabilities in the international business domain by considering the emergence of local liabilities as a result of the
coexistence within the same territory of two (or more) separate communities of people and firms.

The methodology adopted in the paper is that of case study. A limit is the use of single key informants (the owner/entrepreneur of the selected company) as the main source of information could limit our understanding of the cases study. However, as the decision making activities and management of business relationships with suppliers tend to be conducted by a few key individuals, this method can be considered appropriate in studies such as this. In addition, an interactive perspective requires the inclusion of all actors involved in interaction processes. Future research may take into consideration the Chinese counterparts of the focal firm. Finally, that of Alpha is an emblematic case of fruitful interaction among native and immigrant entrepreneurship within a local context. A multiple case study might be conducted with the aim of providing some external validity for our findings so as to increase their generalizability.
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ABSTRACT
Currently one of the main challenges for managers in the retail industry is to provide and sustain customer satisfaction. While the reasons for an initial purchase in a retail store may be due to factors partially outside the control of retail managers, the ability to create a satisfactory experience for the consumer remains, to a considerable degree, in the hands of both the management and the retail staff. It is crucial for managers of traditional retail store to have a good and clear understanding of exactly what the customers want. The main purpose of this research is to identify the dimensions of service quality and examining the interrelationships among customer satisfaction, image and customer loyalty and service quality in the traditional trade. A multi-level and hierarchical model is used as a framework to synthesize the impacts of customer satisfaction, service quality and corporate image on loyalty of customers in the traditional trade. The results revealed that service quality is the main determinant of customer satisfaction and corporate image. Also corporate image significantly influences customer satisfaction. Furthermore, customer satisfaction, corporate image and service quality significantly affect customer loyalty. This research is of particular significance to the literature in retailing and to practitioners, since there are few studies in this field applied to the Portuguese traditional retail.

Keywords: Customer Satisfaction, Corporate Image, Retail Service Quality, Customer Loyalty, Portugal.

INTRODUCTION
The replacement of small family owned traditional stores with modern retailing is a universal phenomenon. However, traditional retail systems still exist both in less developed countries as in
developed economies where traditional retail formats often operate alongside modern retailing. In recent years, the retail industry has drastically changed, with consumers increasingly informed and varying their route to purchase between in traditional store, online and modern retailing. Therefore, it is crucial for traditional retailers to offer an experience to someone going into their store that they could not receive thru another channel or in modern retailing. Some of the fastest growing sectors of global economy are related to the consumption of experiences (Pine & Gilmore, 1990). Despite the increasing variety of ways in which we can purchase merchandises, the in-store experience is still the first thing that springs to mind for the majority of people when thinking about a retailer; so whether it be through great customer service, a nice shopping atmosphere, cutting advantage in-store technology or a pleasant checkout experience, retailers are looking to create an in-store environment which will offer something different to their customers. During this evolution, quality has acquired a very important weight in all industries of the economy and has become a key factor of business survival. Undoubtedly, the term quality is very present in the retailing industry, where all organizations aim to provide quality to their customers. But it's not as simple as it sounds, because to benefit from quality, organizations must be ready to meet the expectations of their customers. With this, we can define that, in order to remain in the market increasingly competitive, companies from traditional retailing have already adhered to quality.

Numerous authors have studied the relationship between perceived service quality and customer satisfaction, confirming that service quality is an important antecedent of satisfaction. In this regard, Dabholkar, et al (2000) argue that traditionally, most researchers conclude that customer satisfaction resulting from a particular experience of consumption, leads to an evaluation about the quality of service over a period of time. Although the quality of service in the retail industry has been extensively researched internationally (e.g. Al Khattab & Aldehayyat, 2012; Zaibaf, et al., 2013) there has been little research done in Portugal to examine service quality as an antecedent of satisfaction and behavioural intention of customers in the Portuguese traditional trade. The choice of this topic is due to the need for traditional retailers to properly understand whether the service meets customer perceptions in the different dimensions of SERVQUAL, contribute to their satisfaction and customer loyalty (intention to return and recommend services), since they are determinant variables in maximizing profit, market share, and return on investment.

In this context, the main objective of this paper is to propose a methodology that allows for the examination of the antecedents and consequences of customer satisfaction, in traditional retailing sector in North of Portugal. We specifically intend to present a conceptual model is used as a framework to identify the dimensions of service quality and examining the interrelationships among customer satisfaction, corporate image and customer loyalty and service quality in the traditional retail industry.
In this paper, after this present introduction, a review of the main literature on corporate image, customer satisfaction and their customer loyalty is made, then we propose the conceptual model and research hypotheses, after presented the findings and discussion, ending with the presentation of the discussion and the conclusion of the research. This study is particularly important for retail managers (survival and growth of retail companies), politicians (wealth creation, economic growth, etc.) and for the development of the literature in the Portuguese traditional retail industry.

THEORETICAL BACKGROUND AND HYPOTHESES

Service Quality

In these last decades there has been several research in the area of service quality (e.g. Amin, et al., 2013; Ladhari, 2009) and it is discussed lots for the aim that no consensus has been reached thus far on its definition and measurement. Early studies on service quality defined it as a measure to which a service provides customer needs, and implicates a comparison of customer expectations with their perceptions of actual service performance (Parasuraman, et al., 1985; Parasuraman, et al., 1988). Service quality has assumed a major role both in public and private institutions, as an indispensable requirement to customer satisfaction. There are two basic ways to define quality: one from the viewpoint of the service provider and the other from the client’s perspective. Firstly, it should be noted that the measurement of service quality is an important area of academic and scientific interest, which has assumed special prominence after the contribution of various authors (Parasuraman, et al., 1985). These authors, who represent the American school, have designed an instrument for measuring quality of service, called SERVQUAL. Initially, the proposed model incorporated 10 dimensions of quality (tangibility, reliability, responsiveness, professionalism, courtesy, credibility, security, access, communication and customer understanding). However, these dimensions were revised and subsequently reduced to five (Parasuraman, et al., 1988). The dimensions of courtesy, credibility, security, competence and communication have led to a new dimension: assurance, while the dimensions of understanding/knowing customers generated the dimension of empathy. Parasuraman, et al. (1988) suggested the following definitions for the five dimensions: Tangibles, Reliability, Responsiveness, Assurance and Empathy.

Despite the diversity of studies in many fields, in this study, SERVPERF will be applied to the traditional trade in the North of Portugal in a similar manner as that of other studies realized at an international level, in the area of the trade industry (Al Khattab & Aldehayyat, 2012; Durvasula & Lysonske, 2010; Khare, et al., 2010; Tang, et al., 2015). According to Nadiri and Hussain (2005) service quality increases customer satisfaction, stimulates intention to return, and inspires recommendations.
H1: The perceived service quality by clients been a multidimensional construct. 

H2: The perceived service quality by the customers has a positive influence on their satisfaction. 

H3: The perceived service quality by the customers has a positive influence on corporate image. 

H4: Perceived service quality has positive relationship with customer loyalty. 

Customer satisfaction

Customer satisfaction is the outcome of the customer’s perception of the value received in a transaction or relationships, where value equals perceived service quality, compared to the value expected from transactions or relationships with competing vendors (Zeithaml, et al., 1990). Customer satisfaction is a mighty immaterial asset like to service quality and can be attained through the compliance of customer expectations (Jayasankaraprasad & Kumar, 2012; Oliver, 1980). Also, customer satisfaction is a function of the disagreement between a customer’s expectations previous to buying and their perception of the same service subsequently. Anderson and Sullivan (1993) and Oliver (1980) will be significant if the perception is placed at a higher level than the expectation. More value for customer incomes great satisfaction, which can benefit the retail enterprise in the long term (Cronin, et al., 2000) and generate higher profits. Customer satisfaction is found to be dependent on the quality of service presented to the customer and is one of the instruments to enhanced value for customers. The major challenges for service industry are service quality and customer satisfaction. According to Gundersen, et al. (1996) the central point of customer satisfaction is to identify the crucial attributes, considered by customers as their needs and expectations. As Valdani (2009) points out, enterprises exist because they have a customer to serve. The key to customer satisfaction lies in identifying and anticipating customer needs and especially in being able to satisfy them. Enterprises which are able to rapidly understand and to satisfy customers’ needs, make greater profits than those which fail to understand and satisfy them (Dominici & Guzzo, 2010). On the other hand Bennett and Rundle-Thiele (2002), argued that for customers to escalate their loyalty, their perceived value of the good or service presented need be at par with reality, forming an integral part of the corporate aims of the organization. Additionally, Sirdeshmukh, et al., 2002 reported that customers’ satisfaction has close relationship to brand loyalty as well as service quality. Analogous claim is presented by Hoq and Amin (2010) who postulated that customer satisfaction is the emotional tendency of a customer towards repurchase of products and services offered by a retail store. In order to be successful, especially in the retail industry, managers must concentrate on retaining existing customers by implementing effective strategies towards customer satisfaction and loyalty, since the cost of attracting new customers is higher than the cost of retaining existing ones (Yuen & Chan, 2010). Based on these findings, it is proposed that: 

H5: Customer satisfaction positively influences intention to return.
**H6**: Customer satisfaction positively influences staff loyal.

**H7**: Customer satisfaction positively influences WOM recommendations.

**Corporate image**

The concept of brand image has been widely studied by researchers in the area of marketing (Abd-El-Salam, et al., 2013; Kim & Kim, 2005; Kim & Lee, 2010; Sahin & Baloglu, 2011; Yu & Ramanathan, 2012). For Kim and Kim (2005) a “brand symbolizes the essence of the customers’ perceptions of the organizations”. Also, Keller (1993) defined corporate image as perceptions of an organization reflected in the associations held in consumers’ memory. Corporate image is defined as the “general impression” left in the customers’ mind as a result of accumulative impressions or feelings, attitudes, ideas and experiences with the firm, saved in memory, transformed into a positive/negative sense, retrieved to rebuilding image and recalled when the name of the firm is heard or brought to ones’ mind (Bravo, et al., 2009). According to Sahin and Baloglu (2011) brand image is defined as the perception of customers about a brand or a product labelled with that brand. Different authors consider brand image as an important component of strong brands and a determinant in the obtainment of competitive advantages (Lim & O’Cass, 2001).

An overall assumption is that a promising corporate image will have a positive impact on consumers’ behaviour towards the brand, such as the opportunity to command premium prices, buyers who are more loyal, and more positive word-of-mouth reputation (Martenson, 2007). Some researchers developed in last years, have tested the effect of corporate image on customer satisfaction and loyalty (Kim & Lee, 2010; Yu & Ramanathan, 2012). Their empirical findings showed that corporate image plays the important role in founding and retaining customer loyalty in the markets. Additionally, these authors found that customer satisfaction and corporate image perceptions positively influence service loyalty, with satisfaction having a greater influence on loyalty than image.

Thus, corporate image is believed to create a positive effect on customers’ satisfaction. When customers are satisfied with the service provided of company, their attitude toward the company is enhanced (Srivastava & Sharma, 2013). Based on the reported research, it is proposed:

**H8**: Corporate image has positive relationship with customer satisfaction.

**H9**: Corporate image has positive relationship with customer loyalty.

**Customer Loyalty**

The literature suggests behavioural intentions as a construct which permits the evaluation of customer loyalty. These are behaviours related to the intention to repurchase and even to the intention of recommending the product/service (Sumaedi, et al., 2012; Yuen & Chan, 2010; Zeithaml, et al., 1996). Some studies developed in service industry have found the positive relationship between perceived service quality and loyalty. Customers frequently develop an attitude toward purchasing based on a
prior service experience or, still, this attitude can also be influenced by previous information, based on
the image of the retail in the market and even by word of mouth (WOM recommendation). With
reference to the previous conception, customer loyalty has been usually defined as occurring when
customers repetitively buying goods or services over time and retain positive attitudes towards the
enterprise delivering the goods or services (Yuen & Chan, 2010). Service providers are increasingly
developing loyalty, as they consider that it helps to rise income, and leads to largest market share,
effectiveness and profitability. In this sense, behavioural intentions can be define as the customer’s
judgment about the likeliness to repurchase in this firm or the willingness to recommend the firm to
others. We conceptualize behavioural intentions as a higher-order construct consisting of (1) positive
word of mouth, (2) willingness to recommend, and (3) intentions to continue buying from a particular
service provider. Based on previous definition, behavioural intention in this study may be described as
a stated likelihood to repurchase in the hypermarkets in the North of Portugal and to recommend the
hypermarkets to family, friends and others in the future. Research has established the many benefits of
behavioural intention, such as making it a tendency for retailers to follow, as well as developing and
maintaining a loyal customer base (Yuen & Chan, 2010). There is also ample evidence of the influence
of service quality on behavioural intentions, a huge body of research has demonstrated the significant
relationship between service quality and customers’ behavioural intentions (Parasuraman, et al., 2005).
It was expect customers who perceive the quality of the service as high to be more likely to demonstrate
intentions, and we again believe that this relationship will hold regardless of the buyers’ collectivist
orientation. Loyal customers are main assets to firms, they make proportionally more purchases at
their’ first choice’ store than customers who shift. Usually, great service quality leads to customer
loyalty, as it increases customer confidence towards and satisfaction with the company. It is supposed
that positive perceptions of service quality enhances the possibility of customers being dedicated in
supporting the company and developing and strengthening loyalty behaviour (Yuen & Chan, 2010).
Moreover, Oh (1999) found a positive and significant relationship between intention to return and
WOM recommendations. Based on these findings, it is proposed that:

H10: Intention to return positively influences WOM recommendations.

H11: Staff Loyalty positively influences Intention to return

**METHODOLOGY**

A questionnaire was designed as the survey instrument, which were included all the constructs of the
proposed model. The questions in the questionnaire were based on a review of the literature in the area
of the trade industry, described above in the theoretical background. This study was applied to
customers from of hypermarkets in the north of Portugal during the month of February, 2017. It was used a non-probabilistic sampling using convenience technique. The questionnaires were distributed online and the answers came from several cities and places of the north of Portugal. In this study, respondents were required to fill out a three-page three sections. The first section consisted of a standard demographic profile of respondents. The second section contained the characterization of purchase process. The last section includes the statements of dimensions and their sub dimensions. The measurement items to measure primary and sub-dimensions of service quality were adapted from several researchers (Chen, et al., 2011; Cronin & Taylor, 1992; Dabhokar, et al., 1996; Wu, et al., 2011) and a series of items focusing on the behavioural intentions, customer satisfaction, corporate image and service quality, which were adapted on the basis of several researchers’ results (Wu, 2013; Yuen & Chan, 2010; Yu & Ramanathan, 2012; Zeithaml, et al., 1996). Respondents were asked to use a five-point Likert-type scale (where 5-point scales anchored 1 = “strongly disagree” and 5 = “strongly agree”) to record their perceptions. Construct reliability was assessed by using the Cronbach’s alpha coefficient. Reliabilities ranged from 0.832 to 0.965, suggesting that the construct could be used with confidence. For the descriptive analysis it was used absolute and relative frequency tables. The Spearman correlation coefficient it was used to measure the intensity of the linear correlation between variables. Multiple linear regression was used in order to estimate models that could identify the determinants of the behaviour of the variables under analysis. The significance level of 5% was assumed.

DATA ANALYSIS AND FINDINGS

Demographic Profile

The sample of the North of Portugal was composed of total 211 respondents which 58.3% (123) were females and 41.7% (88) were males. The maximum number of responses was obtained from 35 - 44 years old with 43.1% (91) and the second age group from 45 - 54 years, with 28% (59) responses. Most respondents 66.8% (141), were married or in an unmarried partner, 23.2% (49) were single. It is verified most of respondents had higher education qualifications, as 33.2% (70) were graduates; 10.4% (30) had postgraduate degrees; 14.2% (30) had a master’s degree and 12.3% (26) were PhDs. As for the professional occupation mostly, 78.2% (165) were employed. In the activity sector, banking stood out with 34.1% (72) of the respondents, followed by education sector with 17.1% (36) of the individuals. Regarding the average annual income, it is observed that 28% (59) of the respondents earned between 7001€ to 20000€; 29.9% (51) earned between 20001€ to 40000€ and 21.3% (45) received annually between 40001€ to 80000€.

Purchase Process
The obtained results show that 98.1% (207) of the respondents purchases in traditional trade. It was verified that 74.4% (157) of the individuals had made purchases in traditional commerce there is more than 12 months. The most popular frequency of purchases registered was monthly, 33.6% (71) of the respondents go to the traditional trade once a month and 32.2% (68) do it weekly. As for the average annual spending on purchases in the traditional commerce, it was found that 30.3% (64) of the respondents spend under 100€ and that 39.8% spend more than 400€ annually.

Correlation and regression analyses

Analysing the shows that the sub-dimensions that constitute Service Quality (SQ) present strong and direct correlations with the SQ, namely reliability, responsiveness and empathy sub-dimensions with very strong correlation coefficients. These findings corroborate hypothesis 1.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Service Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tangibles</td>
<td>0.828</td>
</tr>
<tr>
<td>Reliability</td>
<td>0.938</td>
</tr>
<tr>
<td>Assurance</td>
<td>0.895</td>
</tr>
<tr>
<td>Responsiveness</td>
<td>0.939</td>
</tr>
<tr>
<td>Empathy</td>
<td>0.935</td>
</tr>
</tbody>
</table>

*Table 1. Spearman correlation between SQ and its constituent dimensions*

The shows that the dimensions that constitute Customer Loyalty present strong and direct correlations with the same, namely the dimensions: Wow and intention to return. The staff loyal contributes least to the behavioural intentions (customer loyalty).

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Customer Loyalty</th>
</tr>
</thead>
<tbody>
<tr>
<td>WOM</td>
<td>0.891**</td>
</tr>
<tr>
<td>Intention to Return</td>
<td>0.943**</td>
</tr>
<tr>
<td>Loyalty to Staff</td>
<td>0.787**</td>
</tr>
</tbody>
</table>

*Table 2. Spearman’s correlation between Customer Loyalty and its constituent dimensions (** 1% significant level)*

In the Σφάλμα! Το αρχείο προέλευσης της αναφοράς δεν βρέθηκε. it is verified that all scale dimensions have positive statistically significant correlation coefficients. The correlation between Service Quality and Customer Satisfaction is strong; as well as between customer loyalty and service quality and customer satisfaction. However, the correlations of the corporate image dimension with the other dimensions were of moderate intensity.

<table>
<thead>
<tr>
<th></th>
<th>Service Quality</th>
<th>Customer Satisfaction</th>
<th>Customer Loyalty</th>
<th>Corporate Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service Quality</td>
<td>1</td>
<td>0.807**</td>
<td>0.740**</td>
<td>0.607**</td>
</tr>
<tr>
<td>Customer Satisfaction</td>
<td>1</td>
<td>0.792**</td>
<td>0.545**</td>
<td></td>
</tr>
<tr>
<td>Customer Loyalty</td>
<td>1</td>
<td>0.635**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corporate Image</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

*Table 3. Spearman correlation between dimensions of scale*
Ordinary least squares regression was used to analyse each path in the conceptual model. Statistical assumption tests were assessed for each of the six regression models prior to the analysis in order to ensure a robust result.

The results of the hypotheses tests are presented in Table 4 and Table 5. The application of the multiple linear regression model allowed us to obtain a parsimonious model that makes it possible to predict the dependent variable from a set of regressors (independent variables).

In the first regression model which tests the influence of service quality and corporate value on the variation of customer satisfaction is tested. The model obtained is at a statistically significant level of significance of 1% ($F = 263.672; p\text{-value} < 0.001$), that is, the variation of customer satisfaction is explained significantly by the estimated model. By the application of the test $t$, we conclude that service quality ($β = 0.783; p\text{-value} < 0.001$) and corporate image ($β = 0.097; p\text{-value} = 0.046 < 0.05$) determine significantly the behaviour of customer satisfaction. The adjusted coefficient of determination reveals that the model presented explains, on average, about 71.8% of the variation of customer satisfaction. Consequently, this model supports the octave hypothesis.

The second regression model that relates WOM with the regressors: customer satisfaction, retail service quality, corporate image and intention to return is at a significance level of 1% statistically significant. The determinants of the model influenced significantly the variation of WOM, as the test $t$, customer satisfaction with coefficient $β = 0.286$ and $p\text{-value} < 0.001$; service quality ($β=0.286; p\text{ values}<0.001$); intention to return with coefficient $β = 0.534$ and $p\text{-value} <0.01$; corporate image with coefficient $β = 0.209$ and $p\text{-value} <0.001$; are statistically significant. The estimated model explains, on average, about 77.3% of the WOM variation. The retail service quality regressor is not presented significantly in the variation of WOM. Thus, this model supports the sixth and the tenth hypothesis.

In the third regression model that relates intention to return with the regressors: customer satisfaction, service quality and corporate image is at a significance level of 1% statistically significant. The followings determinants of the model influenced significantly the variation of intention to return, as the test $t$, customer satisfaction with coefficient $β = 0.451$ and $p\text{-value} <0.001$ and corporate image with coefficient $β = 0.268$ and $p\text{-value} <0.001$; are statistically significant. The estimated model explains, on average, about 70.9% of the intention to return. The service quality regressor is not presented significantly in the variation of intention to return. Thus, this model supports the fifth and the seventh hypothesis.

The fourth regression model that relates loyalty to staff with the regressors: customer satisfaction, service quality, corporate image and intention to return is at a significance level of 1% statistically significant. The estimated model explains, on average, about 43.1% of the loyalty to staff. The followings determinants of the model influenced significantly the variation of loyalty to staff, as the test...
t, customer satisfaction with coefficient $\beta = 0.254$ and $p$-value $= 0.021 < 0.05$ and intention to return with coefficient $\beta = 0.447$ and $p$-value $< 0.001$; are statistically significant. The service quality and corporate image regressors are not presented significantly in the variation of loyalty to staff. Thus, this model supports the eleventh hypothesis.

The fifth regression model that relates customer loyalty with the regressors: customer satisfaction, service quality and corporate image is at a significance level of 1% statistically significant. The determinants of the model influence significantly the variation of customer loyalty, because by the test $t$ customer satisfaction with coefficient $\beta = 0.536$ and $p$-value $< 0.001$; service quality with coefficient $\beta = 0.173$ and $p$-value $= 0.013 < 0.05$; corporate image with coefficient $\beta = 0.248$ and $p$-value $< 0.001$; are statistically significant. The estimated model explains, on average, about 74.9% of the customer loyalty variation. Therefore, this model supports the second, fourth and ninth hypothesis.

The sixth regression model that relates corporate image to the service quality regressor, is at a significance level of 1% statistically significant. The estimated model explains, on average, about 41.6% of the corporate image variation. By the application of the test $t$, the service quality with coefficient $\beta = 0.648$ and $p$-value $< 0.001$, can be conclude that, determines significantly corporate image behaviour. Therefore, this model supports the third hypothesis.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variables</th>
<th>Adjusted R$^2$</th>
<th>F value (p value)</th>
<th>Standardized coefficients</th>
<th>t value (p value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer Satisfaction</td>
<td>Service Quality</td>
<td>0.718</td>
<td>263,672 (&lt;0.001)</td>
<td>0.783</td>
<td>16,135 (&lt;0.001)</td>
</tr>
<tr>
<td>WOM</td>
<td>Service Quality</td>
<td>0.773</td>
<td>176,030 (&lt;0.001)</td>
<td>-0.209</td>
<td>-4.138 (&lt;0.001)</td>
</tr>
<tr>
<td></td>
<td>Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention to Return</td>
<td>Customer Satisfaction</td>
<td>0.709</td>
<td>168,609 (&lt;0.001)</td>
<td>0.451</td>
<td>6.340 (&lt;0.001)</td>
</tr>
<tr>
<td></td>
<td>Service Quality</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loyalty to Staff</td>
<td>Customer Satisfaction</td>
<td>0.431</td>
<td>39,946 (&lt;0.001)</td>
<td>-0.098</td>
<td>-0.935 (0.351)</td>
</tr>
<tr>
<td></td>
<td>Service Quality</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Costumer Loyalty</td>
<td>Customer Satisfaction</td>
<td>0.749</td>
<td>206,451 (&lt;0.001)</td>
<td>0.536</td>
<td>8.123 (&lt;0.001)</td>
</tr>
<tr>
<td></td>
<td>Service Quality</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corporate</td>
<td>Service Quality</td>
<td>0.416</td>
<td>148,001</td>
<td>0.648</td>
<td>12.166 (&lt;0.001)</td>
</tr>
</tbody>
</table>
Table 4. Table 4. A summary of regression models

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Preposition</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>The perceived service quality by clients been a multidimensional construct</td>
<td>Supported</td>
</tr>
<tr>
<td>H2</td>
<td>The perceived service quality by the customers has a positive influence on their satisfaction</td>
<td>Supported</td>
</tr>
<tr>
<td>H3</td>
<td>The perceived service quality by the customers has a positive influence on the corporate image</td>
<td>Supported</td>
</tr>
<tr>
<td>H4</td>
<td>Service quality has a positive effect on the customer loyalty</td>
<td>Supported</td>
</tr>
<tr>
<td>H5</td>
<td>Customer satisfaction positively influences intention to return</td>
<td>Supported</td>
</tr>
<tr>
<td>H6</td>
<td>Customer satisfaction positively influences WOM recommendations.</td>
<td>Supported</td>
</tr>
<tr>
<td>H7</td>
<td>Customer satisfaction positively influences loyalty to the staff.</td>
<td>Supported</td>
</tr>
<tr>
<td>H8</td>
<td>The corporate image has a positive impacts on customer satisfaction</td>
<td>Supported</td>
</tr>
<tr>
<td>H9</td>
<td>The corporate image has a positive impacts on customer loyalty</td>
<td>Supported</td>
</tr>
<tr>
<td>H10</td>
<td>Intention to return positively influences WOM recommendations</td>
<td>Supported</td>
</tr>
<tr>
<td>H11</td>
<td>Staff Loyalty positively influences Intention to return</td>
<td>Supported</td>
</tr>
</tbody>
</table>

Table 5. Hypothesis test results

DISCUSSION AND CONCLUSION

The objective of this study was to identify the dimensions of service quality and examining the interrelationships among customer satisfaction, corporate image and customer loyalty and service quality in the traditional trade, in addition to investigate the effect of customer satisfaction, service quality and corporate image on customer loyalty in the traditional commerce in the North of Portugal. The results from exploratory factor analysis indicate that service quality consists of five dimensions (tangibles, reliability, responsiveness, assurance and empathy). For traditional trade in the North of Portugal, reliability; responsiveness and empathy play an important role in determining service quality, and are followed by assurance and tangibles, which confirms the H1.
The results of this study demonstrate that service quality has a direct influence on corporate image, which in turn, influence customer loyalty. The positive relationship between service quality and corporate image suggests that customers who received high service quality during service delivery would form a favourable image of the traditional retail store. Additionally, service quality was also found to have direct effects on corporate image, supporting the H3. Furthermore, the relationship between customer satisfaction and corporate image is significant, thus, H8 is supported. Increased service quality then results in greater corporate image that results indirectly in greater customer loyalty, based on the positive relationship between image and customer loyalty, since the H9 was supported.

A positive relation between service quality and customer loyalty was expected, in this study also is confirmed, the relationship between service quality and customer loyalty is significant, though in this study the service quality does not have a positive influence on intention to return and on loyalty staff, however the service quality influences directly the customer loyalty overall, thus, H4 is supported. However, the results nonetheless show that service quality has an indirect effect on behavioural intentions via customer satisfaction and corporate image, since the H2 and H3 was supported.

Moreover, the findings showed that the service quality is an antecedent of customer satisfaction and this is indirectly influence customer loyalty. The level of satisfaction of the customers positively affects their word of communication about traditional stores retail of the north of Portugal and the customers’ intentions to revisit these store. Findings found have supported the H5, H6 and H7, are also consistent with the literature. In other researches such as this, satisfied customers have higher levels of intention for revisiting traditional stores of the north of Portugal and their satisfaction levels induce them to provide positive word of mouth communication.

Both customer satisfaction as corporate image directly influence customer loyalty. In general, satisfied customers form their favourable behavioural intentions to return or recommend the traditional store retail while experiencing a high level of service quality that produces a favourable corporate image. Customer satisfaction has a positive influence on behavioural intentions, suggesting that satisfied customers will return or revisit hypermarkets to repurchase again and may recommend their favourite traditional store to friends or relatives. Corporate image has been found to have a positive effect on behavioural intentions, implying that customers forming their positive overall impressions of the image of traditional store retail are more likely to return or revisit the similar store in the future.

This study identified five primary dimensions of service quality in the traditional commerce in the north of Portugal. For example, management can use the information from this study to improve their understanding of the factors that create a pleasant purchasing experience and act to increase customers’ positive customers’ loyalty. Furthermore, the customers who return or revisit the traditional retail
stores can help management to establish a good reputation through the positive word-of-mouth. In addition, retail management should know and resource the customer-important sub-dimensions to improve traditional trade’ competitiveness. This information will enable management to accurately measure customers’ perceptions of their overall experiences in the traditional trade. Therefore, management should realize that service quality in the trade industry definitely influences customers’ future favourable behavioural intentions through satisfaction and corporate image.

As observed in this research, the main purpose was studied the relationships among higher order constructs such as customers’ loyalty, customer satisfaction, corporate image, and service quality in traditional trade in the north of Portugal. Nevertheless, the interrelationships among these constructs and their supporting dimensional structures have not attracted a lot of attention in the retailing literature of Portugal. The results of this research provide commerce management with a better understanding of the effect of service quality on corporate image, which then influence customer satisfaction.

The study results aid traditional trade stores owners and managers to recognize and prioritize the primary and sub-dimensions of service quality. Trade management should realize that the significance customers accentuate is based on each of the primary and sub-dimension of service quality. Moreover, traditional trade management should structure their infrastructure, processes, operations and resource allocation in terms of the relative importance of the service quality dimensions to their target at specific customers. Simultaneously, the retail managers should dedicate special attention to the corporate image that gives to the market, whether through communication actions or interaction with society where operate.
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ABSTRACT

Advent of globalization, workforce mobility, and international projects are generating demands for culturally proficient employees. Education, training and development of these employees begin in the classroom (Van Dyne, Ang, Livermore, 2010). The major purpose of this paper is to investigate whether management education plays an important role in developing cultural intelligence and the importance of cultural intelligence as a separate subject in final year (Master of Management Studies) MMS curriculum. Non parametric chi square test analysis is used to determine whether management education plays an important role in developing cultural intelligence with the respondents being 150 (Master of Management Studies) MMS final year students. For testing reliability of the questionnaire, Cron Bach α is used followed by factor analysis to determine prominent factors to decide content of the syllabus of cultural intelligence. The respondents for the same are 50 (Human Resources) HR recruiters dealing with international recruitment. These results, coupled with the formal and informal discussions with institute faculties and global corporate managers, suggest that in general the (Master of Management Studies) MMS students have a strong understanding on why cultural intelligence is essential in an increasingly globalized business world, as well as an earnest desire to interact with other cultures. Though, students seem extremely driven to study about other cultures, the results indicate that many of the (Master of Management Studies) MMS students lack an in-depth knowledge of the values, beliefs, and practices of other cultures due to lack of a well defined curriculum on the subject of “Cultural Intelligence” (Rich, Lepine, & Crawford, 2010).
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INTRODUCTION

Thomas, Elron, Stahl, et. al (2008) outline Cultural Intelligence as a system of interacting knowledge and skills, coupled by cultural metacognition, that permits individual to adapt to, select, and form the
cultural aspects of their environment. Cultural intelligence is a multidimensional concept comprising mental (metacognitive and cognitive), motivational, and behavioral dimensions.

Interaction between any two individuals is an intercultural intelligence as culture is a pattern of learned behavior. Cultural intelligence refers to the flexibility to adapt effectively to new cultural settings (Imai, 2010). Researchers of cultural intelligence make an attempt of investigating the construct of cultural intelligence and why some individuals are more capable than others when they have to adapt to new cultural settings (Imai, 2010).

Though previous research perceived intelligence narrowly as the ability to resolve issues in educational context, there’s currently increasing agreement that intelligence may be exhibited in places apart from the classroom (Sternberg and Detterman, 1986). This rapidly increasing interest in ‘real world’ intelligence includes intelligence that focuses on specific content domains such as social intelligence, emotional intelligence and practical intelligence (MacNab, B., Brislin, R., and Worthley, R., 2012). Cultural intelligence takes into account the sensible realities of globalization (Earley and Ang, 2003) and focuses on a selected domain – intercultural context. Thus, following Schmidt and Hunter’s (2000) definition of general intelligence, cultural intelligence could be a specific style of intelligence centered on capabilities to understand reason and behave effectively in context characterized by cultural diversity. In current international economy, human resource professionals, managers and staff operate with individuals from a range of cultural backgrounds daily. Several employees witness uncomfortable and ambiguous situations on a frequent basis. For example: You’re conversing with an individual from a different culture, and he doesn’t have an eye contact with you. Is it a cultural difference or a personal whim? How do you know, and how do you tackle it? (McCray, 2012).

Success in such context needs a novel set of abilities known as cultural proficiency. Organizations and managers generally dismiss cultural proficiency as a combination of indefinable soft skills that cannot be quantified or instructed. However that’s not the scenario (Livermore, 2010). These proficiencies can be developed, and variety of intercultural models and inventories exist that may facilitate the learning (Smith, 2014). This research is centered on cultural intelligence (CQ), a novel, research-based approach for operating effectively globally.

The major objective of this paper is to investigate the importance of cultural intelligence as a separate subject in final year MMS curriculum. This paper has utilized the Cultural Intelligence Scale (CQS) – metacognitive, cognitive, motivational, and behavioral – to capture data from MMS students and HR managers dealing with international recruitment with reference to need of developing a new subject of Cultural Intelligence with respect to final year. Overall, there are four Cultural intelligence capabilities: Drive, Knowledge, Strategy and Action. Cultural Intelligence drive is the motivational
dimension of cultural intelligence, measuring the level of interest, drive and energy required to adapt cross-culturally. Cultural Intelligence Knowledge is the cognitive dimension of cultural intelligence, with reference to knowledge about culture and its role in shaping interactions and work. Cultural Intelligence Strategy is the metacognitive facet of cultural intelligence, quantifying a person’s ability to strategize throughout the process of operating globally (Livermore, 2010). Cultural Intelligence Action, the behavioral dimension of cultural intelligence, is the ability to act appropriately in a variety of intercultural context and effectively accomplish goals.

LITERATURE REVIEW

Cultural intelligence (CQ) is a blend of cultural, social, and individual undercurrents that takes place in cross-cultural context (Ang, Livermore, & Van Dyne, 2010). Cultural intelligence is widely mentioned these days particularly in those global corporates which are engaged in international projects and expatriation as expatriate act and cross-cultural adaptation are identified as challenging areas for such organizations (Ng, Van Dyne, & Ang, 2009).

The concept of cultural intelligence

Cultural intelligence is comprised of many dimensions and made up of four components; metacognitive, cognitive, motivational, and behavioural component (Ang et al, 2007).

Meta-cognitive dimension of CQ represents cognition part, i.e. gaining and understanding of awareness about other culture (Ang et al., 2007). It basically includes the cognitive strategies that are used to obtain and create coping strategies (Ng & Earley, 2006). It enables in structuring and strategizing plans for culturally diverse situations (Van Dyne, & Livermore, 2010). It takes into account whether an individual can utilize his/her cultural awareness to make strategic decisions, it also considers how cultural differences influence individual’s behavior. It emphasizes on deciding on how to prepare groundwork for cross-cultural meetings by approaching people, situation, topic (Van Dyne, Ang, Livermore, 2010, pp. 7). This dimension enables to adapt and adjust activities of communication strategy from understanding cultural issues to estimating the actions taken and improving strategy in a long-time perspective (Earley, Peterson, 2004).

Cognitive factor is composed of knowledge regarding norms, practices, and conventions of other cultures, which can be acquired through educational and personal experiences (Ang et al., 2004; Ang et al., 2007). It is one of the important dimensions as individual’s thought processes are highly influenced by the knowledge they gain about the other culture. Thus individual with high level of cognitive CQ are generally able to understand the similarities and differences exist in other cultures.
The Motivational (Drive) factor is based on showing the interest, confidence and drive to adapt to cross-cultural environment. It does not consider the premise that individuals are all naturally motivated to learn about cultural issues (there’s always the risk of resistance). There are different levels of motivation: Intrinsic where in individual is motivated from within and has a natural inclination to learn about cross cultural components. Extrinsic means motivation of the individual is linked to external events or tangible benefits like praise, appreciation etc. Both are important to achieve success at international front. Self-Efficacy is the self-reliance that individual is able to perform effectively in cross-cultural encounters (Van Dyne, Ang, Livermore, 2010, pp. 4-5).

The Behavioral (Action) factor exemplifies action component as the ability to appropriately adapt verbal and non-verbal communication to a cross-cultural context. It takes into consideration individual’s knowledge when these actions need to be taken and when not so it shows the flexibility and the highest level of cultural awareness (Van Dyne, Ang, Livermore 2010, pp. 8). In other words, behavioral intelligence focuses on what individuals do rather than what their though process is or what they feel. It is vital because it exposes the primary attributes of maintaining a relationship (Earley, Mosakowski, 2004).

Management education and cultural intelligence

Experiential Learning Theory pronounces learning as a process and highlights the importance of experiential learning rather than focusing only on knowledge acquisition. As per experiential learning theory, learning comprises of four stages, experiencing, reflecting, thinking and acting. When an individual’s attempt fail, s/he uses the feedback to formulate new strategies to correct behavior. According to Knight (2003), individuals differ in the extent to which they translate experience into positive outcomes. It is acknowledged that individuals who more effectively utilize the four stages of experiential learning will process more insightful experience from their international assignments. The individuals with higher Cultural intelligence dimension are more effective learners and in turn produce more positive outcomes from global assignments. Ng et al. (2009) proposed all-inclusive model incorporating the four dimensions of Cultural intelligence and the four stages of Experiential Learning Theory. Based on this integration as a base model this research paper aims to investigate by means of factor analysis the components which can form the part of the subject of “Cultural intelligence” proposed to be introduced for MMS final year students to introduce the students to cross cultural norms, values etc.
Management education in India

In India multiple committees on management education have recommended areas of improvements. Significant change is not reflected in management education yet except in the top ranking B-schools. It is essential to investigate and address the important components related to management education in India which will enable the corporate to optimally utilize the demographic dividend provided by our country. The important components include focus on quality of faculties, promotion of faculty development programs, facilitating research, developing evaluation systems based on individual and team appraisals, strict corporate governance of all the management institutes, focus on institute-industry interface and developing global mindset. This paper focuses on using management education to develop cultural intelligence a means to create global mindset by means of internationalization of management education.

Emotional intelligence

Although globalization has made the world seem smaller and ‘flat’ in many ways (Friedman, 2005), increasing cultural diversity creates challenges for individuals and organizations, making the world ‘not so flat’ after all. Earley and Ang (2003) developed the construct of cultural intelligence and Cultural Quotient(CQ). CQ is a multidimensional construct targeted at situations involving cross-cultural interactions arising from differences in race, ethnicity and nationality. (Earley and Ang, 2003; Ang and Earley, 2006). Cultural intelligence primarily examines individual’s capability to adapt effectively in new and unfamiliar cultural settings and perform effectively in such culturally diverse situations (Earley, 2002; Ang et al., 2007). This cross-cultural competence construct is analogous in comparison to the emotional intelligence construct (Earley&Mosakowski, 2004). It is a new corresponding type of intelligence, which explains variability in coping and functioning with culturally diverse scenarios.

Salovey and Mayer coined the term "emotional intelligence” in 1990 (Salovey and Mayer, 1990). They were cognizant of the preceding studies on non-cognitive parameters of intelligence and they described emotional intelligence as "a form of social intelligence that involves the ability to monitor one's own and others' feelings and emotions, to discriminate among them, and to use this information to guide one's thinking and action” (Salovey and Mayer, 1990). Emotional intelligence can be seen to be a pre-requisite for cultural intelligence.

Role of management education in developing cultural intelligence

In today’s fast paced world, management students seldom withstand one ‘job for life’ and are progressively employed by, global organizations while competing in a world job market (Koster, 2010,
On the same terms, competition for positions in India requires management students to not solely be competitive against international candidates but to be able to work effectively and achieve success in a multi-cultural environment (Brünnemann, 2013, pp. 4). The management students therefore need the knowledge, skills, attitudes, and professional networks to undertake a successful career; together with the ability to work across cultures and nations. In short, the management students need the ability to be global citizens that can influence the world for the better.

Cultural intelligence (CQ), outlined as an individual’s capability to operate and manage effectively in culturally diverse settings, is according to Schmidt and Hunter’s (2000, p. 3) definition of general intelligence as ‘the ability to grasp and reason correctly with abstractions (concepts) and solve problems.’ Though previous research perceived intelligence narrowly as the ability to resolve issues in educational context, there’s currently increasing agreement that intelligence may be exhibited in places apart from the classroom (Sternberg and Detterman, 1986). This rapidly increasing interest in ‘real world’ intelligence includes intelligence that focuses on specific content domains such as social intelligence, emotional intelligence and practical intelligence (MacNab, B., Brislin, R., and Worthley, R., 2012). Cultural intelligence takes into account the sensible realities of globalization (Earley and Ang, 2003) and focuses on a selected domain – intercultural context. Thus, following Schmidt and Hunter’s (2000) definition of general intelligence, cultural intelligence could be a specific style of intelligence centered on capabilities to understand reason and behave effectively in context characterized by cultural diversity. In current international economy, human resource professionals, managers and staff operate with individuals from a range of cultural backgrounds daily. Several employees witness uncomfortable and ambiguous situations on a frequent basis. For example: You’re conversing with an individual from a different culture, and he doesn’t have an eye contact with you. Is it a cultural difference or a personal whim? How do you know, and how do you tackle it? (McCray, 2012).

Success in such context needs a novel set of abilities known as cultural proficiency. Organizations and managers generally dismiss cultural proficiency as a combination of indefinable soft skills that cannot be quantified or instructed. However that’s not the scenario (Livermore, 2010). These proficiencies can be developed, and variety of intercultural models and inventories exist that may facilitate the learning (Smith, 2014). This research is centered on cultural intelligence (CQ), a novel, research-based approach for operating effectively globally.

Advent of globalization, workforce mobility, and international projects are generating demands for culturally proficient employees. Education, training and development of these employees begin in the classroom (Van Dyne, Ang, Livermore, 2010). Thus this research focuses on survey of 150 students pursuing final year MMS course from management institutes located in Mumbai, financial capital of
India and 50 HR managers dealing with international recruitment with two major objectives. The first one being investigation of the significance of management education in developing cultural intelligence and second one focusing on development of contents with respect to introduction of Cultural intelligence subject in final year of MMS course.

Research Gap
After taking into consideration the above mentioned literature highlights on cultural intelligence (Ang et al, 2007), this research focusses on two dimensions important for cultural intelligence –emotional intelligence and physical endurance as essential components. Limited research is done in India with respect to introduction cultural intelligence as a subject in MMS final year curriculum. The research paper makes an attempt to fill in above mentioned research gap.

RESEARCH HYPOTHESIS AND MODEL

Research Models related to Cultural Intelligence and Management Education

Figure 1: Four Factor Model of Cultural Intelligence

Ang, Van Dyne and Livermore (2012) provide some insight into how cultural intelligence develops. They suggest that metacognitive factor is important to strategize the development of cultural intelligence. Cognitive factor enables to imbibe the knowledge with regards to norms, values, rules, regulations etc. with respect to cultural intelligence domain. Motivational Cultural intelligence provides blend of intrinsic and extrinsic motivation required along with the essence of self-efficacy to learn about cultural differences. Behavioral factor focusses on activities involved while dealing in cross cultural context. Questionnaire development for the research paper is based on this model (Ang, Van Dyne and Livermore, 2012) with addition of two important dimensions from the researcher end physical endurance and emotional intelligence.

Following table gives insight into research questions, objectives, hypothesis and tools used
<table>
<thead>
<tr>
<th>Sr.No</th>
<th>Research questions</th>
<th>Research Objectives</th>
<th>Hypothesis</th>
<th>Tools Used</th>
</tr>
</thead>
</table>
| 1     | Do management education play significant role in developing cultural intelligence among MMS students | To investigate the significance of role of management education in developing cultural intelligence among MMS students | Hypothesis 1  
H0 : Management education does not play significant role in developing cultural intelligence among MMS students | Non parametric chi square test |
| 2     | Which factors are prominent to describe contents of the syllabus of cultural intelligence? | To investigate the factors that are prominent to describe contents of the syllabus of cultural intelligence | Hypothesis 2  
H0 : There is no internal consistency and reliability among the variables selected in the study for conducting factor analysis focusing on contents of the syllabus of cultural intelligence | Factor Analysis              |

Table 1: Research questions, objectives, hypothesis and tools used

**RESEARCH METHODOLOGY**

Research is an academic activity and as such the term should be used in a technical sense. According to Clifford Woody (1927 pp172), research comprises defining and redefining problems, formulating hypothesis or suggested solutions; collecting, organizing and evaluating data; making deductions and reaching conclusions; and at last carefully testing the conclusions to determine whether they fit the formulating hypothesis. Further, D. Slesinger and M. Stephenson in the Encyclopedia of Social Sciences, (1930 page 54), define research as “the manipulation of things, concepts or symbols for the purpose of generalising to extend, correct or verify knowledge, whether that knowledge aids in construction of theory or in the practice of an art.” Thus, research is, an original contribution to the existing stock of knowledge making for its advancement. It is the pursuit of truth with the help of study, observation, comparison and experiment. In short, the search for knowledge through objective and systematic method of finding solution to a problem is research. The systematic approach concerning generalization and the formulation of a theory is also research.

*Research Philosophy*

A research philosophy is a belief about the way in which data about a phenomenon should be gathered, analyzed and used. The term epistemology (what is known to be true) as opposed to doxology (what is believed to be true) encompasses the various philosophies of research approach.
The purpose of science, then, is the process of transforming things *believed* into things *known*: doxa to episteme. Two major research philosophies have been identified in the Western tradition of science, namely positivist (sometimes called scientific) and interpretivist (also known as antipositivist) (Galliers, 1991).

A large number of research methodologies have been identified, Galliers (1991) for example listed fourteen, while Alavi and Carlson (1992), reported in Pervan (1994), use a hierarchical taxonomy with three levels and eighteen categories. In Table 5.1 below, there is a list of methodologies identified by Galliers (1991, p.149), indicating whether they typically conform to the positivist or interpretivist paradigms. This research uses a positivist approach focusing on survey.

<table>
<thead>
<tr>
<th>SCIENTIFIC/ POSITIVIST</th>
<th>INTERPREVITIST /ANTI POSITIVIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory Experiments</td>
<td>Subjective/ Argumentative</td>
</tr>
<tr>
<td>Field Experiments</td>
<td>Reviews</td>
</tr>
<tr>
<td>Surveys</td>
<td>Action Research</td>
</tr>
<tr>
<td>Case Studies</td>
<td>Case Study</td>
</tr>
<tr>
<td>Theorem Proof</td>
<td>Descriptive / Interpretative</td>
</tr>
<tr>
<td>Forecasting</td>
<td>Future Research</td>
</tr>
<tr>
<td>Simulation</td>
<td>Role Play</td>
</tr>
</tbody>
</table>

Table 2. *Various research methodologies*

*Source: Galliers (1991)*

*Research Design*

The type of research conducted is quantitative and explanatory in approach. Explanatory studies look for explanations of the nature of certain relationships. Hypothesis testing provides an understanding of the relationships that exist between variables.

*Data collection method*

The 1st questionnaire focusing on understanding the significance of management education on developing cultural intelligence comprises of 10 items (Van Dyne, 2010).

The 2nd questionnaire consisted of CQS (Ang et al. (2007), with 10 items covering the four dimensions of CQ: metacognitive CQ items, cognitive CQ items, motivational CQ items and behavioral CQ focusing on syllabus components of cultural intelligence. All CQS items were measured on seven-point Likert scales, ranging from 1 ("strongly disagree") to 7 ("strongly agree").

*Sample design*
Participants included 150 MMS students of final year and 50 HR managers dealing with international recruitment selected by means of convenience sampling from Mumbai financial capital of Mumbai. Questionnaires were distributed, accompanied by a letter emphasizing the confidentiality and anonymity of responses. The study was conducted during 2016-2017.

Tools for data collection
Non parametric chi square test analysis is used to determine the significance of role of management education in developing cultural intelligence.

For testing reliability of the questionnaire Cron Bach \( \alpha \) is used followed by factor analysis to determine prominent factors to decide content of the syllabus of cultural intelligence.

Data Analysis and Interpretation
The results of the statistical analysis, coupled with the formal and informal discussions with institute faculties and global corporate managers, suggest that in general the MMS students have a firm understanding on why cultural intelligence is essential in an increasingly globalized business world, as well as a strong desire to interact with other cultures. However, although students seem extremely driven to study about other cultures, the results indicate that many of the MMS students lack an in-depth knowledge of the values, beliefs, and practices of other cultures due to lack of a well defined curriculum on the subject of “Cultural Intelligence” (Van Dyne et.al 2010).

Role of Management education in developing cultural intelligence

<table>
<thead>
<tr>
<th></th>
<th>Awareness</th>
<th>Adapt</th>
<th>Norms</th>
<th>Legal</th>
<th>Motivation</th>
<th>Verbal</th>
<th>Nonverbal</th>
<th>Physical</th>
<th>Exposure</th>
<th>SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-Square</td>
<td>33.307a</td>
<td>36.853a</td>
<td>35.547a</td>
<td>32.840a</td>
<td>29.573a</td>
<td>39.933a</td>
<td>25.373a</td>
<td>60.160b</td>
<td>38.067a</td>
<td>43.573a</td>
</tr>
<tr>
<td>Df</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Asymp. Sig.</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

Table 3. Management education and cultural intelligence

Interpretation (table 3)
I can be seen from the table 3 that the significance (0.00) is less than the assumed value (0.05). So \( H_0 \) is rejected and alternate hypothesis is accepted. This means that management education play a significant role in developing cultural intelligence.

Components of Cultural intelligence

Cronbach Alpha (\( \alpha \)) (Cultural Intelligence)
Cronbach Alpha (α) is calculated as a measure of internal consistency. Alpha is calculated on the same scale as a Pearson (r) correlation coefficient which varies between 0 and 1. The closer the value of α to 1, the greater the internal consistency of items in the instrument being assessed.

<table>
<thead>
<tr>
<th>Cronbach’s Alpha</th>
<th>N of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.718</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4. Reliability Statistics

It can be observed from the Table 4, the value of Alpha (α) is 0.718. We can conclude that the variables are having high internal consistency and hence these variables are considered to be suitable for conducting factor analysis.

<table>
<thead>
<tr>
<th></th>
<th>Initial</th>
<th>Extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>1.000</td>
<td>.943</td>
</tr>
<tr>
<td>EI</td>
<td>1.000</td>
<td>.935</td>
</tr>
<tr>
<td>Motivational</td>
<td>1.000</td>
<td>.890</td>
</tr>
<tr>
<td>Cognitive</td>
<td>1.000</td>
<td>.832</td>
</tr>
<tr>
<td>Meta</td>
<td>1.000</td>
<td>.943</td>
</tr>
<tr>
<td>Behavioral</td>
<td>1.000</td>
<td>.935</td>
</tr>
<tr>
<td>Legal</td>
<td>1.000</td>
<td>.408</td>
</tr>
<tr>
<td>Verbal</td>
<td>1.000</td>
<td>.636</td>
</tr>
<tr>
<td>Nonverbal</td>
<td>1.000</td>
<td>.897</td>
</tr>
<tr>
<td>SM</td>
<td>1.000</td>
<td>.821</td>
</tr>
</tbody>
</table>
Based on the table of factors which is graph which is plotted to know the number of factors which are available in the analysis.

Graph 1. Scree plot for cultural intelligence

From the above graph of Scree plot 1, it can be concluded that the factors having the Eigen values more than 1 have to be considered. This study determines 3 factors.

**Interpretation (From Table 6)**

From the Table 6 of Component Matrix, it can be seen that the three factors can be classified as follows:

**Factor 1:**
- Emotional Intelligence
- Motivational Dimension
- Behavioral Dimension
- Verbal Communication
- Nonverbal Communication

**Factor 2:**
- Physical Endurance
- Metacognitive dimension
Legal and Economic Knowledge

**Factor 3:**

Cognitive dimension

So the cultural intelligence syllabus can focus on the above mentioned factors devised by factor analysis method as these factors are highly significant for developing cultural intelligence.

The interpretation of the analyzed data for successful implementation of development of cultural intelligence among students is as follows:

The students’ evaluation must ite items align with concepts, issues and events from the curriculum that are relevant to the development of cultural competency

It is essential to actively acknowledge the cultural heritage and home languages of international and Indian students and stimulate discussion, on-campus and/or virtually, of each other’s culture and practice in connection to discipline and to exchange of knowledge and ideas;

Due importance should be given to both verbal and non-verbal communication.

It is essential to respect and understand the importance and significance of sacred days or religious holidays relative to Indian as well as international students on campus

Encouraging students and faculties to learn a second language to enable improved communication and to develop an awareness of the challenges of self-expression in languages other than English is essential for successful exchange programs

Providing motivation for students to complete a subject or short course in cross-cultural communication or perhaps an international studies subject is essential

Teaching practices encompassed should be culturally sensitive and actively discourage language or behavior that is racist or involves cultural stereotyping

Attention should be given first to the development of emotional intelligence and physical endurance of the students as a pre-requisite for the development of cultural intelligence.

**FINDINGS, DISCUSSIONS AND IMPLICATIONS**

This is an era of globalization. Corporates needs managers with world-class talent. The issue is how to inculcate a global mindset through the managers who act locally. The survey Conducted by Andrews & Tyson brought out some issues like - In the ever evolving economic context at international level the important issue is to develop individuals with management & leadership capabilities on a world wide scale. The study shows that there has been a shift in Companies while recruiting from knowledge to skills attributes. In the current market scenario as the business is getting international, day by day there is an increasing need for the management institutions (B-schools) to focus on generating global
managers by means of internationalization of education. Taking this into consideration following are the implications of the study.

**Student exchange program should be promoted**

The business schools must admit international students and provide opportunities to their own students for international education exposure to the program. The Indian management institutes have limited international participation. Indian B-schools should collaborate with some well-known foreign B-schools by which Indian students can do part of their education in those institutes. Students who have exposure to an international short term program or exchange program usually improve their grades and are more likely to progress to further higher qualifications. Such students often describe the experience as ‘lifetchanging’ and report an increase in their own soft skills, personal maturity and commitment to their chosen field of study. Hosting incoming exchange students contributes to campus culture and internationalization of the student body while inspiring the student community. The availability of a good international student exchange program, with participation strongly supported by the institution, has been shown to be a major factor in creating a brand name for the institute and students choice of university. Also participation in student’s exchange program schemes increases the employability of students, a major reputational gain for any university, its students and the teaching faculties. Physical endurance dimension along with the other dimensions of cross cultural intelligence can be practically tested in the short term exchange programs of the students to get an perspective on support of physical health of the student in different climatic conditions and precautionary measures to be taken in case of emergency conditions.

**Faculty exchange program culture should be instilled**

The management institutes interested in developing culturally competent students should induct a few international faculties & provide an opportunity to the students to listen about other country’s business culture & systems. The management institutions should also groom and provide opportunities to their faculties for exploring teaching assignments internationally. The presence of ‘visiting’ or exchange faculty program raises the global profile of the institutes, leading to enhanced international engagement which, in turn, assists in building a reputation and presence in international student recruitment markets. Teaching faculties accompanying students on an short term exchange program have the opportunity to build networks with international colleagues which can lead to the formation of research linkages and improved cross cultural networking opportunities.

**Introduction of cultural intelligence as a subject in curriculum**
To ensure success of student exchange program it is essential to add cultural intelligence as a subject in curriculum with focus on international economics, International Marketing, International Financial Management or international Business Management, emotional intelligence etc.  

Provide placement opportunities internationally  
Management institutes can also collaborate with some foreign placement consultancies to make sure at least some competent students can obtain jobs abroad (Saha, 2012). • Employers value the skills developed by participation in international exchange programs, including cross-cultural communication skills, personal maturity, the ability to adapt to cross cultural context and deal constructively with cultural differences in procedure and practice.

LIMITATION OF RESEARCH  
Limitation of this study is it is necessary to examine the caliber and aptitude of the faculties teaching cultural intelligence competencies to the MMS students. To deal with this limitation, future scope of this research can be to screen the faculty development programmes and investigate their significance with respect to increasing cultural intelligence of faculties.

SCOPE OF FUTURE RESEARCH  
Future scope of this research can be to screen the faculty development programs and investigate their significance with respect to increasing cultural intelligence of faculties. Longitudinal time series studies can also be conducted on different implications suggested by the researcher. Future research can also investigate the role of emotional intelligence in developing cultural intelligence. Future research can also focus on financial dimension of the exchange programs to be initiated for students and faculties.

CONCLUSION  
In the current globalized economy, where business is transnational, there is an increasing need for the management institutions (B-schools) to focus on generating global managers by means of internationalization of education. This includes providing students with international viewpoint of their discipline, providing the students with a cross-cultural understanding; information focusing on meta-cognitive, cognitive, motivational, behavioral, emotional and physical level for their future careers with respect to being successfully in diverse cultural context.”

Knowledge of cultures provides students with insights, skills and capabilities to deal with multicultural context and behave effectively in culturally diverse settings. Cultural intelligence (CQ) is an
capability to progress effectively and efficiently in culturally diverse settings when the main focus is differences in cross-cultural behaviors (Crawford, LePine and Rich et al., 2010). This skill is increasingly becoming beneficial for MMS students, as those who have high cultural intelligence can quickly adapt their management style in order to handle issues raised from multicultural background (concerning customers, suppliers, associates, etc.) (Kanfer et al., 2008).
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ABSTRACT 
Managing workforce diversity adds value and augments organization’s effectiveness. The magnitude of diversity differs from country to country. While designing strategies for managing diversity, one has to study country-specific aspects and the socio-cultural landscape of the country. While studying the HR systems in India, one must appreciate that India is home to almost all religions of the world and presents in its people and races one of the most diverse congregations of cultures, dialects, castes, ethnicities and customs rarely matched by any other nation. This mystic and diverse culture has generated a set of challenges, which also makes its HR system unique (Rao and Verghese, 2009). 
India is a very diverse country demographically as well as in terms of social and economic development. There is a significant difference in view of the social, cultural, economic and ecological diversity that is pervasive in India (Chaurasia A R, 2012). Constructed on Harrison, Price and Bell categorization of diversity dimensions, the demographic and socio-cultural diversity dimensions of India are categorized as visible, partially visible, partially deep and deep (Harrison et al; 2015). This paper contributes to existing knowledge on diversity management and strategic HRM in the Indian ITes sector. The purpose of this paper is to discuss vital diversity dimensions of India, and its implications for various organizational challenge with focus on ITes sector by means of case study approach. 
This research paper focuses on multiculturism and workforce diversity management with focus on ITes sector in India. In conducting the research, it quickly became clear that ITes sector took diversity and inclusion very seriously and that this was not limited to surface level diversity, but focused upon deep level diversity issues also like leadership skills, interpersonal skills, organizational commitment etc. and the connectivity between surface level and deep level diversity. 

Keywords: Diversity, Multiculturism, Strategic HRM, India, commitment,
INTRODUCTION

India is a very diverse country demographically as well as in terms of social and economic development. There is a significant difference in view of the social, cultural, economic and ecological diversity that is pervasive in India (Chaurasia A R, 2012). Constructed on Harrison, Price and Bell categorization of diversity dimensions, the demographic and socio-cultural diversity dimensions of India are categorized as visible, partially visible, partially deep and deep (Harrison et al, 2015). This paper contributes to existing knowledge on diversity management and strategic HRM in the Indian ITes sector. The purpose of this paper is to discuss vital diversity dimensions of India, and its implications for various organizational challenge with focus on ITes sector by means of case study approach.

Multiculturalism in India and its influence on Indian society

Multicultural concerns have long informed India’s history, traditions, constitution and political arrangements. Many writings on Indian history, culture and politics are marked by some kind of multicultural consideration. Even the recommendations of the successive Finance Commissions of India, to take an unusual example, show that the changing criteria for allocating resources to states accommodates the country’s social and cultural diversity (Bhattacharyya 2001). India’s constitution can be said to be a multicultural document in the sense of providing for political and institutional measures for the recognition and accommodation of the country’s diversity. But multiculturalism as a term of scholarly discourse of society and politics in India is of a very recent vintage, originating in the 1990s when some scholars felt the need to respond with Indian experience to the global debate on the subject. The central question in any discussion of multiculturalism in contemporary India is how a vast, multi-ethnic country – in terms of religion, language, community, cast and tribe – has survived as a state in conditions of under development, mass poverty, illiteracy and extreme regional disparities. Given that many less diverse and plural postcolonial states have failed, what is the secret of India’s success? Kohli (2001) argues that the question assumed added significance after the disintegration of the multiethnic former Soviet Union and its European empire in the early 1990s.

India and China are socially and culturally the most diverse in the world. Formed over thousands of years as a country of immigrants who brought their own cultures and traditions, India’s diversity is huge. According to Kohli (2001) India, though predominantly inhabited by Hindus (over 82% of the population) who are regionally rooted, plural in beliefs and practices and divided by castes and languages, its population also includes a large proportion of Muslims (about 12%), Sikhs, Buddhists, Christians and Jains (Kohli, 2001). India is also linguistically diverse, being the home of some hundred languages and dialects – so far eighteen languages have been ‘officially’ recognised and placed under the eighth schedule of its constitution. However sizeable sections of the population, most notably in
the North-East, are yet share the privilege, despite their language comprising a majority in their locality (Kohli, 2001).

**Workforce Diversity**

India’s diverse workforce largely depends on how well it is tactically managed for the effectiveness of organization. India is one of the diverse countries in the world. Its diversity aspects are rooted in the socio-cultural factors and emerging trends in demography. The diversity dimensions are discussed under two heads: socio-cultural dimensions and demographic dimension. Plurality and multiplicity characterize Indian society and culture. India has accommodated and assimilated various outside elements into its growing culture. However, it has never been a ‘melting pot’ in which all differences got dissolved and a uniform identity was created. India is a shining example of a ‘salad bowl’ in which different elements retain their individual identities and yet, together, they form a distinct recipe (Sharma, 2012).

**LITERATURE REVIEW**

**Multiculturism in India and its influence on Indian society**

In India most of the states have some dominant ethno-linguistic and ethno-religious groups (Punjab, Jammu and Kashmir in the North-East), although within each of them there are religious and linguistic minorities (Pandharipande, 2002). The fact that today most of the states of India correspond, by and large, to ethno-linguistic or ethno-religious groups has been achieved through a major reorganisation of territories in the 1950s and 1960s. Given that some kind of ethno-linguistic factor is the prime contributor in according statehood, scholars have tended to see the reorganisation as part of a multicultural state-building process in India (Pandharipande, 2002). This does not mean that each of the reorganised states is unilingual. On the contrary, states are multilingual and diverse. To a great extent the reorganisation process only simplifies the reality. But even throughout India today, linguistic minorities live under a state dominated, not just demographically but in other ways too, by a majority linguistic group. For example Tamil Nadu, one of the early major successes of linguistic (Tamil) sub-nationalism in independent India, had 3,975,561 Telegu speakers (representing 7.1% of the population) in 1991 and 1,208,296 Kannada speakers (2.2%) (Pandharipande 2002). Occasionally minorities speaking unrecognised languages have, with different degrees of success, demanded statehood (Weiner 1989: 45). Such demands have often been made by those linguistic groups mainly concentrated in a particular region of a state where the group has a strong sense of its distinctive identity. The success of such movements has depended on the strength of, amongst other factors, the political formulation of their demands in the eyes of the elites (Mitra and Lewis, 1998).
Given the wide range of variation as already described, it should be impossible to generalise about society, organisations and leaders in India, as it should for organisational and leadership practices in Indian organisations (Singh, 1990). Through his empirical research Singh studied Hofstede's five dimensions and concluded that they vary with age, level of education, size and level of organisation, industrial and economic sectors and the nature of job, location, etc.

A key finding of the study was the lesser use of power in highly industrialised locations. Another major finding was related to economic sector influences. On the power distance measure the scores for PSU, Indian private (Family Managed and Professional) and MNCs were 9, 22 and 0 respectively. On the uncertainty avoidance measure the scores for PSU, FMP and MNCs were 27, 57 and 39 respectively. On the individualism measure the scores for PSU, FMP and MNCs were 19, 6 and 31 respectively. On the masculinity measure the scores for PSU, FMP and MNCs were 33, 31 and 77 respectively. Decisions based on these findings can have a varying impact on the culture of a region.

Singh opines that India, as a highly populous democracy and an important emerging economy, is seeking to modernise and transform its institutions without sacrificing its commitment to economic progress, socio-cultural heterogeneity and traditional social hierarchical values. Implicit to the concept of cultural effect is the notion that societies are considered to vary in terms of the arrangements which their institutions and organisations are composed of, and that these variations reflect their distinctive traditions, values, attitudes and historical experiences. In this regard, culture can be defined as the “crystallisation of history in the thinking, feeling and acting of the present generation” (Hofstede, 1993: 5). Bartlett and Ghoshal (1998) also suggest that the history, infrastructure, resources and culture of a nation state permeate all aspects of life within a given country, including the behaviour of managers in its national organizations.

**Workforce Diversity and Implications for Effectiveness of HRM**

Inspite of growing educational interest in diversity management, it has been taken into consideration that “diversity management” is a poorly understood, increasingly slippery, and controversial concept that is used “in an all-embracing fashion to include not just the social categories of AA [affirmative action] such as race and sex but a wide range of personal characteristics” (Ferner et al., 2005, p. 309). For this paper, we adopt the broad definition of diversity management Arredondo (1996) suggested and Wentling (2000) adopted: “diversity initiatives are defined as specific activities, programmes, policies, and any other formal processes or efforts designed to promote organizational culture change related to diversity”.

It has been instructed that the aim of diversity management is for organizations to be aware of cultural differences; incorporate the ability to acknowledge, accept, and value diversity through organizational intervention to reduce configurations of inequality felt by those not in the majority; and transform
organizational culture and leadership practices so that “members of all socio-cultural backgrounds can contribute and achieve their full potential” (Cox, 1993, p. 225). Diversity management is treated as a better approach than equal opportunity (EO) as it “focuses on valuing people as unique individuals rather than on group-related issues covered by legislation” (CIPD, 2007, p. 6). In congruence with advocates of the importance of strategic HRM to organizational effectiveness, proponents of DM have justified that organizations committed to DM perform better than those that are not (Konrad et al., 2006). Indeed, existing studies have provided some proof to support the idea that strategic diversity management can result in increased HR productivity, such as attracting talent, retention (e.g., Ng & Burke, 2005).

Recent studies conjointly reveal a powerful correlation between diversity and monetary performance. Increasing diversity inclusion in organizations leads to win high talent and improve their client orientation, worker satisfaction, and decision making ability, resulting in a virtuous cycle of accelerating returns. As a result, ITes sector operational within India have long appreciated the requirement to secure these advantages for his or her staff and therefore the future success of their business.

There are many different types and meanings ascribed to the term diversity. Within the broadest sense, diversity is solely the visible variations between staff in age, gender, race, religion, sexual orientation and incapacity. However it’s conjointly the variability of experiences and outlooks every individual worker can have. In this sense, diversity describes the popularity of those variations and, in doing therefore, celebrates them (Nishii et.al 2008).

RESEARCH MODEL

Harrison, Price and Bell Model and its implications on effectiveness of ITes Sector in India

Harrison, Price and Bell model (1998) concentrates on two major types of diversities noteworthy in an organizational context, which every manager should take into account –

Surface level diversity is the differences that are easily evident such as age, gender, ethnicity/race, culture, language, disability etc. Surface level diversity is easy to be noted and managers/recruiters can fall into the malpractice of discrimination based
on these factors. For example, thinking that efficiency reduces with age, they might prefer younger employees. Surface level diversity is commonly tough to vary. For e.g. racial differences cannot be scaled down to zero (Harrison et al 1998)

**Deep level diversity** on the other hand, is not easily noticeable and noted since they are communicated through verbal and non-verbal behaviors over a period of time. Examples are individual variations in attitudes, value system, beliefs and personality. Deep level diversity usually starts with identifying surface level differences and when people gets to know each other, they start noticing the deep level individual differences and have a tendency just to accept or dislike it. Many a times the surface level diversity like educational qualification may give clue to the deep level diversity also like organizational commitment or employee engagement etc. This paper is focusing on exploring this connectivity by the basis of case study model in ITes sector.

Diversity can have both negative and positive impact on work environment in the organization. Negative effects can include miscommunication, creation of barriers, and dysfunctional adaptation behaviors. Positive effects can include building a sound knowledge base with in-house talent, which can make for smoother integration of the organization into foreign cultures.

Diversity management provides strategic competitive advantage. Effectiveness which demands doing things right is an organizational performance factor (Unyimadu, 2006). Therefore, to effectively manage workforce diversity will enable to lowers costs and improve employees' attitudes (Kreitner and Kinichi, 2004). Effectively managed employee diversity has a positive effect on corporate share and profits.

This is because employee diversity reflects consumer diversity (Kreitner and Kinichi, 2004). Researchers such as Richard, 2000 have revealed that workforce diversity promotes creativity, new ways of problem solving and productivity. Similarly, effective education whether full or part time enhances exposure, training and development.

*Kaleidoscope Perspective of the Individual*

Maier (2005) made a point that prior researchers on diversity have focused on limited dimensions and out of these, a few, such as ethnicity, race and gender, are over-emphasized. According to him, an individual can be modeled by a kaleidoscope. Just as a kaleidoscope contains definite amounts of
particles of varied shapes and colors, an individual is composed of various diverse attributes. The individual kaleido-scope can be characterized as a multi-colored pie chart, with each pie reflecting a unique attribute, and size of the pie illustrating the prominence that an individual gives to a particular attribute. On the basis of this viewpoint, Maier defines diversity as, “the variety of kaleido-scope.”

Figure 1: Example of Kaleidoscope compositions of an individual
Source: Diversity at Workplace, HRM Review

Connectivity between Harrison, Price and Bell model and Kaleidoscope model

Harrison, Price and Bell Model talks about surface level and deep level diversity on the other hand Kaleidoscope model talks about the individual kaleido-scope which can be represented as a multi-colored pie chart, with each pie reflecting a unique attribute, and size of the pie focusing the importance that an individual gives to a particular attribute.

One of the major aspects of the kaleidoscope is the surface level diversity which can be connected to the deep level diversity for example with respect to our case study educational qualification and organizational commitment.

According to Ferner et al. 2005, there is a strong relationship between educational level and organizational commitment. This research paper by means of case study model wants to examine if employees with high educational qualifications occupy higher ranks and therefore have more responsibilities which consistently require more commitment to the organization and that educational level may lead to high level of commitment. The employees with professional degrees can also enable to provide their expertise to process management and also enable ITes industries to have a positive brand image in the eyes of potential candidates.

RESEARCH METHODOLOGY

Research philosophy is a belief about the way in which data about a phenomenon should be gathered, analysed and used. The term epistemology (what is known to be true) as opposed to doxology (what
is believed to be true) encompasses the various philosophies of research approach. The purpose of
science, then, is the process of transforming things believed into things known: doxa to episteme.

There are two types of research methods – quantitative and qualitative. In contrast to the qualitative,
quantitative research focuses on measurement and the analysis of causal relationships between
variables rather than processes (Denzin and Lincoln, 2003). Quantitative research has five main
methods, such as social surveys, experiment, official statistics, structured observations and content
analysis (Silverman 2000). Both quantitative and qualitative methods are evaluated from different
perspectives: quantitative research has been described as superior because it is considered objective
and value-free, whereas the qualitative is claimed to be influenced by the researcher’s subjectivity
(Silverman, 2000). In certain cases researchers might share a sense of belonging to the ethno-national
community and consider him/her to be an insider (Coffey et al.,1996), such as in the case of this
research. Quantitative research has also been considered reliable, while in its crisis period qualitative
research has been thought of as unscientific and explanatory (Denzin and Lincoln, 1994).

Research Methodology

Researcher Robert K. Yin defines the case study research method, “as an empirical inquiry that
investigates a contemporary phenomenon within its real-life context; when the boundaries between
 phenomenon and context are not clearly evident; and in which multiple sources of evidence are used”.
(Yin, 1984, p. 23).of complex issues. It can be considered a strong research method particularly when a
holistic, in-depth investigation is required. It is also considered suitable in social sciences, when
research deals with community based problems like poverty, illiteracy etc. It is one of the standard
and accepted tool in many social science studies. (Gulsecen&Kubat, 2006). The paper uses case study
as a research method to illustrate the diversity management in Business Process Outsourcing (BPO)
MNC in India.

Case study research, through reports of past studies, allows the exploration and understanding of
complex issues in a developing country like India. Qualitative case study is rich source of data and is
an appropriate technique especially to answer “how” and “why” research questions. The data
documented in the case study, has been collected using multiple sources and techniques namely
research reports, newspaper articles, observation in various SISSO centers. SISSO is not just an
organization, but a social movement and a revolution in India.

CASE STUDY

Workforce diversity has become an important topic in today’s organizations, as they are becoming
increasingly diverse with respect to their workforce. Diversity exists in an organization when its
members differ from one another along one or more important dimensions (Thomas and Ely, 2001). Diversity should be thought of in terms of degree or level of diversity along relevant dimensions (Dora and Keith, 1998). In business terms, diversity can be defined as a set of differences of individual traits including socio-economic and demographic variables which are noticed both at the surface and deep level in an organization’s various levels (Cox, 1991; Thomas, 1991). Surface level dimensions of diversity include age, ethnicity and culture, gender, race, religion, sexual orientation, and capabilities (Das, and Wagar, 2007). Deeper level dimensions include values, attitudes, leadership styles and adaptability of employees to changing business environment and business challenges. Education, status, language, income levels, etc. Diverse workforce (diversity) refers to the co-existence of people from various socio-cultural backgrounds within the company. Diversity includes factors such as race, gender, age, colour, physical ability, ethnicity, etc. (Kundu and Turan, 1999).

The Indian information technology industry is playing a key role in putting India on the global map. The merits of the workforce diversity has been debated everywhere throughout the world. Workforce diversity and management is on the emerging trend in Indian organizations. Diversity Management has already begun in the Indian IT industry and numerous companies have multiple locations abroad and are realizing the need to develop a global workforce. The need of the talent mix pressurizing the employers of IT companies to attract and to retain diverse workforce. Employers are being urged to embrace diversity and advised against neglecting it. Management scholars warn that while organizations may run the risk of losing their competitive advantage and innovativeness by failing to effectively utilize and manage diversity. The projected changes in organizational demographics combined with employers” concerns about motivating and obtaining satisfactory levels of performance from a diverse group of employees has created an urgency to understand and recognize the value of diversity in all organizations. IT industry is one of the major industries in India, which has embraced workforce diversity as a strategy to remain competitive, innovative and productive in the face of changing demographics and the rapid globalization of business.

Syntel Mumbai - Empowering Diverse Human Assets – Case Study

Syntel has been defined by evolution and innovation, since 1980. From pioneering the global delivery model to implementing the latest digital solutions, Syntel has expanded its geographic footprint, adapted our services, and evolved our core business model to stay ahead of industry and technology trend. Syntel, is headquartered in Michigan, USA having over 30 offices abroad including India and a staff strength of over 22,000 employees and the Mumbai office has about 4,500 employees.

Mumbai is experiencing rapid growth and is one of the financial capital of India. By the fiscal year 2020-21, its GDP per-capita at PPP is expected to reach US $23,000, making it south Asia’s richest city.
Regarding its IT and ITeS-BPO firms and hubs, Mumbai ranks as the second most favoured destination globally for ITeS-BPO services, next only to Bengaluru or the Silicon Valley of India, according to ‘Tholons Top 100 Outsourcing Destinations 2013’. It enjoys a cosmopolitan culture and is home to all the religions and regions of the world. Hinglish is a colloquial spoken English language and the 1750 year old University of Mumbai – and over 0.1 million graduates graduating every year and equal amount of engineers, graduating each year from this coveted Indian university.

Syntel has employed 30% of its workforce in Mumbai is in the age group 18-25 years. Further, r 40% are female employees. More than 5% of employees are from economically backward sector of society and 58% of the employees are from Tier II and Tier III cities (This classification is based on population less than 1 million. Also the company of employing about 5% differently abled employees, as their corporate social responsibility.

The main talent management challenge for a BPO career includes, negative employment image and social stigma attached to this industry. Suggested below mentioned model documents diversity management and inclusion of professionals in Indian BPO industry.

**PROPOSED MODEL, FINDINGS, DISCUSSIONS AND IMPLICATIONS**

*Figure 2: Steps to include diversity in organization*

*Steps to include diversity at the workplace*

*Focusing on qualified individuals*

The perception of the employee about the BPO has to change from being a life style to a career option and diversity inclusion by means of establishing connectivity between educational qualification and organizational commitment can enable the same. One way of doing this is to re-construct the organization structure. The chances to climb the corporate ladder should be made to look bright. Some modification done to this corporate ladder in increasing the number of levels, can give a prospective
picture to the path ahead for a call center agent, and also will aid to change the perception from lifestyle to career, which will control attrition to a reasonable extent.

The BPO industry can work in tandem with the government so that it can start educational institutions on the line of BPO requirement and ensure steady and uninterrupted skilled manpower that will not only keep attrition at bay, but also keep the Indian BPO industry far ahead of its competitors.

*Attracting qualified individuals and designing individual career paths*

Organizations should concentrate on individual career growth of employees and succession planning in the organization. Planning for growth both vertically and horizontally can bring a little reprieve to the employees. For eg. Horizontal growth can be in the form of promoting the employee from simple to more complex processes within the organization. This will enhance the learning of the employee and make him "feel-good". A proper career graph should be charted out with the due consideration to the growth and development of an employee. Promotion with enriched and new title to a job should be lied down in the HR Practices of Industry. So that he/she thinks twice and thrice before switching.

*Build brand name by streamlining corporate culture*

BPO is not considered as a career option by professionals as there is a social stigma attached to it. BPO career includes late night shifts, unhealthy lifestyle, burnout syndrome, and vices, hence there is a need for brand building. BPO firms would do well by defining a concrete corporate hierarchy thereby setting the tone for a proper career path for every employee in the organization. Empowering qualified individuals and creating job diversity is essential to retaining staff in a BPO firm for as long as possible. A career-oriented, valued employee must experience growth opportunities within the organization. This will also lead to process improvement and provide brand name to the BPO which is much required in ITes sector.

*Initiatives to deal with Night Shits*

Different initiatives that can be taken by BPO’S to deal with night shifts include -

Have people from other walks of life to talk about their experiences. Other professions like Army, Medicine, and shop floor workers also have to work in night shifts. Have doctors to advise & guide them about their biological clocks and ways & means to deal with them. Dietary advice with regards to do’s and don’ts can be given. Create the passion that they are doing a yeomen service to the nation by bringing the much-required Foreign Exchange. They are helping people (clients) to make their life easier. Special lights in the office/workplace to ensure their bodies get sufficient vitamin D. One distinct disadvantage of night shifts is the sense of disorientation with friends and family members. Concentrate on this problem and develop innovative solutions and ways to deal with it.
LIMITATION OF RESEARCH
The study is limited to the Metro City of Mumbai the Financial Capital of India. Quantitative study can be done on predicting the relationship between surface level and deep level diversity of the individual followed by comparing it with the longitudinal studies to check the validity.

SCOPE OF FUTURE RESEARCH
Quantitative study can be done on predicting the relationship between surface level and deep level diversity of the individual followed by comparing it with the longitudinal studies to check the validity. The study can be carried out in other sectors also to generalize the findings.

IMPLICATIONS FOR EFFECTIVENESS OF HRM
With the dynamic demographics in today’s employee base, employers are currently featured with new challenges in the workplace. The difficulty of recruiting and retaining a diverse workforce has become a dilemma for Human Resource departments. The composition of the labor force is changing with increasing numbers of women and individuals of diverse race, religion, caste entering the labor market.
Training and development is one of the HR functions that have seen the most impact through magnified levels of diversity in organizations. By means of development of diversity coaching and mentoring programs, Human Resource departments will be able to influence corporate culture, recruitment, compensation, and the performance of the organization’s diverse workforce. Organization’s that considers the ever-changing demographics of their labor force will remain competitive in today’s market. With respect to diversity management the main role of HR should be to train and develop the diverse workforce with focus on employer and employee growth. The key mantra to successful diversity management is dedication by the HR department to create and foster a work environment which reflects respect and growth for all employees. *Strategically handling employee diversity is a value-adding HR function that augments organizational effectiveness.*
Increasing number of studies have developed in the last decade that examine diversity management practices at country and organizational levels (e.g., Dameron& Joffre, 2007; Sowell ,2002). These studies, though, often concentrate on Western countries. Limited studies have examined systematically the degree to which diversity management has been positioned as part of planned HRM across various ownership forms in a less developed country, where the approach to HRM may be less subtle and the diversity management framework may differ considerably from that in the West.
This research paper focuses on multiculturalism and workforce diversity management with focus on ITes sector in India. In conducting the research, it quickly became clear that ITes sector took diversity and inclusion very seriously and that this was not limited to surface level diversity, but focused upon deep level diversity issues also like leadership skills, interpersonal skills, organizational commitment etc. and the connectivity between surface level and deep level diversity.

**CONCLUSION**

ITes sector should develop a healthy long run relation with the possible stake holders which will be helping it uplift the image of industry. This will also enable brand building for the sector as it lacks the same. Diversity management provides strategic competitive advantage. This competence and advantage is generated from the process in which the management of diversity positively affects organizational behavior and effectiveness. So the ITes industry can make use of diversity inclusion in terms of employing qualified individuals as shortfall of talented workforce coupled with a high attrition rate may have a crippling effect on the industry. Ability to arrest attrition, therefore, assumes strategic significance and can be used as a competitive advantage for long-term survival in the industry otherwise industry will be captured with shortage of human capital in coming years.
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ABSTRACT

This study examines the internationalization of high-tech start-up firms (HSF) from small and open economies (SMOPEC). It explores how HSF may differ in their speed of internationalization relying on information collected via interviews with the CEOs or founders of 32 HSF that operate internationally. It uses a comparative cross-national multiple case study research design to answer the research questions. The findings provide the basis for developing propositions for further comparative analyses of the early and fast internationalization of HSF based in emerging and developed markets. The study contributes to the literature on networks, internationalization and international entrepreneurship.
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1 INTRODUCTION

Early and rapid internationalization of high-tech start-up firms (HSF), particularly in the sense of born global firms (BGF) (Cavusgil & Knight, 2015; Coviello, 2015), is one of the topics that has attracted most attention in international entrepreneurship (e.g. Bailetti, 2012), yet is among the least researched. One of the most important characteristics of the BGF is the rapidity and speed of internationalization soon after their incorporation (Acedo & Jones, 2007) and the development of their products and services (Neubert, 2015). So far, the international entrepreneurship field has placed more interest on the process of internationalization and in particular, on the distinct characteristics of firms that internationalize rather rapidly (Acedo & Jones, 2007) and not so much on the reasons for early and fast internationalization (Neubert, 2015).

Early and fast internationalization of BGF is considered as entrepreneurial and risk-seeking (Oviatt & McDougall, 2005). It is often associated with the ability, experience, and willingness of the entrepreneur (Hennart, 2013). Bacq & Coeurderoy (2011) and Verbeke, Amin Zargarzadeh, & Osiyevsky (2014) found evidence that the entrepreneur went through the first phases of the Uppsala internationalization process model (Johanson & Valhne, 2009) before founding the new HSF.
BGF that internationalize early and fast are often HSF with innovative products and services, which operate in a small global market niche (Zucchella, Hagen, Denicolai, & Masucci, 2016; Andersson, Danilovic, & Huang, 2015). They have a higher probability to be located in a small and open economy (SMOPEC) (Luostarinen & Gabrielsson, 2006) with a limited home market potential (Andersson et al., 2015; Cannone & Ughetto, 2014). Due to its small size, HSF are often forced to internationalize early and fast to become profitable (Trudgen & Freeman, 2014). Hence, fast and early internationalization is highly significant (Neubert, 2016b), necessary for survival, and complex. The BGF has to manage innovation processes parallel to international market development with limited resources (Cavusgil & Knight, 2015; D’Angelo, Majocchi, Zucchella, & Buck, 2013; Lemminger, Limkilde Svendsen, Zijdemans, Stavnsager Rasmussen, & Tanev, 2014).

The notion of early and fast internationalization is still not well understood and requires additional research (Acedo and Jones, 2007). Neubert (2016b) and Ciravegna, Lopez, & Kundu (2014) called for research about location effects of HSF based in different economies of Europe and Latin America. In a comparative cross-national multiple case study research design, the results of a previous study about Swiss HSF (Neubert, 2016a) are compared with a sample of Paraguayan HSF. Even though both countries are landlocked SMOPEC with almost no natural resources and a similar population (seven respectively eight million), Paraguay is an emerging and Switzerland a developed economy.

2 LITERATURE REVIEW AND THEORETICAL FRAMEWORK

2.1. The Uppsala internationalization process model

In 1977, Johanson & Vahlne (2009) developed the Uppsala internationalization process model. Their first finding was that firms enter new foreign markets using a so-called establishment chain (Verbeke et al., 2014). In the first step of this gradual internationalization process, firms enter geographically and culturally closer markets (Cavusgil & Knight, 2015; Coviello, 2006; De Villa et al., 2015) with low-risk market entry modes, such as ‘export’, ‘licensing’ or ‘franchising’ in collaboration with a local partner (Neubert, 2016b). With growing international success and market knowledge, they increase their investments establishing for example a wholly owned subsidiary and gradually start to enter more distant foreign markets. Obviously, the level of resources dedicated to a foreign market might also decrease leading for example to a market exit (Neubert, 2011) or a disinvestment, if the market attractiveness is decreasing. Based on this framework, Paraguayan firms are expected to enter foreign markets like Bolivia and Brazil before they export to the European Union, and Swiss firms predominately export to neighboring EU member states like Germany, Austria, France, or Italy.
The second finding is the concept of liability of foreignness. Firms need a firm-specific advantage (FSA) in every new foreign market, which compensates at least for the liability of being a new foreign firm without significant client relationships or sufficient market knowledge. The larger the geographical, administrative, economical, and cultural distance between the home and the foreign market, the larger is the liability of foreignness (Johanson & Vahlne, 2009) and the bigger the FSA needs to be. Local partners like distributors or resellers help to bridge these differences. The speed of internationalization depends on the speed of learning (Johanson & Vahlne, 2009) about every new foreign market. This means that the firm must be able to transfer its FSA to a sustainable and relevant competitive advantage in every new foreign market to cover the cost or the liability of foreignness (Johanson & Vahlne, 2009).

In 2009, Johanson & Valhne (2009) revised the Uppsala internationalization process model and introduced the concept of liability of outsidership. This concept reflects the increasing importance of networks (Johanson & Valhne, 2009; Coviello, 2006) and tries to explain the internationalization of BGF. As the main market entry barrier for BGF is the access to client networks and to market opportunities. Thus, the speed of internationalization depends on their ability to develop these local networks and market opportunities into a new client relationship.

According to Johanson & Valhne (2009), the Uppsala model can also be applied to firms that start to internationalize soon after their birth like BGF (Cavusgil & Knight, 2015). A BGF, as defined by Cavusgil & Knight (2015), is a young firm that is active through early export sales (Cavusgil & Knight, 2015; Coviello, 2015). The market entry mode ‘export’ is also the first step in the establishment chain of the Uppsala model (Johanson & Vahlne, 2009).

2.2 A new type of firm – The born global firm

Most empirical research on early and fast internationalization focus on HSF in the sense of BGF (Servantie, Cabrol, Guieu, & Boissin, 2016). A BGF (Cavusgil & Knight, 2015; Knight & Liesch, 2016 is a young firm that is active through early export sales (Coviello, 2015). Thus, the BGF concept focuses on a market-seeking internationalization strategy using for example a global exporter internationalization model (Neubert, 2013a). This is the link with the establishment chain of the Uppsala internationalization process model (Johanson & Vahlne, 2009). Both concepts focus on the market entry mode ‘export’ as a first step to enter a new foreign market. Further, the word ‘global’ in BGF should not be understood in the sense that BGF export immediately to all global markets. Often, BGF start to export to a limited number of the most attractive markets or to a region like for example a free-trade area (Coviello, 2015).

2.3 Early and fast internationalization
In 2015, Cavusgil & Knight wrote that the internationalization of BGF might challenge the traditional Uppsala internationalization process model. According to Johanson & Vahlne (2009), the Uppsala model can also be applied to firms that start to internationalize soon after their birth like INV (Oviatt & McDougall, 2005), LGS (Rasmussen & Tanev, 2015) and BGF (Cavusgil & Knight, 2015), because the speed of internationalization depends on the firms' ability to learn about new foreign markets and to adapt its FSA to the respective market needs. Due to advances in communication and transportation technologies and the emergence of global social networks (Coviello, 2015) even firms from traditional industries might internationalize faster and earlier.

Cavusgil & Knight (2015) developed a list with a number of drivers for fast and early internationalization. First, there are internal characteristics, which drive internationalization. Agile and adaptable HSF with profitable high quality products and services, and strong marketing and sales capabilities internationalize earlier and faster. Further, Cavusgil & Knight (2015) mention the abilities of the entrepreneur like international experience, the existence of a global vision, innovativeness (Casillas & Moreno-Menendez, 2014), or entrepreneurial and market orientation. Romanello & Chiareseio (2016a; 2016b) point out the entrepreneurial capabilities like networking, opportunity creation (Zucchella et al. 2016), and product promotion play an important role during the early market entry stage (Neubert, 2016b). Thus, the ability to acquire new clients in new foreign markets is a required key competence for an international entrepreneur. Depending on the personality of the decision-maker and market conditions, the respective processes are well structured or rather unplanned (Nummela, Saarenketo, Jovela, & Loane, 2014).

2.4 Influence of the location on the speed of internationalization

Multiple authors call for further research about the effect of BGF's home country on the speed of internationalization (Knight & Liesch, 2016; Hitt, Li, & Xu, 2016), because findings from studies, which analyze the fast and early internationalization of high-tech firms from developed economies, are not necessarily transferable to emerging economies (Zander, McDougall-Covin, & Rose, 2015). So far, there is still little research focusing on BGF from EE (Gonzalez-Perez, Manotas, & Ciravegna, 2016). The existing studies of for example Musteen, Datta, & Butts (2014) and Ciravegna, Lopez, & Kundu (2014) emphasized the importance of social networks respectively the networking ability of the entrepreneur as driver for the speed of internationalization. Hitt et al. (2016) and Zucchella, et al. (2016) found out that the reputation of the home country and the quality of institutions also influence early and fast internationalization.
3 RESEARCH METHOD

3.1 Research questions

The statement of the research problem has led to the following two research questions:

- **Research question 1.** What are the perceptions of subject matter experts about the significance of early and fast internationalization for high-tech firms?

- **Research question 2.** What are the perceptions of subject matter experts about how high-tech firms may differ in their speed of internationalization?

3.2 Method

The choice of the research method is based on the purpose of this study. This study uses a comparative cross-national multiple case study research design to answer the explanatory (= how/why) research questions (Yin, 2014). According to Hennart (2013), a qualitative comparative case study research would help to answer the research question. In contrast to an experimental design or a survey, a multiple case study has more flexibility (Stake, 2010), allows an in-depth analysis of a complex research problem (Yin, 2014) within a highly contextualized environment (Rosenberg & Yates, 2007), and a comparison between different cases and countries (Baxter & Jack, 2008). The primary source for data collection is qualitative, semi-structured, in-depth, face-to-face interviews with SMEs (Yin, 2014). The data of the Swiss sample was collected in July and August 2015. The data of the Paraguayan sample was collected in October and November 2016 using the same research design.

3.3 Sample

The choice of the sampling strategy is based on the purpose of this study. This study uses a purposive case selection strategy (Seawright & Gerring, 2008), because it produces a representative sample (Seawright & Gerring, 2008) with typical and successful examples of the total population. After a random sample (= probability sampling) is drawn from a database of Swiss and Paraguayan HSF (Zikmund, Babin, & Carr, 2012), the typical cases of the sample are selected (Seawright & Gerring, 2008). According to Eisenhardt (1989) and Yin (2014), this sampling strategy produces a statistically representative sample, if at least six to ten cases are selected. This study uses a sample size of twenty Swiss and twelve Paraguayan cases to allow a better triangulation of data and to strengthen the results of the whole study (Yin, 2014).
4 FINDINGS

The results of this comparative cross-national multiple case study are presented in this chapter to answer the research questions individually. First, the findings of the survey from Switzerland are presented. Second, the findings of the survey from Paraguay are presented.

4.1 RQ1: Significance of early and fast internationalization

The analysis of the data collected from the SME interviews revealed the following themes. These themes individually and together will answer the research question one.

4.1.1 Findings from Switzerland

Early and fast internationalization is considered essential for the survival of HSF from SMOPECs like Switzerland due to the small size of its home market (Neubert, 2016a; Zander et al., 2015). Consequently, early and fast internationalization is part of the business model as well as the strategic and financial plan (Neubert, 2016a; Andersson et al., 2015; Cannone and Ughetto, 2014). Investors use these documents to calculate the corporate value, to invest, and to hold the founders accountable, if they are not reaching the planned and agreed goals (Neubert, 2016a).

The study of Neubert (2016a) revealed that Swiss HSF face significant delays of in average two and more years in the execution of their international market development activities in comparison to the time originally planned in their business plans. This comparison is based on the business plan, which the SME have used to calculate the valuation of their HSF for their last external capital increase before internationalization. The reasons are an often unstructured and unplanned internationalization process (Neubert, 2016a), unexpected long sales cycles (Neubert, 2016a), and missing resources.

Despite of these delays HSF couldn’t benefit from government programs like for example export guarantees and export support due to program restrictions and missing expertise (Neubert, 2016a). This information is highly important because many SMOPEC invest significant resources in the development of a national HSF sector (Trudgen and Freeman, 2014; Almor, 2013). While policy makers have a national perspective, and support the local creation of new jobs and economic growth (Gerschewski et al., 2014), SME have a global perspective on their HSF.

4.1.2 Findings from Paraguay

Early and fast internationalization is considered essential for the survival of HSF from SMOPEC: Especially younger HSF with internationally experienced and educated founders and investors and above the average size consider early and fast internationalization as essential for the survival of HSF from SMOPEC like Paraguay.

Immediate internationalization is part of the business plan of 58% of all SME: Due to an less developed professional private equity and venture capital market, Paraguayan HSF rely on their family, friends,
and founders to finance their start-ups. Especially friends and business angels are quite conservative, risk averse, and lack international experience. Consequently, they don’t push hard for early and fast internationalization.

Paraguayan HSF don’t ask for financial support from the government or from government agencies: However, they would appreciate (indirect) support in the sense of a better technical training and international promotion.

Paraguayan HSF face significant delays in the execution of their international market development activities in comparison to the time planned in their business plans: The majority of the SME indicate that a lack of resources like for example specialized human resources, and higher required quality standards abroad are the main reasons for delays.

Paraguayan HSF are starting to internationalize in neighboring markets like Bolivia and Brazil using low risk market entry modes like export in combination with strong local distribution partners and/ or they are following their existing clients. This research finding confirms the Uppsala internationalization process model (Johansen & Vahlne, 2009).

Paraguayan HSF are born regionals, because they internationalize within their home continent (Gabrielsson, Gabrielsson, & Dimitratos, 2014). There are some younger HSF with internationally experienced founders, which might also be considered as born global (Cavusgil & Knight, 2015).

4.2 RQ2: Difference in the speed of internationalization

The analysis of the data collected from the SME interviews revealed the following themes. These themes individually and together will answer the research question two.

4.2.1 Findings from Switzerland

Swiss HSF differ in their speed of internationalization due to the timing of the recruitment of international sales managers (Neubert, 2016b), because they bring in a market perspective, experience, and a network of potential clients. International sales managers acquire the first clients and distributors, and maintain long-term relationships with them (Kumar & Yakhlef, 2015). This is especially important, if the founders have no sales background.

Another driver of the speed of internationalization is the existence of market opportunities (Neubert, 2016b). These market opportunities (Coviello, 2006; Gabrielsson et al., 2014) are created based on the existing network of the management team, investors, or the sales management team. In a quite unstructured process, the existing networks are leveraged to grab low hanging fruits and to generate quick wins in the sense of showcase projects or lead users (Neubert, 2016b).

The size of their home market (Zander et al., 2015) is the third driver for the speed of internationalization. A small home market increases the pressure to internationalize early and fast.
(Neubert, 2016b). Therefore, founders from SMOPECs only use business models with IP protected and innovative products, which are globally scalable respectively focus on value chain activities with lower market entry barriers (Neubert, 2016b), and implement structured internationalization processes soon after incorporation (Neubert, 2011; 2013a; 2013b; Zander et al., 2015).

Based on a first mover niche market strategy (Neubert, 2016b), Swiss HSF use less resource-intensive market entry modes like export, licensing, and franchising (Neubert, 2016b; Almor, 2013), because they allow for a faster global market penetration and the simultaneous entry in several markets (Neubert, 2015).

4.2.2 Findings from Paraguay

Paraguayan HSF differ in their speed of internationalization due to the following reasons. They acknowledge the importance of an international strategy and a well-structured market development process before going abroad. However, in practice they often follow their clients, use their network, and exploit market opportunities without analyzing the market attractiveness. This unplanned internationalization often results in reduced speed of internationalization.

Second, Paraguayan HSF prefer to cooperate with local distributors instead of developing their own network or depending on market opportunities abroad. Thus, the access to competent local partners is a key driver for the speed of internationalization.

More than 75% of all SME are aware that a Paraguayan HSF needs to offer a unique, innovative, and high quality niche market product at attractive prices to be competitive abroad. They understand that the FSA must be higher than the liability of outsidership in the foreign market.

The availability and the access to qualified human resources in the product development and client service department is also crucial. Thus, most SME call for government support to increase the quality and quantity of graduates with technical degrees.

The fifth and final reason for a difference in speed of internationalization are product characteristics. One example is the IT industry. Paraguayan HSF, which develop high quality cloud based applications as plug-in of an ERP system internationalize earlier and faster than developers of fully integrated, stand-alone software products.

5 CONCLUSIONS

This study provides new evidence on the speed of internationalization of HSF from emerging and developed SMOPEC. It analyses how these BGF differ in their speed of internationalization using a comparative cross-national multiple case study research design with 32 SME interviews as primary source for data collection.
Switzerland is a developed economy. The brand “Swiss made” has an excellent reputation for high technology products, quality, and reliability. The access to capital and the existence of powerful research institutions has led to a diverse start-up ecosystem with HSF from different industries (e.g. medtech, biotech, IT). The reputation and the framework conditions of a location is one important driver for the speed of internationalization. HSF from emerging economies are mainly from the IT industry focusing on application research based on technologies from developed countries. Chen, Saarenketo, & Puutalainen (2016) call it the liability of their country of origin in comparison to developed markets.

In spite of the differences that distinguish both countries-of-origin, the vast majority of both Swiss and Paraguayan SME consider early and fast internationalization as important for the enduring survival of their HSF. It would be interesting to expand this finding to other emerging and developed economies.

Both, Paraguayan and Swiss HSF face significant delays in the execution of their international market development activities in comparison to the time estimated in their business plans. The main reason is an often unstructured and unplanned internationalization behavior. HSF often enter new markets based on their networks, use market opportunities or follow existing clients without analyzing the attractiveness of foreign markets.

Most SME understand that this unstructured internationalization behavior reduces the speed of internationalization. They acknowledge the importance of a structured market development process starting from a detailed evaluation and selection of foreign markets before they actually enter them.

While Paraguayan HSF start their internationalization primarily in neighboring countries, Swiss HSF have a global approach.

HSF from both samples apply an establishment chain using low risk and low cost market entry modes like ‘licensing’ or ‘export with local distributors’ to increase the speed of internationalization. They adapt their products and pricing strategies to local market needs, focus on market niches to speed up internationalization and to create a FSA, which compensates for the liability of foreignness and outsidership.

The findings of this study contribute to the field of research of international entrepreneurship, because researchers will gain a better understanding of how and why HSF from SMOPEC differ in their speed of internationalization. The findings of this study contribute to managerial practice, because they will help managers to increase the efficiency of international market development.
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ABSTRACT

Despite a significant body of research focused on the variances of startup growth rate, the aspect of analysis related to how - i.e. the unique way to maximize the resource base of the startup (core activities organization) - and “where” international growth occurs has been insofar largely overlooked by scholars. Startups creation through the implementation of new innovative value propositions and business models that enable the company growth at global level need to be further investigated. Business models design and implementation appear to be of crucial importance in startups survival and growth. The present study is based on a single case-study analysis and follows an exploratory and qualitative methodology. The paper aims at analysing the business model of a new venture operating in the ICT industry that showed a fast and praecox internationalization. We thus interview the CEO/founder, who plays a crucial role in defining the international approach of the company, especially for startups. In this respect, the analysis of the business model of an innovative technology-based startup showing fast and praecox internationalization could be particularly useful in shed new light on how and where startups growth occurs. In doing so, it is also possible to investigate how company’s day-by-day decisions affect business model evolution. Managerial implications, limitations and future research directions conclude the article.
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1. INTRODUCTION

In recent years, there has been a growing interest towards startups. As pointed out by different scholars (Stangler and Kedrosky, 2010; Kane, 2010) startups are accountable for almost all the new jobs created in the United States (about 63%). However, to contribute to economic growth, startups are supposed to survive, break the early stage barrier and scale-up at international level (Pisoni and Onetti, 2016). Scholars involved in the field of Entrepreneurship - and specifically International Entrepreneurship (IE) - have studied companies’ international growth paths for many years (Coviello
and Jones, 2004; Rialp et al., 2005; Gupta et al., 2013). Despite a significant body of research focused on the variances of startup growth rate, the aspect of analysis related to how and where growth occurs has been insofar largely overlooked by scholars (Gilbert et al., 2006). In this respect, startups creation through the implementation of new innovative value propositions and business models (Onetti et al., 2012) that enable the company growth at global level need to be further investigated. Business models design and implementation appear to be of crucial importance in startups survival and growth (Onetti et al., 2012; Onetti and Zucchella, 2014). Recent researches approach the study of startups international growth path by adopting the business models framework (Bouncken et al., 2015; Rasmussen, 2016; Rask, 2014). The business model approach focuses on the holistic view of the firm’s core activities and argues that the ability and speed of the firm to adapt to foreign markets relies on effective business model design and implementation.

In this respect, the analysis of startups business model could be particularly useful in understanding how, i.e. the unique way to maximize the resource base of the startup (core activities organization), and where international startup growth occurs. The framework we have developed for the business model analysis also represents a basis on which further debate and case studies may be built.

The remainder of the paper is structured as follows. The first section introduces the theoretical framework and provides a comprehensively review of the relevant literature on business model. Following this theoretical context, the research framework and methodology is presented. The discussion and conclusion summarize the results and conclude with managerial/research implications and future research directions.

2. THEORETICAL FRAMEWORK

2.1 Business Model Definition: State of the Art

Notwithstanding the increasing adoption of the business model concept, in the academic literature there is no agreement about a general framework definition. This problem is not new. Over the years, various authors have tried to address this problem by comparing different definitions and mapping business model components in order to provide an attempt of common framework. In this respect, Shafer et al. (2005) reviewed the relevant literature, covering 12 publications from the years 1998-2002.

Analysing these definitions, the authors mapped 42 different elements that represent the substrate of the business model definition. The output of this article is an affinity diagram which groups the 20 components cited two or more times into four categories: “strategic choices”, “value network”, “create value” and “capture value”. Later on, Morris et al. (2005) carried out a content analysis on 30 definitions, identifying three major categories of definitions, i.e. economic, strategic and operational.

The authors mapped 24 items; of these ones, 15 were cited in the literature two or more times. From
the analysis arises a general framework, composed of six factors, “factors related to the offering”, “market factors”, “internal capabilities factors”, “competitive strategy factors”, “economic factors” and “personal/investor factors”.

More recently, Wirtz (2011) proposed a new attempt to systematize the existing business model literature. In particular the investigated dimensions are: the business model concept (definitions & scope); the business model structure (forms & components, value system, actors & interaction, innovation); and the business model management process (design, implementation, operation, change & evolution, performance & controlling). Later on, to test the above-presented framework, a survey was submitted to scientists involved with business model (Wirtz et al., 2015). As a result, business model innovation, evolution and design appear to be the three more important areas of study for the future development of the business model research field.

Notwithstanding the significant amount of research insofar carried out on business models, scholars are still debating about the relationship between business model and strategy as well as between business model and corporate processes. On the one hand, some authors consider the business model as the goal of the strategy: concrete choices design the operational logics of a company and its ability to create value (Casadesus-Masanell and Ricart, 2010). On the other hand, other scholars clearly mark the difference between the business model and company’s strategy. Under this point of view, strategy has a more static valence. While the traditional concept of strategy tends to describe strategic positioning, the business model represents a dynamic and radical transformation in the market position (Yip, 2004). By contrast, according to George and Bock (2011) strategy is a dynamic set of activities, initiatives and processes, while a business model is a static configuration of organizational elements and activities. Implementing a business model may change the organization itself, but it is worth noting that business models are opportunity-centric, while strategy is competitor or environment centric.

As regards the relationship between business model and strategy, Osterwalder (2004) theorizes the business model concept recurring to a three layers framework. The first layer - the strategy - considers all planning activities. In this layer, companies deal with vision, goals and objectives. The second layer - the business model - is an architectural layer, in which companies schematize their value architecture and the logics to earn money. The last layer - the processes - represents the implementation level, in which companies organize the workflow. In the above-described framework proposed by Osterwalder, the business model represents the connection among business strategy, business organization and ICT. This triangle is influenced by external forces, such as social environment, legal environment, competitive forces, customer demand and technological change. It follows that is of key
importance for managers to design and rapidly adapt the business model to the above mentioned external forces.

Along the years, scholars have also considered the business model concept as a systemic and holistic activity system able to connect individual actions and organizational activities to company performance (Zott and Amit, 2010). Also Chesbrough (2010) pointed out the barriers to business model innovation and the importance of attitude toward business model experimentation. In this respect, businesses face significant barriers to business model experimentation. The business model concept has been adopted trying to explain companies’ performance, in terms of value creation and competitive advantage. The topic has been addressed also by operations management scholars. Among the others, Lee (2004) underlined how radical changes in some parts of a firm’s business model could improve company’s performance.

Another interesting issue addressed by scholars is the business model sustainability. Teece (2010) considers the implementation of a successful business model as a contingency competitive advantage, since it could be copied and shared among competitors. In this perspective, the business model is a more generic concept than strategy and it is more difficult to protect. Therefore, business models must be highly differentiated and difficult to replicate. In doing so, it is possible to avoid or limit copycat behaviours by creating a business model that requires systems, processes and assets hard to replicate and by maintaining a level of opacity that makes it difficult for outsiders to understand in detail how a business model works.

As shown above, business model is a useful tool to link opportunities to organizational changes, and to analyse the development of routines. In this perspective, it could be interesting to study company growth by adopting the business model framework.

2.2 Company Growth: The Stages Model Approach

Similarly to stages models and life-cycle theories, business models could be used to represent the growth path of companies. Enterprise growth has been studied by scholars for many years (Gupta et al., 2013). Among the others, the well-known five stages model proposed by Churchill and Lewis (1983) affirmed that all companies pass through five stages of development, growing gradually in terms of sales (or failing in the attempt). Each stage is characterized by five managerial factors: extent of formal systems, major strategic goals, managerial style, organizational structure and the owner’s involvement in the business, that change in importance in relation to the company’s growth. Furthermore, Christensen and Scott (1964) theorized a three stages model in which companies evolve from a one-unit management with no specialized organizational parts to multiple operating units, passing through a one-unit management with some functional parts. Later on, Lawrence (1969)
presented a four stages model based on direct supervision, supervised supervision, indirect control and divisional organization. A different five stages framework was theorized by Greiner (1972), who linked each stage of the company’s lifecycle to the management style and related managerial problems.

Furthermore, Cardon et al. (2005) propose to analyze the stages in the entrepreneurial procreation process by applying parenthood as a metaphor for entrepreneurship, i.e. comparing the founding of a new firm to the birth of a child. Through this metaphor, they explore a preliminary stage of conception and gestation followed by infancy, toddlerhood, childhood, adolescence - growth and maturity. Focusing on entrepreneurial exit as a critical component of the entrepreneurial process, DeTienne (2010) expanded the model proposed by Cardon et al. (2005) by including also entrepreneurial exit. For high-growth ventures, exit is often considered as the ultimate goal of building a profitable venture aiming at a successful exit to satisfy liquidity demand of both entrepreneur(s) and investors. He analyses the entrepreneurial process in different phases conception and gestation, infancy, adolescence and maturity, acknowledging that entrepreneurial exit may occur at any time during the entrepreneurial process.

All these models are based on the assumption that companies are similar to organisms, characterized by a sort of genetic code embedded in them that drives the development, as a pre-established path to be achieved. This assumption is not coherent with the current competitive scenario, in which companies often anticipate their environment or contribute to modify it, and eventually could represent a barrier to managerial research (Pfeffer, 1993). A step forward in the research of companies growth and performance - in particular of entrepreneurial ones - has been addressed by Levie and Lichtenstein (2010) who introduced a dynamic states model. According to them, stages model may evolve towards the analysis of viable business models, able to convert environmental threats and opportunities into value.

2.3 Company Growth: The Business Models Perspective

As previously mentioned, one of the key aspects of a business model is dynamism. In this respect, business model connects strategy with value creation and market changes to gain competitive advantage. Business model dynamism has been studied by scholars under different perspectives. According to Nicholls-Nixon et al. (2000), business model is a tool helping entrepreneurs in continuously matching internal competencies and capabilities with external opportunities and threats. Svejenova et al. (2010) study the dynamic nature of business models and the mechanisms associated with their changes over time. Furthermore, business models are tools that can drive innovation and change within organizations, as point out by Demil and Lecocq (2010). The focus is more internal and
takes into consideration a company’s portfolio of resources and competences. The ability of an entrepreneur to manage business model innovation is strictly linked with the exploration and exploitation processes (Mason and Leek, 2008) and dynamic capabilities (Achtenhagen et al., 2013; Bock et al., 2012).

By managing internal resources, companies are able to modify and evolve their business model, while offering new value propositions to their customers. The evolutionary vision of the business model is related to its ability to recognize the continuous state of disequilibrium in a company’s lifecycle. In this perspective, business model can be considered as the general framework, which does not evolve following a pre-defined path. A recent contribution of Achtenhagen et al. (2013) points out the need of business models to change over time, continuously adapting to the uncertain competitive scenario and strengthening the relationships among strategic actions and critical capabilities. It follows that managers need to take into consideration the diagnosis and feedback loops in order to achieve sustainable value creation. Effective business models generate virtuous cycle, in which feedback loops are self-reinforcing and creating a dynamic similar to that of network effects (Casadesus-Masany and Ricart, 2011). The feedback loops pull managers to reorient the company’s business model, or to dramatically change the strategy (at business or corporate level).

From the business model perspective, company survival and growth depend on effective design, implementation and re-orientation. Business model related decisions encompass core activities organization and resources allocation, but also decisions about location of activities. By including the latter aspect – location choices – in the business model framework, it is possible to study also the international growth path of innovative technology-based startups. A business model framework – centered on company activities, in terms of “focus”, “modus” and “locus” – is proposed by Onetti, Zucchella, Jones and McDougall-Covin (2012). By adopting this framework it is possible to study ‘how’ and ‘where’ startups growth (Onetti and Zucchella, 2014).

Specifically, Onetti, Zucchella, Jones and McDougall-Covin (2012) developed a framework that groups business model components into four different levels. The authors included in their analysis 48 definitions identified in the literature, shrinking the 42 components identified down to a shorter list of 26. At the top level there are mission and objectives, which define the long-term direction of a company. Strategy belongs to the upper level of the business decision process, since it selects the businesses (corporate strategy) with which to compete and defines how to position for each of them (business strategy). Although, for successful execution, a business model is required, to support/design the comprehensive set of decisions that jointly determines and shapes the company’s activities architecture. A business model defines otherwise how to execute the strategy, representing the firm’s strategic choices in terms of “focus”, “modus” and “locus” (Onetti and Zucchella, 2014).
While focus considers the allocation of resources among activities, modus performs the related integration-outsourcing decisions. According to this framework, locus represents the critical aspect involved in any business model decision, due to the growing importance of clustering and spillovers phenomena. In this respect, location decisions can open up new business opportunities or develop new partnerships. Business model may change over time. Company’s day-by-day decisions affect focus, modus and locus. Each decision, separately considered is not necessarily a radical change, they are often just a fine-tuning of prior decisions. The sum of these decisions may radically change the way the company works and its business model.

3. RESEARCH METHODOLOGY

In order to analyse the international growth path of new ventures adopting the business model perspective, we focus our research on a single-case study. In doing so, we follow an exploratory and qualitative methodology (Corbin and Strauss, 1990; Eisenhard, 1989; Yin, 1989, 1998, 2003; Maxwell, 1996, 1998). In order to assure the validity and reliability of the research, design and analytical requirements were followed (Yin, 1994). First, we defined a protocol according to the theoretical framework to be tested prior to the interview phase; the target company was then interviewed following the same defined structure specifically built for the research.

By adopting the above-described business model framework developed by Onetti, Zucchella, Jones and McDougall-Covin (2012) - namely “focus”, “locus”, “modus” approach - we developed a semi-structured questionnaire for interviewing the CEO. Accordingly, we asked the interviewee to prioritize activities, which are critical to create value. We decided to interview the Chief Executive Officer (CEO), who is usually the founder of the startup and, in the early stages, the key figure and decision maker for the company (Papadakis and Barwise, 2002). Furthermore, strategy and strategic orientations are strictly linked to the mindset and individual-related characteristics of the CEO, that represent usually the most important and compelling person of the founders’ team (Papadakis and Barwise, 2002; Miller and Toulouse, 1986; Kisfalvi, 2002). It follows that business model decisions resides in the mind of the CEO-founder, who can choose among alternative business model configurations on the basis of his/her perception of external competitive scenario.

We conducted an open-ended and semi-structured interview at the executive level (founder/CEO). The interview was recorded and then transcribed into a text format, resulting in 32 pages of textual material. We then integrated the interview with multiple sources of secondary information, e.g., corporate documents, websites and press releases, which provide more accurate and unbiased information. Moreover, several data about the industry and the market in which the firm operates were collected from articles, websites and other sources of information. Relying on different sources of
information allows data triangulation to ensure the validity of the study and to obtain a more comprehensive and accurate view of the topic analysed.

To provide an insightful picture of the company along the crucial stages of its international growth path, we analysed the business model during two different periods of the startup’s life: at the foundation phase in 2011, and in 2014, when the startup was characterized by systematic international growth.

4. CASE STUDY DESCRIPTION AND DISCUSSION

The startup selected for the business model analysis is Spreaker. The company provides a web and mobile app to broadcast live audio content. It enables users to create tracks, podcasts and playlists, upload files, and distribute them to social networks such as iTunes, YouTube, Facebook, and more. Furthermore, all the podcasters can participate in and interact with a rich community of audio creators and listeners. Currently, the company is continuously looking for new business opportunities and it aims at taking advantage from the crisis of old technologies in the audio online market.

Spreaker was founded in 2009 in Bologna (Italy) by three Italian entrepreneurs, but shortly thereafter, in 2011, the cofounders established a new company in San Francisco, namely Spreaker Inc. The main reasons for headquarters relocation concern the local market opportunities, as well as the exploitation of the American legislations in term of music royalties licensing and stock option compensation. The Italian branch has absorbed all the initial costs for setting up a company and has enabled the founders to collect the financing for further growth, while the US-based company, has carried out the commercial activities.

At the moment of foundation, the entrepreneurial team was composed by three founders, who are serial entrepreneurs, since they have previously founded other companies, in which they are no more involved. At the moment of the interview, there are only two out the three original founders, i.e. the CEO and the CTO. One founder of the original team left the company.

Table 1 provides a brief description of the activities initially performed by Spreaker, in the very early-stage of the company. As previously mentioned, the framework adopted to analyse Spreaker’s business model is the one proposed by Onetti and Zucchella (2012; 2014). The business model analysis is of crucial importance to study company survival and growth (Onetti et al., 2012) and is therefore particularly suitable to understand how and where company’s growth occurs (Bouncken et al., 2015; Rasmussen, 2016). In this respect, how and where have been explored by analysing focus/modus and locus decisions implemented by the company under investigation. According to the business model framework proposed by Onetti and Zucchella (2012, 2014), the interviewee has been asked to evaluate
on a “1 (low) to 10 (high)” scale the importance of each activity performed, also considering the resources allocated in each different business activity and location.

<table>
<thead>
<tr>
<th>Activity list</th>
<th>Focus</th>
<th>Locus</th>
<th>Modus</th>
<th>Brain intensive</th>
<th>Technology intensive</th>
<th>Labour intensive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product and software development</td>
<td>10</td>
<td>Italy, Germany</td>
<td>In</td>
<td>10</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Engineering and design</td>
<td>10</td>
<td>Italy, Germany</td>
<td>In</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Marketing</td>
<td>5</td>
<td>Italy, Germany, US</td>
<td>In</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Administration and performance audit</td>
<td>1</td>
<td>Germany</td>
<td>In</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Funding activity</td>
<td>10</td>
<td>Italy, US</td>
<td>In/Ou t</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1 – Spreaker’s business model in 2011

The aforementioned activities are those related to the execution of the company’s business model. Since funding at the initial stage of a startup is usually a scarce resource, the management has to evaluate the activities’ priority according to an order of importance. In this respect, at the beginning of Spreaker’s life cycle, the firm’s focus was on the development of a valuable product. Activities such as product development and product design had the highest priority, as well as seeking external funding since the company was not profitable yet; efforts on marketing activity were marginal.

The international-oriented mindset of the founders, push them to look for investments either in Italy or in the US, although the main investors of Spreaker were Italian business angels.

4.1 Business model evolution

The analysis of the company’s business model under a dynamic point of view, i.e. focusing on its changes over time, has been stressed by scholars as being crucial to understand the way entrepreneurs match internal competencies and capabilities with external opportunities and changes (Svejenova et al., 2010; Nicholls-Nixon et al., 2000; Achtenhagen, 2013). The business model framework we adopted for our analysis is particularly helpful to study the company “evolution” over time, since it clearly shows how companies modify their business model by continuously adapting their activities’ focus/modus and locus decisions to the competitive scenario (Onetti and Zucchella, 2014; Bouncken et al., 2015).

The product developed by Spreaker is able to serve the global market since the beginning. However, along the years, the business model has slightly changed. The strategic importance of the marketing
activity has increased, and new operations such as the so-called “flitcher list” and external communication have been introduced starting from 2014.

<table>
<thead>
<tr>
<th>Activity list</th>
<th>Focus</th>
<th>Locus</th>
<th>Modus</th>
<th>Brain intensive</th>
<th>Technolog y intensive</th>
<th>Labour intensive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product development</td>
<td>10</td>
<td>Italy, Germany</td>
<td>In</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Flitcher list</td>
<td>8</td>
<td>Italy, Germany</td>
<td>In</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Engineering and design</td>
<td>10</td>
<td>Italy, Germany</td>
<td>In</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Marketing</td>
<td>8</td>
<td>Italy, Germany, US</td>
<td>In</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>External relations/communication</td>
<td>8</td>
<td>Italy, Germany, US</td>
<td>In</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Administration</td>
<td>1</td>
<td>Germany</td>
<td>In</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Performance audit</td>
<td>1</td>
<td>Germany</td>
<td>In</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2 – Spreaker’s business model in 2014

At this stage, the company has decided to focus on activities such as marketing and external communications, as well as on further service’s development in order to increase the users base and consequently the profits’ margins. The acquisition of new clients is pursued by strengthening external relations rather than through the offering of new services. Moreover, as regards Spreaker’s future activities, the interviewee point out that company’s plans are to focus on marketing and commercialization, rather than on technology development, by only adding marginal incremental innovation to the existing product.

As previously mentioned, business model related decisions encompass activities organization and resources allocation, but also decisions about activities localization. By analysing also the latter aspect, it is possible to study the company’s international growth path, i.e. the “where” question.

As regards Spreaker’s location choices, the headquarters have been moved to the United States early after company’s inception, and at the same time an office in Berlin was also established. The main reasons for headquarters relocation in the US concern the fact that the American audio online market was wider and homogeneous, and the service offered by Spreaker has more chance to exponentially grow. In this respect, in Italy – in 2011 - there were few instruments for the online payments that allowed the monthly subscription. The reasons behind the choice of opening a German-based office were mainly due to the search of high-qualified employees with software development skills.
Notwithstanding the relocation of the headquarters, Spreaker is still performing some operational activities from its Italian office.

Graph 1 and 2 summarize the main activities performed by Spreaker at the time of foundation (2011) and at the time of the interview (2014). In doing so, we focus the analysis on the “locus” and “focus” aspects, since as regards “modus”, the vast majority of activities are performed by the company itself without partnerships. According to the proposed business model framework of analysis (Onetti et al., 2012; Onetti and Zucchella, 2014), as previously mentioned, the interviewee has been asked to evaluate on a “1 to 10” - scale the importance of each activity performed, in terms of resources allocated in each different business activity and location.

Graph 1 – Business model “focus” and “locus” perspective in 2011

As a consequence of the above-mentioned company’s development, in 2014, Spreaker’s main focus shifted towards marketing and communication activities. The outcome of such a decision is an increase of resource allocation - and attention - towards the US location, representing the US also the main market of the company.
5. CONCLUSIONS

Despite a significant body of research focused on the variances of startup growth rate, the aspect of analysis related to how and where growth occurs has been sofar largely overlooked by scholars (Gilbert et al., 2006). In this respect, the study of the business model architecture could help in filling this gap by identifying which are the critical aspects/business model decisions that influence the company growth at global level. In doing so, we adopted the business model framework developed by Onetti and Zucchella (2012; 2014), which specifically analyses company activities in terms of “focus”, “modus” and “locus” decisions.

The startup selected for our conceptualization, namely Spreaker, shows how “focus/modus” and “locus” decisions are strictly intertwined. Activity location decisions at the early stage of development of company life cycle appear to be crucial to boost the company’s scale-up at international level. Spreaker started the business in Italy in 2009 (stand-up phase) when the founders showed their willingness to build a scalable business and started to raise initial financing from business angels. However, as previously said, the main commercial operations started in 2011 (start-up phase) when the company moved the headquarters to San Francisco and focused its efforts and resources to enter that market. In addition to this, also a Berlin-based office was established to carry out mainly operational and administrative activities. As time goes by, the number and the complexity of the companies’ activities at international level have increased, as well as the company’s revenues, to the

Graph 2 – Business model “focus” and “locus” perspective in 2014
extent that, today, Spreaker is profitable and does not require any financial contribution to run its business (scale-up phase/international growth).

Furthermore, the case study analysis clearly shows how important is the dynamism of the business model, thus supporting previous research findings (Achtenhagen et al. 2013; Nicholls-Nixon, 2000; Svejenova et al., 2010). Spreaker’s business model changed along the years to adapt to the specificities of the competitive scenario and, being the company in its early stage of development, also to finalize their offer to the final customers.

Some limitations of the study should be remarked. Specifically, we cannot check the influence of the company’s international growth path on company performance, since these data are undisclosed, due the presence of external investors in the equity capital of the company. Nevertheless, results have important implications for entrepreneurs and managers of startups at an early stage of development.

The case study analysis shows how properly implementing and continuously adapting the business model to the competitive scenario is of crucial importance for startups survival and international growth.

Moreover, stated the importance of business model architecture and specifically the localization choice decisions of startups, we encourage future research to focus on cross-case business model analysis to shed new light on the specificities of the international growth path of startups.
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ABSTRACT

Recent studies about startup ecosystems - carried out with the purpose of identifying the European fast-growing companies - highlighted the emergent phenomenon of the “Dual Companies” for European ICT startups. According to these studies, dual companies are new ventures founded in one country that relocated abroad, shortly after inception, their headquarters – and, with that, part of their value chain – while maintaining a strong operational presence in the country of origin. Initial research shows that dual companies typically move to countries that have a more developed financial market with the goal of having access to capital. To investigate the proposed issue, we choose a multiple case study approach. We analysed in-depth the characteristics of the funding rounds of the above-mentioned dual companies to better understand how the fund raising process and their international growth path are intertwined. The study contributes to shed light on the issues that European ICT startups face in scaling-up in Europe due to the lack of adequate domestic (either national and European) funding. It also identifies novel paths of international development that startup companies follow to deal with the obstacles that prevent them to grow rapidly in their home country.

Keywords: Dual Companies, fund raising, Born Global, internationalization.

1. INTRODUCTION

In the last few years, vibrant startup ecosystems have been growing in almost every European country. However, new venture creation per se does not imply societal wealth creation and just new firm counts may be misleading. To contribute to economic progress, startups are supposed to survive, break the early stage barrier and scale-up, i.e. to expand in terms of market access, revenues, and number of employees and turn into growing businesses. Entrepreneurial activity through the exploration and exploitation of new opportunities - also at international level - and the implementation of new innovative value propositions and business models able to grow in this new competitive landscape is of crucial importance for all the economies. Nowadays, market globalization
claims for more and more companies characterized since inception by a strong international attitude - i.e. global market view – and exponential growth (Ismail et al., 2014).

Recent studies about startup ecosystems (SEP, 2015) - carried out with the purpose of identifying the European fast-growing companies - highlight the emergent phenomenon of the “Dual Companies” among European ICT startups. According to these studies, dual companies are new ventures founded in one country that relocated abroad, shortly after inception, their headquarters – and with that part of their value chain –, while maintaining a strong operational presence in the country of origin.

Due to their fast pace of internationalization, these companies could be defined by academic literature as Born Globals/Global Startups (Oviatt and McDougall, 1995). Born Globals are often technology-oriented and go international from inception or very shortly thereafter not following “traditional” path of internationalization. In this perspective, dual companies could be considered as a subset of born global firms characterized by peculiar features. Initial research shows that European dual companies typically move to countries that have a more developed financial market with the goal of having access to capital (faster and in larger quantity). Headquarters relocation may be also motivated by the decision to root in recognised industry centres of excellence or emerging tech clusters, but the access to financial resources - specifically venture capital - seems to be the triggering factor for their early internationalization choices. Despite the relocation of the headquarters abroad, they continue to invest large part of the capital raised in their home country also because there is a plentiful supply of highly qualified technical graduates and an appealing wage structure.

The lack of financial resources is the most limiting factor for startups’ growth. Several studies highlight the crucial role played by equity financing in the survival and successful development of new high-growth ventures (Davila et al., 2003) and for their international expansion (Loustarinen and Gabrielsson, 2004; Laanti et al., 2007). It follows that a low availability of venture financing in the home country could encourage early internationalization of the new venture towards those countries where founders have more chances to get access to financial resources. Therefore, it could be of great importance to explore in-depth the characteristics of the fundraising path of the above-mentioned dual companies (i.e. number of rounds, time, amount, typology/nationality of investors) to better understand their international growth path. We specifically aim at understanding whether:

1) the international growth path for innovative new ventures is affected by the need of financial resources (and the lack of financial resources in the home country);

2) the geographical expansion of the new venture is correlated to the nationality of investors.

These aspects of analysis emerge as being largely overlooked by scholars, mostly focused on the phenomena of the early internationalisation – mainly in terms of intensity or degree, speed of
internationalization - rather than on the reasons behind and on related operational and structure-related decisions.

The paper is structured as follows. The first section introduces the “Dual Company” concept and provides a definition of this emerging phenomenon. The second section offers a comprehensive review of the relevant literature concerning the major factors leading to early internationalization of firms. In this respect, on the basis of the resource dependence view, particular attention was also devoted to the financial constraints that usually technology-oriented startups face. Following this theoretical context, the research framework and methodology is presented. The paper is based on a multiple-case study and the findings of the study are limited to the qualitative research approach. The “Discussion and conclusion” section summarizes the results of the cross case analysis and concludes with managerial/research implications and future research directions.

2. THEORETICAL FRAMEWORK

2.1 Traditional internationalization and born global phenomena

Internationalization is a multidimensional process observed over the past decades under different perspectives. Management of multinational corporations (MNCs) - especially of large ones - has attracted the interest of scholars for many decades. Starting from the pioneer studies of Dunning (1958) and Vernon (1966) and proceeding to analyse more recent studies, it is possible to notice how the research objective has shifted from foreign investments to the internationalization process and MNCs strategic organization and management. In this respect, a considerable amount of important studies have been developed on the internationalization process of companies, the so called “stage models” (Johanson and Wallhne, 1977). In recent years, stage models as well as the incremental, step-by-step internationalization processes - according to which firms go international in a slow and incremental way and reduce the uncertainty and risk of the internationalization process by gradually accruing market knowledge - have been questioned by the worldwide emerging phenomenon of “born global” firms, i.e. companies that internationalize their activities from inception or shortly thereafter (Oviatt and McDougall, 1994).

Based on the model of influences on the speed of entrepreneurial internationalization developed by Oviatt and McDougall (1995, 2005), explanations of accelerated internationalization have been found in relation to variables at different levels of analysis, i.e. individual/entrepreneur level, firm level and national level (Knight and Cavusgil, 2004; Madsen and Servais, 1997). Specifically, major factors leading to early internationalisation of firms identified in literature can be categorised in:
macroeconomic issues, such as globalization, uncertainty and dynamism of the firm’s business environment (Laanti et al., 2007; Oviatt and McDougall, 1995); home country conditions, such as small and saturated domestic markets (Madsen and Servais, 1997; Oviatt and McDougall, 1995), keen competition in the home market (Oviatt and McDougall, 1995), as well as financial constraints or low availability of private equity funds in the home country that encourage internationalization towards those countries where there are more venture capital funds (Oviatt and McDougall, 1995); industry-specific issue, such as belonging to a high tech or knowledge intensive sector (Preece, Miles and Baetz, 1998; Jolly); firm specific factors, such as organizational flexibility and innovation propensity (Knight and Cavusgil, 1996; Oviatt and McDougall, 1994); the access to network links to explore and exploit international opportunities (Zain and Ng, 2006); the entrepreneur’s background and experience, its international attitude and human capital related factors (Oviatt and McDougall, 1994, 1995; Zucchella et al., 2007; Cannone et al., 2014).

As shown above, several studies have been carried on this topic, searching for the factors that made possible to born global firms going through this fast pace of internationalization (Jones et al., 2011). Although born globals have been studied for over a decade, the lack of conceptualization regarding this field of research makes it difficult to do valid comparative research (Rialp et al., 2005; Gabrielsson et al., 2008). Over two decades after Oviatt and McDougall seminal works (1994, 1995), there is still a need to analyse more in-depth what happens to born globals after their initial phases from the establishment to the global phase (Gabrielsson et al., 2004; Gabrielsson et al., 2008). Previous researches identified the importance of better understanding the different phases of the internationalization process and the growth of born globals over time (Jones and Coviello, 2005; Gabrielsson et al., 2008) as well as the need of financial resources, which is associated to the “globalization” process of born globals (Gabrielsson et al., 2004).

2.2. Resources dependence view: the financial perspective

Drawing on this conceptual framework, in this paper we focus on technology-oriented born global startups that due to their small size, young age and ambitious expansion plans usually face significant financial constraints. As pointed out by Clarysse, Bruneel and Wright (2011), the growth paths for young technology-based firms result from structuring resource portfolios. The basis of this approach is in the resource dependence view (Pfeffer and Salancik, 1978), which posits that firms are dependent on externally controlled resources for their survival. This entrepreneurial model is usually associated to a need for capital exceeding the founders’ ability to self-fund and the company’s capability to self-sustain. Consequently, startups in the early stages base their development on the resources collected
through external financing, which comes from investors specialized on equity (seed and venture capital providers, as well as business angels, incubators and accelerators).

The lack of financial resources has been identified as the most limiting factor for new technology ventures aiming at globalising their business. Several studies highlight the crucial role played by equity financing in the survival and successful development of new high-growth ventures (Cooper et al., 1994; Davila et al., 2003; Talaia et al., 2016), in particular for the most innovative ones (Venturelli and Gualandri, 2009) that operate in high tech industries (new technology-based companies/NTBF) (Colombo et al., 2010). For born global companies, this issue is of crucial importance (Luostarinen and Gabrielsson, 2004; Laanti et al., 2007) and also represents a particularly interesting research gap (Gabrielsson et al., 2004) since it has been insofar largely overlooked by scholars. The environment they refer to is characterized by global competition. In order to survive and consequently grow in such a competitive landscape, new technology ventures do not have time to grow following traditional “stage model” paths (Gabrielsson et al., 2004). They need the necessary resources to foster exploration to respond very fast to opportunities in the global marketplace. Consequently, rapid internationalization claims for organizing adequate financial resources for a fast, pervasive and effective global market penetration. The amount of capital raised is therefore a key factor for startup growth (Cooper et al., 1994). Early stage new ventures looking for capital usually rely on local or domestic investors, since they are easier to access due to geographical proximity (Fritsch and Schilder, 2008; Gabrielsson et al., 2004). When the domestic venture capital financial market is too little or is not enough structured, new ventures may start looking forward international (cross-border) funding sources. It follows that a low availability of venture financing in the home country could also trigger early internationalization of the new venture towards those countries where founders have more chances to get access to financial resources (Oviatt and McDougall, 1995).

Therefore, it could be of great importance to explore in-depth the characteristics of the fund raising process of the above-mentioned dual companies to better understand if and how they are related to their international growth path.

3. DATA AND METHODOLOGY

To shed light on the proposed issue, we chose a multiple rather than a single case study approach (Eisenhardt, 1989; Yin, 1994) in order to analyse pattern-matching properties between the cases analysed (Rialp et al., 2005) and specifically to understand the peculiar features of the dual companies in terms of commonalities and differences in their international growth path. Our approach is exploratory. Accordingly, cases are first studied as standalone entities and then compared across
cases. We targeted European ICT startups - included in the Startup Europe Partnership (SEP)\textsuperscript{15} database - that showed an international expansion since the initial phases of their life cycles. For this article, we selected 6 cases from the above-mentioned database that are most illustrative to substantiate our conceptualization. We choose new ventures initially founded in one European country that have moved their headquarters abroad – specifically in the US - while maintaining a strong operational presence (such as R&D activities) in the country of origin.

In doing so, data from the SEP database have been integrated by involving multiple sources of secondary information, e.g., corporate documents, articles, books, websites and press releases, which provide accurate and unbiased information. For each company selected for the study, we collected documentary information about services and product offered and the geographical reach were gathered through different sources. The interview process is still ongoing. In order to respect anonymity, we name the case study according to the 2-letter country of origin code. Name of investors have also been omitted.

We focused the analysis on the fund raising process of each of the selected startups to understand the “geography” of each financing round (i.e. the nationality of the investors of each round) and possible linkages with the localization choices of the company. Specifically, the ultimate goal is to better understand the relationship between the fund raising process and the international growth path of the new ventures.

<table>
<thead>
<tr>
<th>Company</th>
<th>Sub-sector</th>
<th>Year of establishment</th>
<th>Country of origin</th>
<th>Country of headquarters relocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR1</td>
<td>Software</td>
<td>2005</td>
<td>France</td>
<td>US</td>
</tr>
<tr>
<td>IT1</td>
<td>Software</td>
<td>2002</td>
<td>Italy</td>
<td>US</td>
</tr>
<tr>
<td>PT1</td>
<td>Software</td>
<td>2011</td>
<td>Portugal</td>
<td>US</td>
</tr>
<tr>
<td>DK1</td>
<td>Software</td>
<td>2007</td>
<td>Denmark</td>
<td>US</td>
</tr>
<tr>
<td>SE1</td>
<td>Data analytics</td>
<td>2007</td>
<td>Sweden</td>
<td>US</td>
</tr>
<tr>
<td>NO1</td>
<td>Software</td>
<td>2010</td>
<td>Norway</td>
<td>US</td>
</tr>
</tbody>
</table>

Table 1 – Case studies: main characteristics

\textsuperscript{15} Established by the European Commission in January 2014, SEP is a Startup Europe initiative dedicated to support the growth and sustainability of European startups able to compete and raise funds internationally. SEP mapping and scouting database contains up-to-date data on the company investment profiles of more than 2,000 ICT European scaleups.
4. CASE STUDY DESCRIPTION

Before presenting in-depth exploration of each of the selected case studies, we briefly summarize their peculiar features in Table 1. According to the selection criteria, all the considered firms are ICT new ventures initially founded in a European country that have moved their headquarters in the US, while maintaining a strong operational presence in the country of origin, specifically R&D activities. Most of them provide web-based software solutions, in some cases also available on mobile.

Case #1 – FR1
FR1 is an open-source software provider offering enterprise-ready solutions and big data software and services. FR1 is a typical dual-model company, a “French-American scaleup.” Founded in 2005 by French nationals, FR1 early after inception located the company’s headquarter in California “avec un pied en France”, where R&D activities are located. The company has more than 400 employees and offices in North America, Europe and Asia. FR1 raised $102M in six rounds (the last one of $40M in December 2013). French-born, after two initial seed funding round, the company obtained from French investors - respectively of $4M and $3.5M - raised other two rounds for an overall amount of $20M from a mix of British and French investors. In 2010, the company raised a large amount of money - $34M – from a pool of US and UK investors. The latter was already involved in the company, by participating in the previous two round of financing. The last round of funding - $40M - occurred three years later, and was entirely backed/led by two French investors.

Case #2 – IT1
IT1 produces white-label software (OneMediaHub), which is a cloud digital locker that wirelessly syncs rich media (pictures, video and music), files and PIM data across smart phones, tablets, PCs. IT1 was founded in Italy in 2002 from a serial entrepreneur with a Computer Science PhD. The company’s headquarter was moved to San Francisco in 2004, after two years from its inception in order to complete the Series A financing. This decision helped the company to go through different rounds of funding for over $25 million mainly from US investors. The R&D activities are still located in Italy.

Case #3 – PT1
Portugal-born, the company is an easy-to-use, cloud-based call center software solution that helps growing businesses improve customer interactions, while simultaneously reducing costs. The company initially founded in Portugal in 2011, moved headquarters to San Francisco. At the very beginning, the Portuguese founders applied for a competition in San Francisco and, thereafter, they have been invited to join 500 Startups Accelerator. They realized since inception how a presence in the
US could help them both in terms of market and funding potential. Investors are mostly from the US. Today PT1 has a marketing and sales team in the US, while maintaining relevant operations in Portugal, such as design, customer support and engineering. The company raised $24.5M in four rounds. As previously mentioned, the Portuguese founders applied for a competition in San Francisco and, thereafter, they have been invited to join 500 Startups Accelerator, that help the company to get off the ground with an initial angel investment of $450K. Three years later PT1 receive an additional $3M seed investment from US investors. The series A occurred in 2015, when the company secured $21M – in two rounds – from “old” US investors and new ones.

Case #4 – DK1
DK1 is a leading cloud-based customer service software solution that offers help desk ticketing, issue tracking, and customer service support. Founded in Denmark in 2007, DK1 first moved to San Francisco in the fall of 2009. After an initial seed funding secured in 2008 from a German investor, the company obtained its Series A in 2009 from a US investor. In the same year DK1 secured another $6M from the previous investor and another US venture capital firm. One year later the company raised another $19M from previous investors and another US venture capital. When they moved to the US in 2009 they start hiring the local team that would be the core of DK1 engineering. Over the next two years, investors in the Bay Area were getting increasingly optimistic about technology and it became incredibly hard to find great engineers in such a competitive environment. So they decide to look back home, Denmark and leveraging their Danish heritage, network and brand in the local startup and technologies communities they built their first remote engineering team operating out of the capital city. The largest funding round occurred in 2012 when DK1 secured $45M from a pool of investors led by a US investor. The company also went public on the NYSE in 2014, securing $100M. Before the IPO, DK1 raised $71M in six rounds.

Case #5 – SE1
Founded in Sweden in 2007, but building on technology being in production since early 2000, SE1 is a leader company in graph database with over 500,000 downloads. The company now has 120 employees in 12 countries and offices in Sweden, UK, Germany, and France. SE1 raised $44.1M in four rounds. In 2009, the company raised an initial seed funding round of $2.5M from Nordic investors. In 2011, the company secured a Series A round of $10.6M led by a UK venture capital with the participation of the investors of the previous round. In 2012, the company raised another $11M from the same investors, while last funding round (January, 2015) was led by a Nordic investor in participation previous investors. In 2011, the company’s global headquarters were moved to San
Mateo, CA. Eight years before SE1 founders came to Silicon Valley to pitch for seed capital to fund the startup. Besides moving to the Valley for funding reasons, they realized since inception the importance to access the worldwide-recognised tech industry centre of excellence. Having an office in Silicon Valley is considered as a competitive advantage for those who aim at ramping software related business. The company’s engineering headquarter is still located in Sweden, while sales, marketing and finance operations are in Silicon Valley.

Case #6 – NO1
No1 develops open source identity management solutions for the enterprise and government organizations. Founded in 2010, the company chose an international profile from the very start, and established several companies in parallel in Norway, UK, France and US where the founders lived. The head office was in Norway, but the working language was English. They immediately understand how important was to be located in the US to boost the business with US customers. In the first two years, without having any funding to build a sales team in the US the founders travel a lot from Europe to the US. Two years after founding the company in Norway, the co-founders decided to relocate the business from Oslo to San Francisco looking for the big opportunities in the US market. The company raised $52M in 3 rounds. After the initial Series A of $7M secured in 2012 from a Californian venture capital firm, one year later the company raised another $13M from the previous investor a US investor. Last funding round occurred in 2014, when the company secured $30M in a funding round led by a US investor with the participation of the previous two investors.

5. CROSS CASE ANALYSIS AND FINDINGS DISCUSSION
As the next step, in this section, a cross-case comparison was made. This included the search of similarities and differences between cases. The iterative process of comparing collected information/data and findings is important to improve the internal validity of the study.
To support the purpose of the study and better understand the relationship between the fund raising process and the international growth path of the new ventures (the localization choices of the company), the above described data are also summarized in Table 2. The table provides an in-depth description of the “geography” of the fundraising path of each company providing for each financing round details about the date, the amount of capital raised, and name and nationality of the investors involved in each financing round.
The multiple case analyses highlights how - for almost all the above analysed companies (5 out of 6) - the Series A – the first major round of financing undergone after the seed capital - was backed and led by foreign venture capitals. Additionally - for 4 companies out of 6 - also the seed financing was
backed from foreign investors, either business angels or seed capital providers. Not surprisingly, companies declared that the purpose to pitch the business idea in foreign - mainly US - startup contests/competitions was “looking for funds”. This was particularly clear in PT1 case, when the founder applied for a competition in San Francisco and thereafter joined 500 Startups Accelerator securing their first round of financing. This aspect is relevant to our analysis since access to financial resources has been identified as a crucial barrier for young technology-based companies aiming at globalising their business early after inception (Luostarinen and Gabrielsson, 2004; Laanti et al., 2007; Gabrielsson et al., 2004; Cannone et al., 2014).

In this respect, the cross-case analysis also highlights how in almost all cases the headquarters relocation in the US - specifically Silicon Valley - occurred early after inception (on average within 2/3 years since company foundation), but after - or almost concomitantly – obtaining/securing a funding round from a US investor. Furthermore, US investors providing initial funding to the company continued to invest in the same companies in the subsequent rounds, also together with other venture capital funds either from the US or from different countries. It is also worth noting that - in 4 cases out of 6 - the largest funding round (on average $25M) was led by foreign investors (3 out of 4 are US investors).

<table>
<thead>
<tr>
<th>Company</th>
<th>Total capital raised</th>
<th>Fundraising path</th>
<th>Internationalization path</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>#3 (2009) - $12M (UK) / (FR) / (FR)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>#4 (2010) - $8.1M (US) lead inv. / (UK)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>#5 (2010) - $34M (FR) / (FR)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>#6 (2013) - $40M</td>
</tr>
<tr>
<td>IT1</td>
<td>$29.55M</td>
<td>#1 (2007) - $5.35M Series A</td>
<td>(US) / (US)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>#2 (2008) - $12.5M (US) / (US)</td>
</tr>
</tbody>
</table>
Table 2: Startups fundraising path vs. internationalization path

<table>
<thead>
<tr>
<th>Country</th>
<th>Initial Investment</th>
<th>Fundraising Path</th>
<th>Internationalization Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT1</td>
<td>€24.45</td>
<td>1 (2011) - €0.45M</td>
<td>Portugal (San Francisco, CA)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 (2014) - €3M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (2015) - €15M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Series A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 (2015) - €6M</td>
<td></td>
</tr>
<tr>
<td>DK1</td>
<td>€171M</td>
<td>1 (2008) - €0.5M</td>
<td>Denmark (San Francisco, CA)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 (2009) - undiscl. amount Series A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (2009) - €6M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 (2010) - €19M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 (2012) - €45M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 (2014) - undiscl. amount</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IPO (2014) - €100M</td>
<td></td>
</tr>
<tr>
<td>SE1</td>
<td>€44.1M</td>
<td>1 (2009) - €2.5M</td>
<td>Sweden (San Mateo, CA)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 (2011) - €10.6M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Series A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (2012) - €11M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 (2015) - €20M</td>
<td></td>
</tr>
<tr>
<td>NO1</td>
<td>€52M</td>
<td>1 (2012) - €7M Series A</td>
<td>Norway (San Francisco, CA)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 (2013) - €13M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (2014) - €30M</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Startups fundraising path vs. internationalization path
It appears clear that a low availability of venture financing in the home country could trigger early internationalization of startups towards those countries where founders have more chances to get access to financial resources, either in terms of quantity and/or quality. The US and specifically the Silicon Valley - where there is a large and dynamic capital market - represent a recurring destination, thus confirming previous research carried out on new technology-based born globals (Cannone et al., 2014). Besides moving to the US - and specifically to Silicon Valley - for “access to finance” reasons, the decision to relocate the headquarters in some cases is also based on market reasons. Silicon Valley is the worldwide-recognised tech industry centre of excellence. Having a presence there enables commercial and strategic opportunities. Notwithstanding headquarters relocation, companies continue to maintain relevant operations, such as the R&D and operations, in the country of origin. For technology-based startups, the R&D centre/function is of crucial importance.

The cross-case analysis finally led to the model/matrix that is introduced in figure 1. The following matrix maps the dual company fundraising path as well as its international expansion.

Fig. 1 – Startups internationalization vs. fundraising path

Step a) highlights the initial “fund raising driven” internationalization path: in case the startup does not find adequate capital to fuel its growth process, it starts looking abroad for funding, while remaining in its country of origin; this path is typical for seed financing and from our analysis it looks like a preparatory stage for dual company setting. The following step b) describes the “fund raising” internationalization path and shift towards dual company: as the company gets relevant funding rounds abroad, the startup shifts towards a dual company model. The headquarters and some activities are...
relocated abroad – typically - in the country of the lead investors, while maintaining a strong operational presence in the country of origin (such as R&D and operations). It is also possible to identify a generic step/path c) “fund raising” internationalization and shift towards full relocation: for different reasons, that need to be further investigated, after a growth “path b” – or shortly after inception - the company might decide to completely relocate its activities abroad (“path c”) without maintaining any operational presence in the home country besides “the blood in its veins”. In this respect, the company is not longer to be considered as a dual company, since it does not maintain any relevant linkage with the country of origin.

6. CONCLUSIONS

This study analysed the relatively new/emerging phenomenon of “Dual Companies” among European ICT startups. Accordingly, dual companies are new ventures founded in one country that relocated, shortly after inception, their headquarters – and with that part of their value chain – abroad, while maintaining a strong operational presence in the country of origin. Due to their fast pace of internationalization, these companies could be defined as sub-set of Born Globals/Global Startups (Oviatt and McDougall, 1995) but characterized by peculiar features. The multiple case study highlights how the limited access to financial resources in the home country – either in terms of quantity and/or quality - seems to be a triggering factor for startups to adopt an early internationalization approach. As previously mentioned, the crucial barrier for young technology-based companies aiming at globalising their business early after inception has been the access to external financial resources (Luostarinen and Gabrielsson, 2004; Laanti et al., 2007; Gabrielsson et al., 2004). As previously mentioned in the cross-case analysis, it is evident that the vast majority of the analysed dual companies rely on foreign financial sources to fuel their expansion process and follow a “fund raising driven” internationalization growth path. In the vast majority of the cases analysed, the headquarters’ relocation in the US and thus the shift towards a dual model company occurred early after inception of the company, but after - or almost concurrently – obtaining/securing a main funding round from a US investor.

Some limitations of this study must be remarked. Since this is a case-based study, the findings above summarized are limited to the qualitative research approach (e.g. case selection) and therefore one should be cautious in generalizing results beyond the startups analysed. Findings need to be further tested with respect to number of cases, sectors and investigated context (in terms of geographical scope, i.e. country of origin of the analysed startups). The phenomenon is evolving in parallel with the growth of the venture capital industry in various regions and countries. Dual companies appear to be
less widespread in countries whereas the venture capital industry is more developed, while it is a more frequent phenomenon in new emerging entrepreneurial/startup ecosystems. Furthermore, to better understand why and how entrepreneurs pursue their new ventures by exploring and exploiting opportunities simultaneously in two countries, the degree of embeddedness of the entrepreneur in the two different social environments and economic areas should also be taken into consideration. This could represent a related topic of investigation to be run in parallel.

Nevertheless, the results have important implications both for policy makers and entrepreneurs. The study contributes to shed light on the obstacles that European ICT startups face in scaling-up due to the lack of adequate domestic funding (national or European). In doing so, novel paths of startups international growth have been identified.
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ABSTRACT

This paper contributes to extant literature on market entry strategies in several ways. First, while previous literature focuses either on entry modes or entry timing, comparatively little efforts are made to illuminate the establishment process. Secondly, it addresses emanating impediments and development of supporting relationships with significant actors during the processes of establishment in transition economies. Establishment model, developed from network approach, facilitated the capturing of various supporting relationships that enabled the focal relationships to function properly during the establishment processes in less-structured markets. In-depth interviews were held with key informants in two Scandinavian firms. Findings show that Statoil’s ability to leverage a number of significant actors in its network for support during its establishment in Estonia makes the process less cumbersome and less resource consuming. Lack of home and host country support for Scania resulted in an arduous and costly process, with the firm’s position changing several times as different problems cropped up. In conclusion, relationship orientation requires adaptation by an organization, but more critically by its managers. Lack of cross-cultural relationship skills and orientation could impede a company’s growth in international markets. We call for more research efforts in the area of cultural dimensions of market establishment processes.

Keywords: relationships, networks, establishment processes, actors, resource exchanges, transition economies.

INTRODUCTION

There is a need for more studies on entry modes (Hennart & Slangen, 2015) in international business. A focus on the particular entry mode a firm uses to enter a new market, rather than on the process of establishment, dominates in extant literature. While earlier research (Wheeler et al., 1996; Williams, 1997; Sun, 1999; Koch, 2001; Kim et al., 2002; Floyd, 2002; Blomstermo et al., 2006; Hennart, 2009; Hennart & Slangen, 2015) focuses on the entry modes firms use to enter foreign markets, we focus on
managerial problems associated with the establishment and development of supporting relationships with significant actors during the processes of establishment in transition economies.

This paper aims to address the extent to which firms utilize a number of significant actors in their network of exchange relationships for support in their establishment processes. The two Scandinavian companies studied have both established business operations in markets endowed with features that are different from those that prevail in their domestic markets. The network model (Axelsson and Easton, 1992; Chetty, S. and D. Blankenburg-Holm, 2000; Mattsson and Johanson, 2006) could not be adopted in its entirety to illuminate the establishment processes of the firms (Scania and Statoil) in transition economies. Because the network perspective (Tikkanen, 1998; Ashton, 2006; Blankenburg-Holm, 1996; Johanson and Vahlne, 2003) takes a more general approach to market establishments as a process of development, we argue that, without some modification, the network approach is not always appropriate for all types of economies. One of focus areas suggested by Hennart and Slangen (2015) is how the entry decision process is structured. Hence, the establishment model, (a modified version of the network model) (Abraha 1994, 2002), enables us to illuminate the establishment processes of two Scandinavian firms (Scania and Statoil) in less developed and loosely structured markets (Croatia and Estonia). Manolova, Manev and Gyoshev (2010) note that inter-firm networks are important and calls for more research in particular on transition economies. Their study was limited to Bulgaria measuring the network effect on internationalization. Dikova and Bruthers (2015) discuss that few theoretical lenses have been used in their review of establishment mode and that there is a lack of research from 2010 onwards.

The establishment model applied in this paper facilitated the capturing of, among others, the various supporting relationships that enabled the focal relationships to function properly during the establishment processes in these markets. According to Fallon (2004), transition economies such as those in Central and Eastern Europe are a complex environment for investment in which firms are subject to institutional and governmental pressures and where significant differences in business culture and practices are a product of past economic and political systems based on communism. This may increase uncertainty and risk for firms.

The network model draws on the theories of social exchange and focuses on firm behaviour in the context of inter-organizational and interpersonal relationships. It emphasizes the role and influence of social relationships in business transactions (Johanson & Vahlne, 1990). Companies are connected by networks, which develops the interaction between them. The usefulness of applying a network perspective to study international business has long been emphasized in the literature (Turnbull and Valla, 1986; Johanson and Mattsson, 1988; Keeble et al., 1998).
According to Root (1994:23), “traditional presentations on foreign market establishment represent the following set of decisions: assessing products in foreign markets; choosing the target product/market; setting objectives and goals; choosing the entry mode; designing the marketing plan; and controlling for performance”. In our view, the approaches do not sufficiently emphasize the relationship dynamics of international market establishments. This view is also supported by Donaldson and O’Toole, 2007) when he writes that: “firms operate as independent actors making rational analytical choices about which markets to enter, the optional method of market entry, and modes of operation in particular countries” (p. 213). Such an approach, which is the focus of attention in extant literature (Wheeler et al., 1996; Williams, 1997; Sun, 1999; Koch, 2001; Kim et al., 2002; Floyd, 2002; Blomstermo et al., 2006), leads companies to focus on a particular entry mode. Moreover, we are conversant with the notion that market entry refers to what a firm does in the introductory phase of entering foreign countries, while market establishment refers to how the firm builds a position once it has entered the foreign market. In this paper, we aim to fill this void by concentrating our efforts on the latter, namely, the processes of establishment in a loosely structured market.

RQ1: How did Scania and Statoil establish their operations in the Croatian and Estonian markets, respectively, by developing a web of relationships and ties with various actors to enhance the processes of establishment? To answer this question, we conducted two in-depth case studies to capture the essence of the establishment processes of these two Scandinavian firms in Croatia and Estonia. Consequently, a modified network model that facilitates an understanding of the web of relationship forms embedded in the establishment process of firms in transition economies is operationalized in this paper. It is our view that this perspective leads companies to focus on the process rather than on the particular entry mode to add more research on perspectives on entry modes (Hennart & Slangen, 2015).

The remainder of the paper is divided in the theoretical framework. We then discuss the methodology, followed by presentation of two rich and descriptive case studies. Thereafter follows the analysis and the establishment process model. Finally, the conclusions and implications are discussed.

THEORETICAL FRAMEWORK

The network approach

Networks are important for the establishment process (Greve, 1995) where contacts and resources are essential to support the establishment in a new market. Furthermore, Yu, et al (2011) advanced the network perspective on new venture internationalization by examining the role of networks in accelerating new venture sales into foreign markets. Consequently, market establishments are
facilitated through interactions between a number of identifiable and significant actors operating within a specific network (Blankenburg-Holm, 1996; Axelsson and Easton, 1992). Unlike the FDI (foreign direct investment) perspective of management’s planning of the establishment process (Hennart, 1982; Dunning, 1980, 1993) the focus lies on understanding the managerial problems associated with the establishment and development of business relationships (Johanson and Vahlne, 2003) with actors such as customers, suppliers, intermediaries and local authorities. What is happening in one relationship affects the interaction and activities in others (Håkansson and Snehota, 1995). Hence, the establishment process of a firm cannot be seen as a development solely under the influence of the firm that is entering certain foreign markets.

Actors in interaction possess specific resources and perform specific activities that create the exchange that make them interdependent on each other (Hägg and Johanson, 1982; Johanson and Mattsson, 1988; Håkansson, 1987, 1989; Håkansson and Snehota, 1995; Ford, 1980). Once the relationships are interconnected, a development in one relationship can affect others, positively or negatively. Hence, faced with some establishment opportunities and/or challenges, an actor will draw on certain significant actors for certain complementary capabilities that will enhance the solution to the emerged situation. For Axelsson and Easton (1992), for example, one actor’s action must be viewed in the context of those of other actors in a network and relationships between the actors in the network. Hence, a firm’s establishment processes in foreign markets should be seen in how well it exploits networks of exchange relationships that not only enhance the establishment processes but also the building and sustenance of a strong position, which gives the firm a competitive edge.

The interdependence between actors thrives best when there is a mutual relation; thus, the interacting parties give and take from each other and are mutually committed (Hägg and Johanson, 1982). The interacting parties strive after openness, understanding, patience, and trust (Håkansson, 1982; Morgan and Hunt, 1994). They also engage in mutual learning (Ford et al., 1986). Being committed to and willing to adapt in the mutually beneficial relationships allows the interacting actors to strengthen the bonds – knowledge, technical, commercial, social and administrative – between them (Håkansson, 1982; Hägg and Johanson, 1982; Ford, 1997). A firm’s position in its network becomes crucial (Johanson and Mattsson, 1988). This position gives the firm direct control over its own resources and activities and indirect control over those of others. All this enables the firm to draw on others in its network for support in the establishment process.

The establishment process model

The establishment process model (Abraha 1994, 2002), as a modification of the network model, enables us to understand the establishment processes of firms in less developed and loosely structured
markets. It consists of four stages: (1) the historical development of the establishment process, (2) the identification and the discussion of the focal relationship(s), (3) the various supporting relationships developed by the establishing firm that enable the focal relationship(s) to function properly, and (4) the general or macro-environment.

**Figure 1: The model of establishment processes**

Variable definitions

A = Agent  
Co = Consultant  
CC = Customer’s Customer  
CS = Complementary Supplier  
FC = Focal Customer  
FI = Financial Institutions  
GI = Government Institutions  
S = Supplier  
SS = Supplier’s Supplier

The historical development variable of the establishment process focuses on the actors that were involved (Abraha, 2002) in initiating the establishment process itself and influenced its course of direction, as well as resource allocation within the local market. In view of the availability of, and the access to these resources, actors and industrial activities, a judgment would have to be made on the part of the establishing firm regarding whether or not there exists a potential network in the local market. Hence, an actor, in search of other actors that can complement the former’s efforts, can abandon old relationships and/or add a relationship to already existing ones (Johanson et al., 1994; Axelsson and Easton, 1992).
The second variable relates to the focal customer relationships and assesses these relationships in terms of their stability and strength. It also deals with the identification of resources that are to be exchanged between the establishing firm and its main customer(s). These resource exchanges are grouped under products, services, and human- and financial resources. In order to strengthen their relationships, the actors in interaction may make several adaptations (Håkansson, 1982). It is therefore crucial that the parties mutually undertake technical, financial, organizational, logistical, social and economic adaptations.

The supporting relationships, as encompassed by the third variable, are the relationships of the establishing firm to other actors. The other actors help to ensure that the focal relationship functions properly. Evidence suggests that the establishing firms often have to build these supporting relationships (Abraha, 1994; Johanson et al., 1994) because a well-developed network of industrial actors' is unlikely to exist in the local market at the time of entry.

The fourth variable constitutes the general operating environment within which the process of establishment takes place. Here, issues such as the availability of qualified manpower, financial institutions, government rules, regulations and policies, political factors, infrastructure conditions and culture are considered.

The following additional information can broaden our understanding of Figure 1: (1) the historical development of the establishment process is the one next to the general environment, what we call the “establishment process”, (2) the focal relationship is the one indicating the connection among the supplier (S) and the focal customer (FC), (3) the supporting relationships are all the other relationships surrounding the focal relationship, and (4) the general environment is the outer part of the figure immediately adjacent to the establishment process variable.

METHODOLOGY

A qualitative (Marshall and Rossman, 1995) case study approach was appropriate since “case studies are the preferred strategy when how or why questions are being posed, when the investigator has little control over events, and when the focus is on a contemporary phenomenon within some real-life context” (Yin, 1994, p. 1). Selecting the researchers as the “instrument” for data collection and analysis enabled the researchers to get “close” (Lincoln and Guba, 1986, p. 210) to the respondents and develop trusting relationships. This allowed the researchers to understand the realities of the respondents and uncover issues of relevance in understanding the substantive issues regarding the adopted establishment model, which in turn facilitate understanding of the establishment processes of firms in less developed and loosely structured markets.
Data collection process

The cases were selected according to the criteria’s: (1) companies that established in Croatia and Estonia during 1990s, (2) actively participated in the establishment companies’ interest in the research problem and (3) their willingness to provide information for the study (Fjellström & Guttormsen, 2015). The interview guide covered: the history of the establishment process and how it evolved over time; the main actors (company and non-company actors), and, vital relationships and ties (economic and non-economic) between the various actors that facilitated the processes of establishment. Interviews were conducted with key informants at Statoil’s subsidiary office in Stockholm, Sweden, in the autumn of 2004 with duration of each interview between 90 minutes and two hours.

After the interviews with managers at Statoil, it was deemed necessary to seek additional information from other significant actors by the managers as having played an active role in the process. Additional sources of information on the macro-environment were therefore collected from the following: officials at the Swedish and Norwegian Trade Councils, and Norwegian and Swedish Embassies in Estonia: and press attachés responsible for cultural, trade and commercial activities. Data was collected from them through telephone conversations and complemented by e-mail contacts to elaborate on issues not properly dealt with during the telephone conversations. Everyone interviewed participated actively in the establishment process.

In the second case, most of the interviews were conducted through telephone and follow-up emails due to limited resources and geographical distance. The interview guide was sent electronically to the respondent in advance in order for the interviewees to prepare for the interview. The telephone interview was taped and the interviewer also took notes.

According to Maxwell (1996), “the main threat to valid description, in the sense of describing what you saw and heard, is the inaccuracy or incompleteness of the data. The audio or video recording of observations and interviews, and verbatim transcription of these recordings, largely solves this problem…” (p. 89). In compliance with Maxwell’s observation, audio recording of the interviews enabled us to be attentive during the conversations with the respondents. To avoid potential challenges during the interview, the respondents were informed about how the interviews were going to be conducted and the purpose of recording the interviews. For ethical reasons all respondents remain anonymous.

Data analysis

The data collected was analysed in three steps: data reduction, data display, and conclusion drawing and verification (Miles and Huberman, 1994). Data reduction entails selecting and excluding/filtering data in order to focus, discard and organize the data in such a way that conclusions can be drawn and
verified (ibid.). As for the tape-recorded interviews, this analysis process began while transcribing the interviews. The aim of data display is to organize the data into a compressed assembly of information to elucidate appropriate conclusions and action. Accordingly, main themes were extracted by using the various main parts of the analytical framework as a framework to give the research findings an appropriate structure. Conclusion drawing and verification focuses on reflecting and understanding the data chosen for display.

Although the process was initiated already at the initial stage, this step was more dominant during the later stages of this research. Despite the fact that these three steps are viewed as separate processes of analysis, it is important to note that the processes were going on simultaneously in this study. The findings that emerged have been analysed on a case by case basis to look for convergence and divergence with the theoretical framework. This approach reduces the introduction of bias into the interviews and results by a particular researcher, and conforms to recommendations regarding source, interviewer and analytical triangulation in qualitative research (see Yin, 1994).

THE CASE OF SCANIA IN CROATIA

The Historical Development of the Establishment Process
Scania operated in the former state of Yugoslavia in the 1960s. The firm was represented by an agent for nearly 30 years, Auto Makedonija (AM), who mainly sold heavy trucks since foreign firms were not allowed to import or to set up fully owned business entity. AM mediated deals between Scania and local customers. Contracts were signed directly between Scania and its customers. Scania’s personnel visited AM several times and transferred necessary marketing knowledge. Market share was about 30% of then. AM was located in Macedonia, south of the six republics that made up Yugoslavia. Geographical distance was the main problem. It was difficult to interact with customers in northern Yugoslavia, where the largest volume of the transportation market was located. While AM was successful and acquired a market share of over 50% in the south, it was less successful at gaining market shares in the north.

In the 1980s, it opened several representation offices in Sarajevo, Belgrade, Zagreb and Ljubljana to sell Scania trucks in the northern part of the country. Customers in Macedonia, i.e. the state-owned transport company, Vardar, were satisfied with the services. However, some customers located in Zagreb and Belgrade complained about the distance, technical support and spare parts delivered by Skopje. Despite its efforts, it was unable to achieve a meaningful market share in the north. Consequently, in 1991, it terminated the agency contract and to work with an exclusive agent following the independence of Slovenia and Croatia.
From 1991 until 1998, Scanadria SC, a private Croatian firm, was appointed as Scania’s agent, located in the north. Various problems were encountered during that time. Geographical distance was again a problem since they were unable to achieve a large market share in other parts of the country. Secondly, Scanadria other activities comprised about 90% of its sales volume and could not specialize in Scania’s operations. Furthermore, Scanadria was not prepared to make the necessary investment in Scania’s program (garages and after service). Customers had to travel to Italy to get services. Consequently, the contract was terminated and Scania took on full responsibility of its operations by opening a fully owned sister company.

In 1997 our key informant was assigned Managing Director (MD) to form and lead Scania East Adriatic Region SC (SEARSC) the company located in Slovenia. A market research showed GDP growth potential to grow five times in the coming five-years period. Scania Hrvatska SC, was established 1998 to serve the Croatian market. The demand for trucks was high. An ‘entrepreneurial spirit’ who had developed two sales centres in East Germany with competence to build and manage Scania’s local sales company in Croatia was employed. Sales people, technicians and economists with a Croatian background and the necessary qualifications were also employed. All goods were imported from Scania’s plants in Sweden, Holland and France with both sales and after-sales service since trucks require both repairs as well as maintenance services.

The Focal Relationships.

Repair services could now be executed in the garage in Zagreb instead of travelling to Italy. These service opportunities enabled Scania Hrvatska to inherit the old circle of customers. Potential new customers were identified in Northern and Eastern Croatia, after about two years, it managed to develop a network of customers in those areas. Customers who bought Scania’s trucks and services at the initial stage were companies that dealt with international transport. Later, Scania started to sell to state-owned companies like Hrvatske Autoceste, a road construction company, and Hrvatske Sume, a timber exporter, and PAN a paper industry firm.

Due to the lack of domestic production in Croatia, “Scania Hrvatska’s main duty [was] to sell trucks, perform repairs, and provide other related services.” Its products are the most expensive ones in the market and that is because Scania’s trucks are of a higher quality than those sold by its competitors. According to the customer relations manager, “in less developed markets such as the one that existed in Croatia when the sales office was first established, much emphasis was put on pricing, as the customers did not have the financial capacity to buy such expensive trucks.” However, as the market became more developed and demanding, customers started to value other things in addition to price, such as high quality services and better equipped garages, as well as
availability and accessibility of the garages, i.e. the opening hours of service centres, and financial solutions (credit sales, leasing and rental) since there was a lack of well-developed banking services. One problem was that customers could not pay in time and had no liquidity although payment period was extended from 30 to 60 days or from 60 to 90 days. According to the MD, Scania was aware of the prevailing economic conditions adapted to the situation so that customers could make partial payments and offering other financial benefits.

"The social adaptations made by Scania are also of major significance, as Croatian customers expect to have strong social relationships with sales representatives." Because most of Scania’s salespeople were Croats, the social issues did not pose a problem. Customers like to establish a personal relationship with a senior manager in the company, and thus the MD was expected to learn the local language. The technical adaptation made by Scania involved adapting their trucks according to the customers’ technical preferences and demands.

The organizational adaptation made after the transformation of the country from a planned- to a market economy was extremely significant for the company’s continued operations, according to the Croatian manager. Scania’s strategy was to appoint a West European MD in CEE, who could transfer the market economy perspective to the local employees. “Scania’s principle is to be a local Croatian company with foreign ownership. It endeavours to follow all local rules and regulations, as well as traditions, and to act as a Croatian company,” according to the regional manager. “During the early stages of its operations, Scania had problems with transferring the market economy approach to its employees, as the planned economy perspective was deeply rooted in their ways of managing a company and doing business,” said the regional manager. Searching for customers was not considered important. The Croatians maintained a belief that, as a foreign firm, Scania should invest in Croatia and, as it was financed from Sweden, it should not receive any profit. According to the Croatian manager, Scania Hrvatska’s goal, on the other hand, was to be self-financing and to operate at a loss during the initial years of its operations if necessary, but to generate revenues as soon as possible that can be reinvested in its operations.

Supporting relationships

There was a demand from the market to open more garages with financing and equipment from the head office in Sweden. Potential partners were primarily small family businesses, who were interested in being trained and authorized by Scania. A local branch office and service centre opened in Split since no partners were found in the South. Scania quickly learned how important it was to develop good relationships with the authorities. The authorities were very willing to cooperate, especially with foreign firms. However, although they welcomed foreign investment, the bureaucracy was difficult to
deal with and has a serious effect on a firm’s operations. The certification of all documents, import documents and contracts must be performed personally by a notary public. So a back office was established in Zagreb to provide administrative assistance in connection with imports. The bureaucratic set-up was complicated and made operations time-consuming with additional costs.

The local competition was very strong. Seven strong European truck producers were represented; Volvo, Mercedes, MAN and Iveco had a market share between 15-20%, while Renault and DAF had a relatively small share. Croatian competition law was very strict and did not allow extensive cooperation among competitors. Scania’s local contacts with the other truck producers (competitors), never discussed prices or marketing issues.

Scania’s prices were higher than its competitors, while it offered the most reliable product with less time spent in garages and service centres, consume less fuel, and have a lower repair frequency. Another advantage of Scania was the organizational structure with a network of garages and service centres for after-sales services. If a certain spare part is missing in one garage/service centre, it can be delivered within 24 hours from another garage or service centre in the country. In cooperation with MAN, Scania has succeeded to build the best and most widely spread distribution net in the country, an edge over its competitors According to our key informant, “the company’s weak point was purely geographical distances, and its location in Southern Croatia where Scania Hrvatska has a lower market share than in other parts of the country”. It attempted to address this problem by opening a branch office in Split and attract more (state-owned) customers. The company expects the situation to improve, as the ideological (friendship) corruption of the old system has slowly started to disappear, making it easier to get closer to and develop intimate relationships with the state-owned transport companies, according to the same source. Scania does its best to develop social contacts with other significant actors in the market so that it can get the state-owned companies as customers.

Scania Hrvatska SC increased its market share from 5% (1998) to 17% (2003). To achieve 20% market share level several measures were initiated. First was active marketing by identifying potential customers, developing personal contacts, visability on exhibitions, trade fairs and sales representatives. Parallel to this they built up a national service network.

The General or Macro-Environmental Factors.

Corruption was not as widespread in Croatia as in other countries in the region, but bribes were required in order to facilitate speedy service. A ‘friendship corruption’ of a non-economic character (also known as ‘ideological corruption’) was common in state-owned companies and was practised mainly from 1991-1999 (during transition from a planned- to a market economy). A typical example involves that of the German firm MAN that was represented in the market for several years. The
government ordered all state-owned companies (e.g. Hrvatske Autoceste and Hrvatske Sume) to buy ‘Croatian’ products, i.e. trucks from MAN, which were sold by a Croatian agent. Although Scania won state contracts on several occasions, showing that it could offer the best products at the most attractive prices, the government stepped in and stopped the purchases. The MDs of these state-owned firms, which are inherited from the old regime, are still in power and have personal contacts with certain individuals in high positions in the government apparatus. Both the MDs and the government bureaucrats favour each other and do business according to the same old style.

Concerning the social environment, business is often done with people you know. Having the right personal contacts is considered extremely important in business deals. If it lacks these personal contacts, a new company in the market is seen with scepticism. Croatian business deals are less formal so, before one does business with other actors, the parties must know each other. These personal relations have a significant influence on business deals between companies and the building of social networks,” according to our main source.

A CASE STUDY OF STATOIL IN ESTONIA

The historical development of the establishment process.

Estonia was no longer a part of the former Soviet Union when Statoil entered the market. But since the legislation was still part of the old Soviet system, Statoil needed Soviet approval to enter the market. Negotiations and relationships were initiated with the Estonian and Soviet authorities responsible for international establishments, i.e. key officials in the foreign trade department. An appropriate strategy was to let the Estonian authorities act as mediators and translators in the process.

According to a key informant, during the final phase of the establishment process, Statoil management presented its Corporate Social Responsibility (CSR) strategy. The strategy covered perspectives from society, health, safety and environmental protection, to conditions of employment, industry and labour standards, social development and human rights. This strengthened the level of trust and commitment for both parties. Statoil was able to gain an understanding and new insights into the Estonian market and society as whole. Statoil would be better prepared for potential risks and be regarded as a contributor to the wellbeing of the society at large. Statoil’s market involvement was on a long-term basis since they offer a necessary and important product for society. While, one informant considered it risky for Statoil to enter the Estonian market because the culture was different, the technological level was low, and business legislation was poor. Statoil managed to gain the support from influential organizations and authorities, which reduced the risk of investment. Estonian authorities were very risk-adverse. Statoil arranged information meetings where plans and problems
were discussed to that contributed to a more open communication between the parties and reduced the risk for misunderstandings during the establishment process.

The focal relationships

A network of relationships was developed with different actors in the industry, i.e. the supply chain. The objectives for forming the relationships with the actors were twofold: “firstly, to increase the probability of success of the establishment of Statoil in Estonia; and secondly, the quality of the relationships formed with various actors that constitute the supporting relationships would facilitate proper functioning of the focal relationships between Statoil and its ultimate (business) customers.” Furthermore, the key informant stressed that the company knows that availability of the company’s products is of utmost importance in the oil industry. It was necessary for the company to be present in Tallinn for its brand name to have adequate exposure for domestic and international communities. One informant expressed: “We therefore claim that branding is vital for every company in the oil industry. Lack of familiarity can have negative consequences in a business such as this and the enormous job done during the establishment process may be jeopardized if our relationships with our customers are not maintained. This means that it is very important to develop strong bonds with different local actors in the supply chain, including all categories of customers throughout the value creation process”.

Supporting relationships

Relationships proved to be important, “…(they) played a decisive role in facilitating proper functioning of relationships with the focal actors.” The Swedish Ambassador and the Swedish Foreign Minister helped Statoil develop contacts with the Estonian Foreign Trade Department. The Norwegian ambassador was involved in negotiating sites to establish service stations. Another informant explained: “The relationship network was of utmost importance for the establishment, but the managerial approach, which was characterized by great respect, was also a part of the winning concept. To avoid problems and discuss plans, information meetings were arranged. Service management was taught by Swedish employees, who at the same time facilitated the transfer of market knowledge back to the company”.

Contacts were established with International Monetary Fund, the World Bank and the European Union. Statoil management was aware of the fact that these financial partners were ready to assist firms based in market economies, with the financial resources necessary to facilitate establishment in a
transition economy. This facilitated the establishment of the institutional framework necessary for gradual introduction of a full-scale market economy.

One of our informants pointed out that “the Nordic countries had in place the Baltic Investment Programme, a program financed by the Nordic governments and the European Bank for Reconstruction and Development. Furthermore, to improve regional co-operation, the Council for the Baltic Sea States was established 1992. Companies that were able to bring these sources of finance together and establish a local contact base had a competitive advantage in entering the market. Consequently, Statoil was able to do this and use its home nationality and ownership to its edge in assembling a contact and finance network to establish operations in the Estonian market. The Norwegian government has also established trading agreements with the Baltic States, as other Nordic countries would have.

The role of the Swedish Trade Council was to assist Statoil’s management in securing all of the services required to establish a company and its products, services or ideas in the new market. Knowledge was acquired through, among other things, feasibility studies, marketing plans, export strategies, market surveys, and competition analysis carried out and supplied by the Swedish Trade Council. The Swedish Trade Council’s Information Centre also provided advice and information about regulations and trade practices in Estonia. These tasks were accomplished through close collaboration with the Swedish Embassy, Consulate and Chamber of Commerce in Estonia.

The General or Macro-Environmental Factors

The administrative system was rigid and centralized, business legislation was defective and a general suspicion against Western investments existed; trust was totally decisive. Government and local actors compromised. Prior to the establishment decision “Statoil management was informed by reliable sources such as the Baltic Investment Programme, the chambers of commerce in Sweden and Norway, as well as the trade councils in both countries, that many Western-based companies had failed in their attempt to enter Eastern markets at that time.” Statoil possessed a “respectful negotiation manner” in which parties were very culturally sensitive during its encounters with authorities. Our source explained: “Statoil tends to show respect for the local culture and traditions and in doing so avoids misconceptions that might otherwise arise when foreign investors enter a market. Statoil tries to anticipate potential problem areas through political, environmental and social impact studies. Cultural differences influence attitudes towards information, openness, communication patterns, flexibility, adaptability and risk.”

Statoil management discovered at the inception of the establishment plans that data available was inaccurate and sources inadequate. To overcome the lack of market knowledge, was through the use
of network of relationships with industrial actors, institutional actors (Baltic Investment Programme) and NGOs provided Statoil with crucial market knowledge. Statoil could supplement the available data with its own market research. According to one key informant, “Estonian authorities were willing to cooperate, since the country was then negotiating its membership in the European Union. Letting foreign companies invest is contributing to an open economy. Consequently, Statoil takes advantage of this quest by developing relationships with the appropriate government and state agencies in Estonia as well. “Such actors are key players when it comes to national interests. The establishment also created vacant jobs for the Estonian society.”

ANALYSIS

In the case of Scania in Croatia, developing market position was successful in a certain region but difficult and less successful in other areas during the early stages of the establishment. In most of the areas, two main reasons led to unsuccessful operations: one was the geographical distance between the agent and the customers with large market shares, and the second was the government regulation preventing foreign firms from operating with fully owned subsidiaries. These two reasons provide practical confirmation of what is theoretically discussed in Ford (2002), Abraha (1994) and Johanson et al. (1994). Ford specifically indicates that geographical distances can have a major impact on the development of buyer-seller relationships.

Abraha (1994) has also demonstrated that government policies and regulations have a major impact on the development of buyer-seller relationships in particular, and on the establishment process in general, which the case of Scania in Croatia confirms. Both of these factors, which create obstacles to establishment, are due to the absence of a market economy model being applied in the region (see also Dikova & Brouthers, 2015). In one area, success was achieved, but can be attributed to the economic system applied there, as it was the state that used to determine the location of where firms could operate. This study shows that there is a network in the market and that how and to what extent a firm can utilize the network depends on the form of operations/establishment allowed and where a firm is located. This in turn demonstrates the importance of interacting intimately with customers and positioning oneself in market networks, one of the central concepts of the network approach (Axelsson and Easton, 1992; Blankenburg-Holm, 1996; and Håkansson and Snehota, 1995). Some customers were very satisfied, whereas those in the major portion of the market were not, the main reason being that there was no direct relationship between Scania and the customers, and a second being the distance between the agent and the customers. This led to Scania taking the decision to terminate the contract with its agent and look for an exclusive agent.
Due to the reasons mentioned above, and others, the appointment of a new agent did not improve Scania’s position. The other related reasons were that the agent, which also represented a number of other companies, neither assigned priority to Scania’s establishment, nor wanted to make the necessary investments to improve the situation, indicating a clear lack of market commitment. ABB faced the same problem in its Kenyan establishment (see Abraha, 1994), which affected its position. It can thus be argued that the second agent was not able to function in a way that enabled it to manage the relationships with the focal customers properly either. In other words, it could not develop the necessary network to successfully establish Scania and its products. With the establishment of the subsidiary, Scania developed necessary spare parts and services network that enabled the focal relationships, called the building of supporting relationships to facilitate the establishment process (Abraha, 1994; Hånell & Ghauri, 2015).

Moreover, Scania acquired manpower with adequate knowledge and experience of how to operate in a state-controlled economy. It also made several significant adaptations, one of the main ones being financial. In the absence of this adaptation, it would have been difficult for the customers to meet their financial obligations and for Scania to make sales. In brief, Scania supplied all the necessary resources and made the necessary adaptations. Resource exchange and adaptation are at the very heart of the network approach and market establishment, as argued and confirmed by Axelsson and Easton (1992), Ford (2002), and Abraha (1994, 2002).

However, two significant environmental factors were also observed to affect the establishment process. One was the achievement of prior social/personal contacts in the market in order to make a successful business deal, which was not exactly easy for Scania as it had not operated in the market for long (Donaldson & O’Toole, 2007). The second was what we have called “ideological corruption”, i.e. a reliance on supplier-customer relationships developed during the former socialist regime. Scania lacked these connections and relationships, which affected its establishments to a certain extent. However, the impact of ideological corruption is gradually decreasing, even though it can not yet be completely ignored as a potential obstacle in the establishment process. These market realities both confirmed and deviated from Abraha’s model (1994, 2002). Confirmation is drawn from the fact that the same problems were also observed to be typical in the Kenyan market, while deviation is found in that, in the Croatian case, the problems were substantial and dealing with them very resource-consuming.

The establishment of Statoil in Estonia can be said to have been smooth as it received the support of the various domestic and international actors and their respective networks. These included Swedish and Norwegian authorities, as well as other authorities in the Nordic countries, the Estonian authorities, and several regional and international financial institutions, i.e. the World Bank, the IMF.
and the European Bank for Reconstruction and Development. Statoil received the support of these actors in the domestic market and abroad. It can thus be argued that Statoil combined the various types of resources it received from these institutions in providing its products and services to the customers in the local market and in developing the networks necessary to manage its relationships adequately. In sum, Statoil combined domestic, regional and international networks of relationships, and was thereby able to establish itself successfully in the Estonian market. The network approach calls this the “centrality” of a certain market position (see Ford, 1997, 2002; Hägg and Johanson, 1982; Blankenburg-Holm, 1996; Ford et al., 1986).

Statoil can be said to have developed a central position that connects to several significant actors in many directions. In Abraha (1994), these relationships are called “supporting relationships”, as they support and facilitate the concerned firm’s establishment in the market in focus. Once it has developed a successful market network, it will also continue to utilize those networks of relationships in the management of the network developed in Estonia. For example, when it needed its entry permit approved, it followed this process. It first approached the Estonian authorities, which were positive to the initiative. However, it was also necessary to negotiate and gain the approval of former Soviet Union authorities. To do this, Statoil involved the Estonian authorities, who were prepared to get involved and helped to facilitate the permit approval. The Swedish Trade Council also did its part in helping Statoil to become established as a company and to establish its products and services, which can be a real push towards successful establishments. The connections of these authorities also lend further support and confirmation of Abraha’s model and findings (1994, 2002), which suggest that relationships with government agencies are a prerequisite to building a network and managing the network once built.

Major problem that Statoil was confronted with in Estonia was the cultural difference. This is because there was some degree of suspicion of Western investment. In parity with our findings, one of the main concerns of Hennart and Slangen (2015) is how the entry decision process is structured. For example, we could not adopt the network model in its entirety because it takes a more general approach to market establishments as a process of development, and therefore not always appropriate for all types of economies without some modification. As discussed earlier in this paper, firms are exposed to irrecoverable entry costs or transaction costs in international markets (Osarenkhoe, 2009). However, the magnitude of the market entry costs and managerial problems associated with the establishment to leverage a number of significant actors in its network for support during its establishment invariably makes the process less cumbersome and less resource consuming (Johanson & Vahlne, 2003). In a similar vein, Tseng & Kuo, (2008) also suggested two kinds of network strategies: business and social. And that, compared to firms with FDI in the USA, firms investing in
China rely more on co-operative production systems and are more likely to utilize social relationships with the local community and government authorities. Furthermore, internal social and economic cohesion (Buckley et al. 2005) maintained is likely to exert a greater impact on market entry costs and its efficacy.

However, Statoil also makes careful pre-preparations of all possible and potential problems and takes whatever measures are necessary to handle the actual problems. The typical strategy Statoil applies to handle such problems is their Corporate Social Responsibility strategy. This is in agreement with the study conducted by Sankar et al (2006). This clearly indicates that Statoil cares about the society where it operates and that it is not only interested in making money. It also helps the company to show how committed it is and to gain the necessary trust from the authorities and the society.

CONCLUSIONS

The main objective of this paper has been to provide insights into the extent to which firms draw on a number of significant actors in their network of exchange relationships for support in their establishment processes in foreign markets. The companies studied in this paper have all entered markets that are relatively different from their own domestic markets. Croatia and Estonia are economies in transition, which still exhibit traits of a lack of essential resources, state interventions, and a high level of bureaucracy from their planned economy period. Of importance is a firm’s ability to address problems associated with the establishment and development of relationships (Johanson and Vahlne, 2003; Axelsson and Easton, 1992) with significant actors such as customers, intermediaries, local authorities and foreign authorities, because they facilitate a firm’s establishment process.

In this study, it has been crucial for Scania (having Sweden as its domestic market) and Statoil (having Norway as its domestic market) to identify and develop exchange relationships with significant actors such as customers, agents, local authorities, embassies, banks and trade councils. As a result of the complementary resources and activities (Yu et al, 2011; Hånell & Ghauri, 2015) which have emanated from the focal and supporting relationships (Abraha & Mukhtar, 2002) that the establishing firms had to develop and maintain, Scania’s or Statoil’s establishment processes have been both positively and negatively influenced. The positive impact from the various relationships and the environmental conditions are manifest in areas where Scania and Statoil gain a satisfactory market position in their respective markets: the market share seems to grow, access to critical resources does not pose a problem, and bureaucratic obstacles are virtually negligible. Statoil has enjoyed a smooth establishment process due to network access to resourceful actors such actors such as central and local...
authorities, industry actors, the World Bank, IMF and EU, Swedish Trade Council, Swedish and Norwegian ambassadors.

However, the negative influences on the firm’s (Scania’s) establishment processes are manifest in poor market position in large areas of Croatia due to difficulties in reaching end customers, lack of mutual orientation and commitment between the agent and Scania (supporting relationship), and, of course, bureaucratic impediments. The lack of mutual orientation, commitment and trust between the establishing firms and various local actors is attributed to different developmental levels between the domestic markets of the establishing firms and their respective host markets. These have even led to a breakdown of some exchange relationships (Scania versus an agent) and re-creation of others and/or greater commitment to the market by opening the firm’s own sales subsidiaries (Scania). All in all, for survival and consolidation of their relative positions, the interacting actors (local actors versus the foreign companies, for example) have to undertake mutual adaptations in a number of areas, for example, finance, business practices and managerial attitude. The study also shows that mutual learning, on the part of the interacting actors, is constantly taking place.

IMPLICATIONS FOR THEORY AND PRACTICE

The context in which this study was conducted further illustrates that a fundamental shift is occurring in the world economy. We are moving progressively further away from a world where national economies were relatively isolated from each other: by barriers to cross-border trade and investment; by distance, time zones, and language; and by national differences in governments, culture and business systems (Hewett et al 2006). This study takes a relationship and network perspective to international business decisions made by international business managers. Specific decisions evaluated from a relation and network perspective include market entry and the establishment process. Earlier we mentioned that traditional approaches to market entry do not emphasize a firm’s embeddedness in a social structure and, moreover, that such interdependence is fundamental to a network approach.

The relationship-centred approach demonstrated through the cases that emphasis should be placed on the need for cultural learning to aim, in a close relationship, to know and treat the international partner in the same way as a domestic one. Gaining an international relationship orientation requires adaptation by an organization, but more critically by its managers. Lack of cross-cultural relationship skills and orientation could impede a company’s growth in international markets (Osarenkhoe, 2009). Socio-cultural differences between a firm’s home country and its host country can create internal
uncertainty for the firm, which influences its establishment processes. The two cases show the importance of the role of culture in international business relationships (Fjellström & Zander, 2016). Culture represents an added dimension to what may be more complex relationships to start with. This type of relational embeddedness requires sensitivity and probably gives companies that try to use a relational approach to understanding international business barriers an added edge.

The question, then, is: What does this imply for managerial decisions in international relationships? Firstly, a need to understand the cultural context of foreign relational partners (see also Hewett et al, 2006 and Fjellström & Zander, 2016). Secondly, managerial skills, for example, the ability to negotiate and integrate socially across cultures, are important. Consequently, to operate in a company’s external environment, its managers must have not only knowledge of business operations, but also a working knowledge of the basic social sciences: political science, law, anthropology, sociology, psychology, economics and geography (Kodama, 2006). This assertion or implication is further legitimized in part by the cases presented in this paper, and in part by the theoretical framework, the network approach, which has its roots in sociology rather than economics and takes a contrasting view of the firm’s links with its environment (Johanson and Mattsson, 1988; Axelsson and Johanson, 1992).

Cultural differences influence relational processes and attitudes such as openness, the propensity of trust and commitment, communication patterns, attitudes toward risk, adaptability and flexibility, and business ethics (Hunt & Morgan, 1994; Fallon, 2004). This paper shows that in order for these differences to be incorporated into strategy, when managing relationships across cultures, they need to be examined in depth, and thus subjected to more scientific scrutiny in future research of similar scope and context (Donaldson and O’Toole, 2007). We therefore call for more research efforts in the area of cultural dimensions with regard to market establishment processes. Once entry has been considered, attention then turns to the growth and development of the firm or the internationalization of the firm. In future research, the void can be filled by investigating how markets can be expanded using a relationship approach. Moreover, future studies might consider providing questionnaire study with a comparison from other countries, especially CEE, and put more attention on economic data than on historical story.

Against this background, it is apparent from this paper that one of the principal challenges of entering a new international market is that developing network connections may involve restructuring the firm’s network: To become established in a new market, that is, a network that is new to the firm, the firm has to build relationships that are new both to itself and to its counterparts (Hollensen, 2001; Osarenkhoe, 2009). Aharoni (1966) argues that, because each decision influences later decisions, international investment decisions should not be viewed in isolation. If a firm enters a country using a
distributor, but then disagrees over the terms of the contract, it may not make any further investment in the country. A manifestation of this can be found in the Scania case, in which Scania terminated its relationship with Scandria in Croatia because of its lack of trust and commitment. Kinch (1992) highlights the difficulties of breaking into advanced economies where the actors tend to have long-established and stable relationships. A new entrant might find it difficult to form links with a distributor who does not supply products for one of his competitors. At the opposite end of the continuum, if the network of relationships in the host market is changing rapidly, as in emerging markets, there may appear to be greater opportunities, but it may be difficult to identify appropriate partners and attractive investments.
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ABSTRACT

Extant literature gives the impression that formulation of a firm’s strategic intent is a unilateral process solely confined to a single firm. This study respond to calls to expand inter-firm relationships study beyond the narrow dyadic relationship focus and not solely conceptualize collaborations as one of firms’ strategic intent to implement mechanistic growth strategy. Hence the following research question: How are the collaborative networks of private and public partnership organized to enhance competitiveness for actors in a cluster? And what are the perceptions of the actors in the cluster on the usefulness of clustering and networking? The objective is to map the salient features of existing clusters and networks and unveil firms’ perceptions of benefits accrued from clustering. Theoretical lens builds on clustering as an interactive learning process, and happens in the interaction between actors as open innovation postulates and that innovation is born out of reshuffling resources inside and outside of the firm and considers the mutual value creation between the involved. Methodology draws on focus group interviews, semi-structured and open-ended survey in cluster initiatives and strategic networks in Kronoberg region. Findings show that networking, dialogue, and experience exchange were the recurrent themes when firms expressed the benefits of collaboration in a cluster/network setting. Conclude that unveiling the salient features of existing clusters and networks and perceptions of the actors on gains accrued from clustering and networking, accomplished in this study, is the first step in a cluster development process. The implications are that relationships of firm in a domestic network are critical avenues for acquisition of resources and knowledge for enhancement of competitiveness, and as bridges to other networks in other countries. We present an explanatory model of cluster and regional competitiveness which emerged from our findings.
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INTRODUCTION

The extant literature stresses that having foreign market presence is imperative for most firms these days (Awuah, Osarenkhoe and Abraha, 2011). This is particularly vital for Small and Medium
Enterprises (SMEs) which are increasingly considered an important, though neglected, research field despite the fact that SMEs are considered the engine of a country’s economic growth (Sawers et al., 2008; Zeng et al., 2010; Suhail, 2014; Resnick et al, 2016). SMEs attract interest of policy makers, since they represent the majority of the economic structures and they are the main employers of a country (Tödtling & Tripl, 2008; Solleiro & Gaona, 2012). According to Hossain & Kauranen (2016), SMEs have the ability to react and adapt faster to the changing needs and environment, and argue that the successful development of these enterprises enhances the competitiveness of a country.

Against this background, it is paradoxical that “little is known about the conditions under which SMEs may be able to achieve growth when facing specific constraints. For example, it has been argued that SMEs could enter into coalitions with external organizations in order to obtain resources and information” (Hessels and Parker, 2013, p.1). Furthermore, Costa et al. (2016, p 1) argue that “the current literature is unclear about the way SMEs can access information and assimilate knowledge in a collaborative network context, to support decision-making”. And they continue “in the current literature, it is not clear how SMEs assimilate information from their networks and collaboration activities for making better decisions in terms of internationalization” (ibid). Thus firms are reeling from discontinuities created by a growing level of globalization, heightened volatility, hypercompetition, demographic changes, and the explosion of knowledge (Tödtling& Tripl, 2008; Ter Wal & Boschma, 2011). Ever faster means of communication alter today’s business climate and it is becoming more evident every day that we cannot anticipate the environment of tomorrow. The paradox highlights the importance of SMEs in the global economy, while current researches discuss the shortcomings of in-depth and detailed knowledge into how SMEs interact with their surroundings.

It is evident from this scenario that globalization process and benefits accrued from global market opportunities, and “pushing the companies to develop and adopt a proactive international approach in order to take advantage of the new situation” (Portero, Hervás-Oliver & Puig, 2012, p. 266) have given rise to two main challenges currently being faced by SMEs: first, to transform themselves and increase their individual competitiveness (Fassoula, 2006 cited in Karaev et al. 2007), and second, due to their limited size to take advantage of synergy effects created by entering into cooperative relations with other SMEs and related partner institutions. Hence increased interest in regional development among policy-makers is spurred by an upsurge in interest in regional issues on the part of researcher, which is manifested in greater attention to the cluster concept and the somewhat overlapping concept of industrial districts (Johanson & Lundberg (2011).

A perspective that has gained a great impact in recent years is that which is based on the so called open innovation (Chesbrough, 2003). Chesbrough et al., (2006, p. 1) define open innovation as the use
of purposive inflows and outflows of knowledge to accelerate internal innovation, and to expand the markets for external use of innovation, respectively. Open innovation requires much more interactions between different actors with different organizational cultures: large firms and SMEs (i.e. industry), universities and research institutions (i.e. academia), as well as national and regional authorities for building the legal or incentive framework of innovation (i.e government) (Lecler et al, 2015).

There are calls in extant literature (e.g. de Vrande et al. 2006) that Open innovation should not be solely studied from the perspectives of large, high-tech multinational enterprises (MNEs), as most commonly done (e.g. Chesbrough, 2003), rather the scope should be broadened to capture SMEs in general and services industries in particular. Even though flexibility of SMEs is seen as an advantage for accelerating their innovation, only few of them achieve to manage the whole innovation process on their own in order to turn their inventions into products or services. They often lack resources and capabilities (Antoldi et al 2011; Cerrato & Depperu, 2011; Coviello & McAuley, 1999; Crick and Spence, 2005) at the stages of manufacturing, distribution, promotion and research funding, and this leads them to cooperate with other firms, in order to reduce risk, cost and time required for innovation, as well as to gain access to sales and marketing networks during the last stages of innovation process.

To answer to some of the calls and shortcomings discussed, we suggest cluster analysis as a tool for meeting and understanding these challenges, as there is mounting evidence that clustering and networking help SMEs to raise their competitiveness (Venkataramanaiah and Parashar, 2007). However, while networking is viewed as vital for enterprises of all sizes (Ojala, 2009; Kontinen & Ojala, 2011), clusters alone cannot solve the complex problems and constraints encountered by SMEs and break the vicious circle of SMEs competitiveness (Dasanayaka and Sardana, 2010). Clusters, unlike networks, are not based on membership.

Lamentably enough, although it is apparent in extant literature that the cluster concept has been shown to be an efficient instrument for strengthening regional and national economies, its applicability for improving the competitiveness of participating SMEs has yet to be fully examined. However, extant literature gives the impression that formulation of a firm’s strategic intent is a unilateral process solely confined to a single firm (Driffield & Love, 2007). This study is a response to calls made in Osarenkhoe (2010) and Awuah et al (2011), Hessels and Parker (2013) and Costa et al., (2016), to expand inter-firm relationships study beyond the narrow dyadic relationship focus and not solely conceptualize collaborations as one of companies’ strategic intent to implement mechanistic growth strategy.
This paper aims to highlight the importance of interaction within and between society’s stakeholders and how different forms of clustering/networking can contribute to long-term value creation that strengthens the competitiveness of companies at the domestic level as well as in international contexts. Succinctly, mapping the salient features of existing clusters and networks and unveiling firms’ perceptions of benefits accrued from regional cluster, to be accomplished in this study, is the first step in a cluster development process. To address the overarching objective, the following research question is formulated:

RQ 1: How are the collaborative networks of private and public partnership organized to enhance competitiveness for all stakeholders in the cluster? And what are the perceptions of the actors in the cluster initiatives on the usefulness of clustering and networking?

Consequently, this paper extends our earlier works and existing literature by illuminating the complementarity-based and the continuum nature of actor bonds, resources ties and activity link of hybrid level of inter-organizational relationship prevailing in strategic networks and its impact on collective strategies for value generation among actors in network setting. An epitome of this is the increasing interest in regional development among policy-makers spurred by an upsurge in interest in regional issues on the part of researcher, which is manifested in greater attention to the cluster concept and the somewhat overlapping concept of industrial districts (Johanson & Lundberg (2011).

The rest of this paper proceeds as follows: First is the theoretical underpinnings, which consists of a review of literature that views markets as organized behaviour systems, manifesting network structures and clusters, as complex adaptive systems (Martin & Sunley, 2011; Menzel & Fornahl, 2010), made up of components with varying characteristics, that interact with each other in a systemic way. This is followed by the Methodology section includes data collection strategy and process that facilitated the mapping of the salient features of clusters and strategic networks in a specific region in Sweden. Thereafter, a presentation and discussion of the case study are carried out. We present an explanatory model of cluster and regional competitiveness which emerged from our findings. The paper ends with concluding remarks and a discussion of the implications of the study.

THEORETICAL UNDERPINNINGS

A great deal has been written about the new role of the state in what is described as a more globalized, more competitive world (e.g. Birkinshaw & Hood, 2000). Arguments have been advanced that the state has lost power upwards to supranational actors like the EU, the World Bank and the OECD, and downwards to increasingly active regions, and that public policy is more often being formed in complex interaction between actors in the public, private and education/academic sectors (Keating, 2006; Säll, 2012). The transformation from industrial society to information and service society
accompanied by great economic, political and social globalization constitute an important platform for the ideas of new regionalism. It has thus become a central tenet of politics for regional growth to create new kinds of arrangements, mobilize local and regional actors and interest in horizontal network constellations and utilize information and knowledge assets by means of partnerships (Lovering, 1999; Hudson, 2005; Hessels & Parker, 2013).

**Strategizing in networks**

Our knowledge on business relationships and networks as well as business strategies devoted to them has progressed substantially since 1970s, when the Industrial Marketing and Purchasing (IMP) Group were formed. Corresponding with IMP tradition, we define networking broadly as all of the actions of a company or an individual in business relationships and networks (Ford, Gadde, Hakansson, & Snehota, 2003). Such networking is embedded within specific institutional contexts. Thus sizable efficiency gains can be achieved by actors in strategic collaborative networks of exchange relationships (Awuah, Abraha & Osarenkhoe, 2011; Ojala, 2009; Kontinen & Ojala, 2011) through their activity links, resource ties and actor bonds to other actors in the network.

Early IMP research contributed to the understanding of companies’ internationalization processes, by the interaction model of international seller-buyer relationships (Håkansson, 1982) and the network model of internationalization (Johanson & Mattsson, 1988; Johanson & Vahlne, 1977). However for some time internationalization has not been in the forefront of IMP research. Meanwhile, the companies’ international business environment and perception of processes associated with foreign activities have changed and the importance of network relationships for internationalization has received more and more attention in business practice, government policies and in academic research. Kalinic and Forza (2012) discuss how SMEs use strategic focus rather than the gradual approach of building experience. They further argue that the internationalization of SMEs is taking place without sufficient experience or specific market knowledge. Against previous research, the SMEs can often do rapid internationalization (Osarenkhoe, 2009). Building on this, Hessels and Parker (2013) highlight the importance of interfirm collaboration strategies. Collaboration, in particular when it unfolds in the context of networks, is an important facilitator in the internationalization of SMEs (Johanson & Lundberg, 2011; Ter Wal & Boschma, 2011; Kontinen & Ojala 2011). By taking part of collaborative networks, SMEs’ internationalization processes can benefit (Hessels & Parker, 2013) by providing decision-makers with channels of information and knowledge; introducing partners, influence decisions on foreign market selection and entry mode.

The past twenty years have, however, seen a shift in the economic policies pursued in many countries. Networks and networking have become buzz words in business, academia, as well as regional and
national governments as the traditional macro-perspective on economic conditions has increasingly been superseded by a greater interest in the micro-economic business environment (Zeng et al 2010). The focus is no longer on specific companies or on the market in general; instead, specific relationships and networks between companies in a region are the object of policy-makers priorities (Ciravegna et al., 2014). As a result, vast (public) resources are now being poured into projects and programs that are aimed to support the development of relationships between various companies in a specific region in order to achieve growth. It is therefore not surprising that in recent years, various research disciplines have increasingly showed interest in the collaboration among various stakeholders.

**Utilization of joint innovation and clustering**

A basic assumption about the nature of the innovation process is usually taken as the starting point of modern innovation studies. And that innovation process interactive in nature. Very few innovations arise from single isolated source (Håkansson & Snedhota, 1990). Rather, most innovations are created through complex, interactive, iterative and cumulative learning processes in which a variety of actors (individuals as well as organizations) are involved in different ways (Curran et al. 1993; Dasanayaka & Sardana, 2010). The embryo of an innovation (or radical renewal process) are not always created at development department and then passed on to other units. Instead, the development department is, in many cases, integrated in all parts of the chain. Thus innovation process is considered also as a socially embedded process where the user perspective is often put in focus (von Hippel, 2001).

Building on innovation as an interactive learning process, and happens in the interaction between firms as open innovation postulate (von Hippel, 2001; Chesbrough, 2003), it is of importance to study how the innovation generates value for the involved parties (Håkansson & Waluszewski, 2002 & 2007; Van de Ven et al., 1999. Van de Ven’s (1999) definition of innovation suggests that innovation is born out of reshuffling resources inside and outside of the firm. Thus it is virtually impossible for a single company to reprocess and accommodate all the necessary skills within organizations. Instead, organizations rely on various forms of cooperation with external actors, companies and other organizations (such as universities).

De Vrande et al. (2006) discuss that SMEs pursue open innovation primarily for market-related motives such as meeting customer demands, or keeping up with competitors. Their most important challenges relate to organizational and cultural issues as a consequence of dealing with increased external contacts. Thus, clusters as a network can provide a common platform to help SMEs overcome these barriers. The values resulting from the presence in a specific local area of firms with similar or complementary skills and expertise is widely analyzed in the literature (Porter, 1990 & 1998; Martin &
According to Porter (1990), national clusters are formed by firms and industries linked through vertical (buyer/supplier) and/or horizontal (common customers, technology, etc.) relationships with the main players located in a single nation/state. This definition was modified by Porter (1998) to encompass institutions (formal organizations) such as universities.

It has long been recognized that related firms and industries tend to locate in certain geographical proximity but they will concentrate in a location only if that agglomeration brings benefits to them, which are greater than the costs of locating in the area (Martin & Sunley, 2011; Menzel & Fornahl, 2010). Some authors have distinguished between various geographical benefits from agglomeration economies, and found that geographical benefits are related to a certain geographical location (e.g. specialized labour, infrastructure, etc.), whereas agglomeration economies (benefits) describe how these and other factors are created by increasing the number of firms (Martin & Sunley, 2011; Menzel & Fornahl, 2010).

Consequently, geographical proximity is regarded as a vehicle to enhance the dissemination of knowledge and the development of institutions, which in turn may enhance cluster effectiveness. Geographical proximity creates competitive advantages to SMEs which closely cooperate and compete, since a host of linkages among cluster members results in a whole greater than the sum of its parts (Porter, 1998). Competitors within the cluster will benefit from agglomeration effects in a way that they will gain cost advantages and have access to resources that are not available to competitors not located in the cluster (Valdaliso et al., 2011; Maskel, 2001). The geographic concentration of clusters contributes to developing additional financial benefits and technological externalities (Niu et al, 2012). Technological externalities are defined as those consequences of activity which directly influence the production function in ways other than through the market (Ter Wal & Boschma, 2011; Martin and Sunley, 2011). As a result of geographical proximity, communication between cluster members is strengthened and the exchange of knowledge is intensified. Besides, the codified knowledge, which can be easily transferred through different communication media, informal, or so-called tacit knowledge, is exchanged rather accidentally because the senders and the receivers are not aware of its relevance before they are involved in the communication process (Gomes & Hurmelinna-Laukkanen, 2013).

Karaev et al. (2007) addressed effects of cluster on competitiveness, and conclude that belonging to a cluster has a strong positive effect on the SME policy in industrialized countries. This invariably reinforces the notion that geographical clustering of economic activity can impact on the creativity and competitiveness of firms in a number of different ways (Suhail, 2014; Zaheer and Manrakhan, 2001; Malecki, 2012). It is expected that firms in a cluster can benefit from productivity improvements due to reduced transaction costs, access to a common pool of labour (skilled or unskilled), benefits associated
with collective intelligence, technology spillovers and increased competitive pressure. Against this background, local contexts and clusters become an important source of international competitive advantage, where companies (SMEs, MNEs, etc.) can interact effectively among them and with other institutions so as to cooperate and learn.

A way to conceptualize clusters is to view them as complex adaptive systems (Martin and Sunley, 2011) which consists of various stakeholders (large firms and SMEs, universities and research institutions, national and regional authorities, etc.) with different characteristics, that interact with each other in a systemic way (Menzel and Fornahl, 2010, cf Valdaliso et al. 2016). Firms in cluster setting are heterogeneous in nature and, therefore, endowed with different organizational cultures, knowledge and capabilities (Ter Wal and Boschma, 2011) and, hence, cluster “do not develop evenly and as a whole” (Menzel & Fornahl, 2010, p. 224; Valdaliso et al. 2016, p. 68). However, Social capital, in particular, is widely understood as conducive to the promotion of intellectual capital, collective learning and the creation and transfer of knowledge both inside and outside the firm’s and cluster’s borders (Kuah, 2002; Maskell, 2001; Malecki, 2012; Valdaliso et al 2011).

According to Birkinshaw & Hood (2000, p. 12), “it is not just cluster membership but the specific characteristics of the cluster in question that impacts the likely subsidiary role”. Ceglie (2003), on the other hand, argued that the geographical concentrations of SMEs that operate in the same sector are not sufficient for producing “external economies”. According to him other factors, such as trust building and constructive dialogue (Niu et al 2011; Malecki & Fornahl, 2012) among cluster actors, exchanging of information, identifying common strategic objectives, agreeing on a joint development strategy and its systematic and coherent implementation are of paramount importance for building an efficient cluster.

**Reflections on the theoretical underpinnings**

For the purpose of this study, it is pertinent to mention that innovations in various types of enterprises tend to be defined as creative ideas put into practice, by management seeking to resolve persistent problems faced while pursuing the goals of the enterprise. The decision for SMEs in a cluster/collaborative strategic network or industrial district settings to internationalize their business operations in markets with varying magnitudes of physical and psychological distance is an example of innovative business practices. Inter-organizational collaboration covers lasting and well-structured relationships, resource flow and other interactions between specific organizations seeking to attain both common as well as individual targets. With reference to the review above, it seems that cluster-based strategies could really improve the competitiveness of SMEs and a cluster approach among
SMEs may be used as a tool for meeting their challenges related to globalization and trade liberalization.

Companies’ strategic partnerships with other companies and organizations create synergies for the parties involved, which increases the potential for positive regional development. To achieve this requires a strategic collaboration between various actors from various settings - businesses, private and public organizations and academic institutions. Thus epitomizing the notion that innovation entails new ways of configuring the resources of many actors, where the goal is to generate value for all of the parties involved. This places high demands on both internal coordination in existing supplier chains as well as the ability to work together across industry and institutional boundaries.

Finally, it is pertinent to mention that innovating in networks can result to a scenario of oxymoron because, business relationships have been described as the enabler of firms and their strategic intentions, in how resources are provided by business partners. At the same time, literature refers to how present relationships disable firms from conducting their strategies independent of others. This is explained by how companies act and react to strategies performed by other companies in the network-context. Parallel to this, strategy research emphasizing strategic flexibility point to how companies need to be adjustable to their environment, and focuses on the actual strategic practice.

**METHODOLOGY**

Findings reported in this study constitute the second paper from a longitudinal study. The first paper, which is published elsewhere, highlights the complementarity-based nature of coopetition strategy and its impact on collective strategies for value generation among actors in three network settings in Sweden. In this study, a qualitative and, to some extent, a quantitative research strategy was adopted. Qualitative research methods were believed to be most appropriate to facilitate the mapping of the salient features of clusters and strategic networks and perceptions of actors in a specific region (Yin, 2002). This allowed the researchers to uncover issues of relevance in understanding the substantive research question: RQ 1: How are the collaborative networks of private and public partnership organized to enhance competitiveness for all stakeholders in the cluster? Mapping of existing clusters and networks, as accomplished in this study, is the first step in a cluster development process.

Data collection process entails two steps: The first phase started in conjunction with workshops carried out in a network created by the researchers. The network includes researchers from three Swedish universities and representatives of clusters from five regions in Sweden. Joint cooperation on research on sustainable innovation driven clusters and network configurations has been initiated through six workshops organized in this network between 2013 and 2015. The first part of data
collection entails all clusters initiatives and networks in Kronoberg County. Process leaders were identified in collaboration with Heads of Business Enterprise in the municipalities. Thereafter, all cluster initiatives were subsequently contacted for in-depth interviews. 25 clusters, regional and local networks from all municipalities in the county were included.

**Focus Group discussion** with process leaders of cluster initiatives, regional and local networks was conducted. A total of ten groups were formed. There were six members in each group, and a session with each group lasted for two hours. A moderator guided the group through a discussion that probed: How are the collaborative networks of private and public partnership organized to enhance competitiveness for all stakeholders in the cluster? In compliance with requirements in which focus group interview should be conducted, the discussion was observed from behind a one-way mirror. Participants could not see out, but the researchers could see in. A video camera recorded each of the discussions carried in each group. Transcripts were created from the ten video tapes from the ten separate sessions. Questions were asked in an interactive group setting where participants were free to talk with other group members. The discussion was loosely structured, and the moderator encouraged the free flow of viewpoints on the main theme for discussion which were solely based on the research questions. “Having key themes and sub-questions in advance lies in giving the moderator or researcher a sense of order from which to draw questions from unplanned encounters (David & Sutton, 2004).

The second part of the data collection process aims to unveil the how firms in the clusters and networks perceive benefits or gains from collaboration in clusters, a loosely structured questionnaire which consists of semi-structured and open-ended questions were used. The survey was sent to 53 companies and other actors in the Aluminium Works, the Energy Agency, the Furniture Works, and Heavy-Duty Vehicles cluster initiatives. The survey was conducted through a combination e-mail and telephone questionnaire, with a response rate of 81 %. The open-ended part of the questionnaire enhanced the possibility for the respondents to provide additional in-depth comments. Both semi-structured and open-ended questionnaire focused on benefits of collaboration in clusters were identified from literature. They include the following: Benefits accrued in conjunction with strategic collaborations in the region manifest themselves in different forms: Advanced dialogue and consensus between companies and other significant actors; Potential to pool resources between companies, e.g. at production peaks; Collaboration with the school and the education system to safeguard workforce supply; Potential for common marketing and profiling; Potential to establish collaboration with various universities and academic and research institutions; and level of satisfaction with the work form used by the clusters.
Data analysis: Analysis consists of three steps: data reduction, data display, and conclusion drawing (Miles and Huberman, 1994). Data reduction entails selecting and filtering data in order to focus, discard and organize the data in such a way that conclusions can be drawn and verified (ibid.). As for the tape- and video-recorded interviews, this analysis process began while transcribing the interviews. The aim of data display is to organize the data into a compressed assembly of information to elucidate appropriate conclusions. The main themes, in our case the focus, objectives, activities and organization of the clusters and networks and perceptions, were extracted so as to provide succinct insight on the salient features of the cluster initiatives, regional and local networks in the region studied. Conclusion drawing and verification focuses on reflecting and understanding the data chosen for display. Although the process began at the initial stage, this step became more dominant during the later stages of the research. Despite the fact that the three steps are viewed as separate processes of analysis, it is important to note that the processes were going on simultaneously in this study.

PRESENTATION OF THE CASE STUDY ON CLUSTERING AND NEWORKING

The case study draws on cluster initiatives and strategic networks in Kronoberg County - a region where there are a number of examples of strategic collaborations between companies, academia and public institutions both at regional and local levels. These collaborative arrangements, according to our respondents, together contribute to strengthening and reinforcing the fertile conditions for SMEs and regional competitiveness and growth. Firms in Kronoberg County have, in comparison to Swedish peers, fewer bankruptcies - only 2.6 per 1,000. Kronoberg has during the last years been holding the top position in terms of its capability of running gazelle or fast-growing companies, approximately 300 gazelle companies per million employees. Gazelle are vital for growth, as these are the ones creating most new jobs. Kronoberg County’s share of exports is very high. In 2010, Kronoberg had the highest export value in the country per capita. When looking at the different forms of internationalization, a regional pattern emerges. In most counties, the number of importing and exporting companies is relatively similar. Kronoberg county show a higher share of exporting companies. It is otherwise more common that counties have a larger share of importing than exporting businesses.

Mapping of the salient features of strategic collaborations platform

The strategic collaborations identified consist of three categories: Cluster initiatives: A cluster initiative is an organised development process, associated with a common area of business activities. The purpose of such collaboration projects between companies and authorities, and/or research- and educational institutes, is to fortify the growth and competitiveness of a cluster. Development
processes running solely in conjunction with authorities or other companies are not considered as cluster initiatives, since they do not constitute a collaboration that intersects industry, administration, and academy.

Table 1 consists of five cluster initiatives in Kronoberg County. These are linked to established sectors in the county - in traditional manufacturing industry as well as in new areas of growth: The Aluminium Works – comprises regional and national companies in which aluminium is a strategic material; Bioenergy Cluster Småland – generating support to companies’ and organisations’ marketing of bioenergy technology; The Glassworks – collaboration in marketing and selling of experiences and activities around the glass manufacturing in the region; The Furniture Works – includes design- and furniture companies in Småland, and aims at developing a strong trade region; Heavy-Duty Vehicles – comprises manufacturers of heavy-duty vehicles and their subcontractors, facilitating collaboration between the companies.

The table sets forth selected financial data for five cluster initiatives (Swedish krona amounts in thousands)

<table>
<thead>
<tr>
<th>Cluster initiatives</th>
<th>No. of firms</th>
<th>No. of employees</th>
<th>Sales Volume</th>
<th>Turnover/employee</th>
<th>Gross Profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Aluminium Works</td>
<td>48</td>
<td>4 214</td>
<td>11 292 808</td>
<td>2 680</td>
<td>798 314</td>
</tr>
<tr>
<td>Bioenergy Cluster Småland</td>
<td>12</td>
<td>1 264</td>
<td>4 924 379</td>
<td>3 896</td>
<td>10 975</td>
</tr>
<tr>
<td>The Glassworks</td>
<td>8</td>
<td>695</td>
<td>624 852</td>
<td>899</td>
<td>11 749</td>
</tr>
<tr>
<td>The Furniture Works</td>
<td>25</td>
<td>445</td>
<td>846 578</td>
<td>1 902</td>
<td>78 336</td>
</tr>
<tr>
<td>Heavy-Duty Vehicles</td>
<td>15</td>
<td>7 936</td>
<td>28 085 183</td>
<td>3 539</td>
<td>880 338</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>108</strong></td>
<td><strong>14 554</strong></td>
<td><strong>45 773 800</strong></td>
<td><strong>3 145</strong></td>
<td><strong>1 779 712</strong></td>
</tr>
</tbody>
</table>

Table 1: Cluster initiatives in Kronoberg county

The main purpose of the cluster initiatives identified in this study is to stimulate economic growth in various business sectors, and through collaboration reinforce the competitiveness of the firms and the cluster. This is achieved through, for instance, promoting innovations and entrepreneurship within a branch/business sector and facilitating increased research input and collaboration with academic institutions. According to the respondents, activities in the cluster initiatives consist, among other things, of common marketing, business profiling, and lobbying. They furthermore include collaboration with universities and university colleges as well as cooperation around shared projects, e.g. development of competence, production processes, and products. The cluster initiatives encompass over 150 companies, the municipalities in the region, and more than 24 other collaborative
partners, like universities and university colleges. The companies consist of over 21,000 employees in and outside the region (based on information from 114 of the companies), and recruiting members to the clusters is conducted from branch perspective rather than a geographic. Number of members range from one-man enterprises to large global corporations. Operations of the firms cover trading as well as manufacturing and services on both local and regional and international markets. Most of the cluster initiatives receive financial support from the region, and several of these are participating in national programs and ventures towards cluster development.

Regional networks
Entail interactions between actors at a regional level having an interest in collaborating around a common matter. Regional networks are not necessarily geographic; nor do they promptly represent a specific cluster or innovation system. The following regional networks were identified in this study. They include initiatives focusing on mobilizing individuals and actors in their work on regional future issues, but also initiatives with a focus on supporting branch development: CIL – Centre of Information Logistics – pursues efforts towards education in information logistics, based on the needs and priorities in the business sector; Delta Garden – aims at strengthening the competitiveness of companies by developing new forms for communication and dialogue, based on interaction and a participatory perspective; Destination Småland – promotes tourism and the visitor industry in the region by collaboration between the region, the municipalities, and companies in the visitor industry; Energy Efficient Buildings in Southeast – GodaHus – aims at developing the work on energy efficient buildings in the region by collaboration between public actors, universities, and companies; The Governor’s Ambassador Network – a relatively newly established network that mobilizes actors and resources for the future development in Kronoberg. The assignment of the regional networks is to support the development of the regional business sector, collaborate around education for the business sector, and to strengthen the attractiveness and competitiveness of the region. The work entails generating strategies for joint efforts, coordination of projects, and communal education.

Local networks in the municipalities
Primarily focus is on interactions between actors at a municipal level having a mutual interest in collaboration. Business networks are present in all municipalities in the county, and municipalities often have more than one. In Ljungby municipality, five business networks were identified, three of which are presented below. However, in other municipalities there are more networks than those presented below: There is a long history behind several of the networks; they were initiated and operated on the initiative of the local companies. One of the networks, Lagan Products, started under
the name The Thursday Club already during the 1960s, while others have been active since the end of 1990s, like Vi företagare in Tingsryd and Growing Älmhult. Some networks started relatively recently and have established themselves with the purpose of finding a form for promoting development of the industry and local companies through collaboration. Other local networks include: Alvesta municipality: The Business Sector Council; Lessebo municipality: Hovmantorp Business society Abbakuse; Ljungby municipality: Ljungby Partnership group, Ryssby Business society, the Thursday Club Lagan; Markaryd municipality: Tillväxt Markaryd AB; Tingsryd: The Private Health/Welfare network, Vi företagare; Uppvidinge municipality: Alstermo Utvecklings AB, Vilda Uppvidinge; Växjö municipality: BNI, Expansive Växjö, Ingelstad Business pool, The Network SIP; Älmhult municipality: Growing Älmhult.

The local networks primarily focus on support and development of the local business sector. Promoting attractiveness of the municipality, subsequently promoting companies and the industry there, is however also important. Interaction between companies, and between companies and the municipality, is the core of the network activity. The fifteen local networks encompassed in this study have more than 700 members. The members of local networks range from micro/one-man-enterprises with primarily a local market, to global companies acting on an international market. Thus, IKEA is a member of the network Growing Älmhult. All kinds of business sectors are represented in the networks.

Several local networks arrange recurring breakfast meetings on several occasions per season to exchange experiences, and to learn more about each other’s businesses. Other kinds of shared activities are common marketing, participation in trade fairs, educational initiatives for future competence supply, and collaboration with the municipality around pupils’ practical work orientation. The local networks have developed substantial collaborations with their municipalities, with well-established forms for continuous dialogue with the municipal government. Collaboration with the university is also high up on several of the network agendas, but is still in the process of development. The project “Student in the region” has contributed to establishing a framework for such a partnership.

Collaborations in clusters and gains accrued from Clustering and Networking

Viewpoints commonly expressed by all respondents, which are also in line with extant literature (Osarenkhoe, 2010; Suhail, 2014), were that collaboration holds no value in itself. It is hence crucial to substantiate any benefits derived from collaboration. Benefits must be palpable to all actors involved – collaboration is not viable in the end if not all partners can recognize their gain. There is consensus among actors included in this study that benefits are what motivate actors to continue to collaborate
and to contribute to jointly created preconditions for growth, locally as well as regionally. Benefits accrued in conjunction with strategic collaborations in the region manifest themselves in different forms: Advanced dialogue and consensus between companies and other significant actors; Potential to pool resources between companies, e.g. at production peaks; Collaboration with the school and the education system to safeguard workforce supply; Potential for common marketing and profiling; Potential to establish collaboration with various universities and academic and research institutions; and level of satisfaction with the work form used by the clusters.

In Table 2 below, we present findings showing firms perceptions of the actors in the cluster initiatives on the usefulness of clustering and networking. Benefits accrued from clustering and networking were extracted from extant literature (Martin & Sunley, 2011; Menze & Fornahl, 2010; Osarenkhoe, 2010; Antoldi et al 2011; Cerrato & Depperu, 2011) and operationalized as: advanced dialogue and consensus between companies and other significant actors; Potential to pool resources between companies, e.g. at production peaks; Collaboration with the school and the education system to safeguard workforce supply; Potential for common marketing and profiling; Potential to establish collaboration with various universities and academic and research institutions; and level of satisfaction with the work form used by the clusters. The findings from the survey which consisted of a combination of semi-structured and open-ended questionnaire sent to 53 companies and other actors in the Aluminium Works, the Energy Agency, the Furniture Works, and Heavy-Duty Vehicles cluster initiatives are presented below. The survey was conducted through a combined e-mail and telephone questionnaire, with a response rate of 81 %.
In a nutshell, networking, dialogue, and experience exchange were the recurrent themes when the companies expressed the benefits of collaboration in a cluster initiative setting. Here are some examples of their opinions:

“Seminars and dialogue groups offer a good exchange of experiences, and increase the competence of the participating co-workers. Collaboration with the university provides an opportunity for specific, need-based competence development activities and special education. In certain R&D-areas, collaboration opens up for external co-creation and finances. The largest benefit of the cluster for my company, are the recurring meetings and the exchange of information. This information is sharper and more relevant than the general reviews of the market situation in various countries (like conferences, seminars, workshops, etc)”. 

Other benefits of cluster collaboration are the strengthening and development of the position of the business sector and that the cluster, as a lobbyist, is able to pursue common matters. The collaboration in the cluster is also viewed as a way to market the region and make it visible, and as a means to increase the attractiveness, which might contribute to entice new companies and entrepreneurs to the branch and the region. The respondents expressed their views on these as follows:

“The branch is seen and heard in a better way, and arrangements and meetings have gained a greater weight and a higher quality (The Cluster initiative is) a means to market the region. Many more are attracted when companies come together. Sales volume increases, and by increasing the visibility, so does the possibility of attracting more to the branch… It is however up to each company how to utilize the resource”.

<table>
<thead>
<tr>
<th>Benefit</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contributed development of products and services of the firm</td>
<td>80%</td>
</tr>
<tr>
<td>Contributed enhancement of competence/skills capabilities in the firm</td>
<td>60%</td>
</tr>
<tr>
<td>Contributed lowering costs in the firm</td>
<td>40%</td>
</tr>
<tr>
<td>Contributed development of current and new markets</td>
<td>20%</td>
</tr>
<tr>
<td>As a result collaboration with universities and academic institutions</td>
<td>10%</td>
</tr>
<tr>
<td>Satisfied with approach/work form used by the cluster</td>
<td>5%</td>
</tr>
</tbody>
</table>

TABLE 2: A summary of firms’ views on collaborations in clusters and gains accrued from Clustering and Networking
One of the firms described the different aspects of benefit to firms, and what collaborating in clusters may be about: “We are subcontractors. Dialogue is of utmost importance to us, not just with our current customers, but also with potential customers from segments where we are not represented today. Similarly, holding the same kind of dialogue with the university and other research institutes is vital. Running joint projects, product- as well as knowledge-related, where staff from different companies and actors within the cluster are participating, offer considerable more-values to everyone, since the shared knowledge foundation in the projects is growing considerably larger and in particular, wider. We are furthermore running projects and activities that each actor would not be able to carry out on their own. The society being present in the cluster is also very valuable. The companies, the education-/research-sector, and the society all have the same goals, and it requires collaboration and understanding if we are to reach these goals. My company must have access to manpower with the right competences. Beside adequate education opportunities, this calls for a region where people want to live; a region one wants to move to with the whole family, and where one wants to stay on. This involves housing, work availability, schools, communications, health care, after school-activities, and much more. I am convinced that cluster initiatives are incredibly important and efficient when creating relevant common goals”.

The companies’ descriptions of the benefit of cluster collaboration convey a multifaceted picture of the needs and underlying rationale that motivate the firms to allocate time for collaboration with others. This picture is important in order to comprehend the dynamics of cluster collaborations, and that a number of different questions and aspects are involved in how the collaboration benefits are experienced by various actors. These may include issues that will not directly or within a short time make an impact on the company revenue or economic viability. As is illustrated by the viewpoints in Table 2 above, 78 % of the 53 companies and other actors in the Aluminium Works, the Energy Agency, the Furniture Works, and Heavy-Duty Vehicles cluster initiatives were very happy or exceptionally complacent with the work forms in the cluster. The companies believe that collaboration in the cluster to a limited degree has been beneficial to these matters. Regarding the development of the company markets and of products and services, 20 % of the companies maintain that collaboration, to a large/very large degree, has contributed to this. It is furthermore believed that collaboration to a large/very large degree has safeguarded the future supply of manpower and competence. In terms of collaboration with universities/university colleges, 36 % are of the opinion that this is accomplished to a large/very large degree. Only 8 % of the companies agree however to a large/very large degree that collaboration has led to reduced costs, e.g. by joint purchases or increased productivity.
DISCUSSION OF FINDINGS

“Soft and “Hard” Benefits Accrued from Collaborations in Clusters and Networks

The foremost benefit of collaboration in clusters is, according to the companies, “soft”. It concerns experience exchange, networking, and dialogue between companies and between companies, academic institutions and public sector. The benefit has not encompassed “hard” results, like reduced costs, product- and service-development, or development of new markets, in equal measure. Nonetheless, the companies are largely pleased with the work forms in the cluster initiative. As a matter of fact, the most remarkable of the findings is that only 8% of the companies agree that collaboration in clusters has led to reduced costs, e.g. by joint purchases or increased productivity. This is a far cry from other findings in extant literature (Porter, 2000; Curran et al, 1993; Martin & Sunley, 2011; Menzel & Fornahl, 2010; Karaev et al 2007; Venkataramanaiah & Parashar, 2007), that geographical proximity brings so-called agglomeration effects in terms of higher specialization, innovation and knowledge transfer, which results in costs reduction and improving the competitiveness of industrial sectors, regions and nations.

The above-mentioned anomaly seems to be in contrast to the basic assumption of open innovation model (von Hippel, 2001; Chesbrough, 2003) that much of useful knowledge to develop new products and services lies outside the boundaries of the company. This is particularly vital for SMEs as they often lack resources and capabilities (Antoldi et al 2011; Cerrato & Depperu, 2011) to manage the whole innovation process on their own in order to turn their inventions into products or services. We, therefore, suggest cluster as a tool for alleviating these challenges, as there is mounting evidence that clustering and networking help SMEs to raise their competitiveness (Venkataramanaiah and Parashar, 2007).

However, firms perceptions of benefits accrued from regional cluster, illustrate the complexity of the underlying motives for the companies’ participation in clusters. A number of different aspects of long-term sustainable growth of the companies and of the region are involved. In the literature review section, we mentioned that clusters alone cannot solve the complex problems and constraints encountered by SMEs and break the vicious circle of SMEs to reach the next level of growth (Dasanayaka & Sardana, 2010). However, clusters, unlike networks, are not based on membership. They are simply geographic concentrations of interrelated companies and institutions of sufficient scale to generate externalities. The minimum number of firms with common or overlapping needs to be acknowledged as a “cluster” is the number that attracts suppliers and specialized services and resources.

Figure 1, which emerged from our findings, aptly depicts an explanatory model of cluster and regional growth. It shows that successful regions base their growth and development on established
areas of strength; they do not seek to develop completely new activities, but rather build on tradition, history, and competence in the region. Success does however not come from acting in the same way as always. It is rather the capability of renewing and developing existing assets in a region that creates the preconditions for competitiveness and growth in companies and regions. Renewal and development of existing assets place focus on the capability of innovation and entrepreneurship in the region, and need individuals that (in collaboration) engage in development, renewal, and enhancement of these assets into new products, services, and production processes that can compete on a global market.

Innovation capability and entrepreneurship at an individual level do however not sufficiently explain why certain regions are more successful than other regions in terms of creating the necessary preconditions for growth in companies and in the region. In prosperous regions, there is a contexture, a regional innovative environment founded on a common consensus, and a capability of interaction between actors from different sectors of society. This is about cultures and values, attitudes towards change and development, along with a framework for interaction between various actors. The regional leadership decisively affects the capability of a region to cultivate common values and joint actions. A regional leadership, capable of creating a common consensus and establishing different forms of interaction, where different actors in the region are moving in the same direction, is imperative for building a regional innovative environment that promotes competitiveness and growth.

Figure 1: Towards an Explanatory Model of Cluster and Regional Growth

In a nutshell, it can be deduced from the model (Figure 1) that interaction can be viewed as a four-phase process. It starts with dialogue (to mobilize actors and resources) (Håkansson & Waluszewski, 2002; Van de Ven et al., 1999) and consensus (the forming of a common strategic idea around the present level and the should-be level). The process continues with collaboration (the forming of
common action plans for implementation) followed by joint action (implementation of the commitments and activities within the developed common frame and strategy). Partnership may also be regarded as a process over time, where the actors gradually acquire a shared view, with faith and trust simultaneously maturing between the actors, thus facilitating joint commitments and inputs (Ciravegna et al., 2014; Johanson & Lundberg, 2011; Ter Wal & Boschma, 2011; Zeng et al 2010; Kontinen & Ojala 2011). The process calls for, and denotes, developing a social capital that connects actors (see findings above on salient features of strategic collaborations platform). This is particularly important when the setting consists of actors with different organizational cultures: large firms and SMEs (i.e. industry), universities and research institutions (i.e. academia), as well as national and regional authorities for building the legal or incentive framework of innovation (i.e. government) (Lecler et al, 2015).

These observations are in line with the basic assumption of open innovation model (von Hippel, 2001; Chesbrough, 2003) that much of useful knowledge to develop new products and services lies outside the boundaries of the company. This is particularly vital for SMEs as they often lack resources and capabilities (Antoldi et al 2011; Cerrato & Depperu, 2011) to manage the whole innovation process on their own in order to turn their inventions into products or services. We, therefore, suggest cluster as a tool for alleviating these challenges, as there is mounting evidence that clustering and networking help SMEs to raise their competitiveness (Venkataramanaiah and Parashar, 2007). Consequently, despite the great success and interest that the topic has stimulated in both academics and practitioners in the past decade, several areas such as open innovation in small medium enterprises, open social innovation and outbound open innovation need further investigation.

CONCLUDING REMARKS AND IMPLICATIONS OF THE STUDY

Mapping the salient features of existing clusters and networks and unveiling firms’ perceptions of benefits accrued from regional cluster, as accomplished in this study, is the first step in a cluster development process. We mentioned earlier in this paper that we aim to highlight the importance of interaction within and between society’s stakeholders and how clustering and networking can contribute to long-term value creation that strengthens the competitiveness of companies at the domestic level as well as in international contexts. This study takes its point of departure in complex and interactive learning processes being able to help to create positive synergies in which actors with different goals, perspectives and expertise are involved in the work and contribute their respective views on how to work toward common goals. The basic premise is that companies and organizations can no longer rely solely on their own core competence and innovation capabilities but must work...
together across organizational boundaries to manage a dynamic environment. This is particularly vital for SMEs because they are seldom able on an individual basis to produce the competence development, technology coverage, marketing skills, etc. that are required for meeting all demands from the environment (Antoldi et al. 2011; Cerrato & Depperu 2011). However, these functions may well be developed by the companies if they collaborate (Carbonara, 2002; Osarenkhoe, 2010). They will hereby be able to acquire strategically crucial knowledge that can be converted into new products and services, realizing the dynamic potential of small enterprises, and in the end, this contributes to economic growth.

Although many countries all over the world have developed cluster policies and programmes to enhance the impact of their research and innovation policies (Porter, 1990; Säll, 2012), and clusters provide governments with an excellent opportunity to address social and economic challenges through business development and innovation support programmes, clusters have to be considered as a tool not as an objective in itself. Findings from this study which led to the identification of “Soft and “Hard” benefits accrued from collaborations in clusters invariably strengthen our understanding of the prerequisites for regional growth and competitiveness. In addition to these, “soft factors” such as regional leadership/governance, interaction- and joint action capabilities, the importance of a consensus and a social capital, an increased impact are also identified. These critical factors are summarized in a model which unveils the factors relevant to cluster development and regional growth and how they interact with each other. Some implications of this study are outlined below:

Lessons learned from the preceding sections aptly depict that innovation capacity in companies, clusters and regions is an increasingly important factor in the development of competitiveness and growth. In order to establish a long-term competitiveness, continuous development of new products, services, and production processes is crucial. Innovation capacity is, along with entrepreneurship, decisive for sustainable development of companies and regions. In other words, efforts made to stimulate growth and competitiveness amongst companies and regions is increasingly being focused on developing and renewing the resources available in the region. To achieve this requires a strategic collaboration between various actors from various settings - businesses, private and public organizations and academic institutions. Thus epitomizing the notion that innovation entails new ways of configuring the resources of many actors, where the goal is to generate value for all of the parties involved. This places high demands on both internal coordination in existing supplier chains as well as the ability to work together across industry and institutional boundaries.

The dynamics between short-term and long-term goals cannot be overemphasized in this case study. It is crucial to show results and tangible benefits early. As a matter of fact, the most remarkable of the findings is that only 8 % of the companies agree that collaboration in clusters has led to lowering costs,
e.g. by joint purchases or increased productivity. This is a far cry from other findings in extant literature. Indeed an anomaly that requires further scientific enquiries. It seems that short term goals are important in order to attain driving force in the process. This creates the necessary conditions for a more strategic and long-term effort (e.g. firms establishment in cultural distance markets). Processes of this kind demand perseverance and trust between the actors in order to succeed (Niu et al 2011; Malecki & Fornahl, 2012). In the world of clusters, much of the public funding is founded on a project perspective. Since the definition of a project, according to respondents, in all simplicity comprises start-end and budget, and a process really do not have an ending, distorted expectations might rise among the stakeholders. It must be made clear to actors in the clusters right from start that the process is one thing, and the projects within the process are another. Achieving tangible results from a cluster initiative often takes years. The perseverance and trust among the stakeholders are by that time put to test.

More research is needed on how SME clusters could be significantly upgraded to enhance the levels of cluster productivity and participation in international markets. However, mapping of existing clusters and networks, as accomplished in this study, is the first step in a cluster development process. Since cluster concept has been shown to be an efficient instrument for strengthening regional and national economies (Johanson and Lundberg, 2011; Venkataramanaiah and Parashar, 2007)), future studies should focus on its applicability for improving the competitiveness of participating SME, by conducting a thorough analysis of cluster. Such analysis can help diagnose a region’s economic strengths and challenges and identify realistic ways to shape the region’s economic future. Future research directions in clustering should also include the constraints associated with innovative capacity. Constraints are due to the variables related to firms’ innovativeness in a specific territory, such as the rate of labour mobility, technological development, and the consideration of dynamic effects of spillover issues together with specific characteristics of the environment. Unique regionalization effects of the business environment on firm’s innovativeness (e.g. legal, supplier, and customer profiles) as well as the actors (e.g. government’s role) are also supplementary issues that ought to be emphasized in future research.
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ABSTRACT

Our research explores the Italian banking sector. In particular it focuses on the analysis of the cyber risk management in Bene Banca, a Credit Cooperative Bank (BCC) in the North-West of Italy.

This research represents a case study that can help us understand the context and the main characteristics of the methodology implied by Bene Banca in managing cyber risk. Data were collected through semi-structured interviews of an open-ended nature and questionnaires to directors, members of the audit committee, risk managers, compliance managers, internal audit function and anti-money laundering responsible.

We decided to concentrate on this small bank because of its size and its role on the local territory and because the cyber risk management is outsourced.

Furthermore we focus on the topic of cyber crime because IT attacks have increased drastically in recent years, both in terms of complexity and resources, and they cannot be stopped by single organizations, because they need a response at country level.

Consequently this paper has been motivated by the gaps in the understanding and in considering cyber risk and cyber risk management as an integral part of the business management.

Keywords: cyber risk management, credit cooperative bank, cybercrime, threats, IT, case study

INTRODUCTION

Companies with the constant need to adapt to the needs of the surrounding environment have increasingly developed information and communication technologies (ICTs), leading companies to be heavily dependent on cyberspace.

In the banking system in particular, nowadays in order to be competitive, each bank must be increasingly connected to the technological world. However, cyberspace and its components are influenced by a high number of potential hazards. First of all, since they are complex and rapidly evolving systems, their vulnerability is always present. One or more of these vulnerabilities can be
exploited by hackers that illegally might have access to an organization's IT systems, allowing them to read, steal or delete critical information, or even take control of their IT or physical resources. These vulnerabilities make cyber risk very relevant from the point of view of both financial and reputational risks.

In this paper we want to analyze how a small banking reality addresses this issue.

The bank is Banca Credito Cooperativo di Bene Vagienna - BeneBanca, an Italian credit cooperative bank in the North-West of Italy.

The banking system of the Credit Cooperative in Italy finds its origins in the last quarter of 1800. Since their inception, these institutions were closely linked to the local communities in which they were established, in fact thanks to the deep knowledge and mutual members of the community, their family situation, their personal reputation were singled out to creditworthy people. Since then, Rural and Artisan banks have maintained a very close relationship with the territory of reference, weaving their own story with that of the communities, as to be “local banks call”. The rural banks were able to grow in number and spread over time, supporting the socio-economic development of their local areas.

In 1993, the Banking Act lays down a radical change since the naming ranging from "Rural and Artisan banks" to the current "mutual banks". By means of this decree are not operating limitations of BCCs that can offer all the products and services of other banks.

The system of mutual banks in Italy today includes 364 banks for a total of over 4,400 branches throughout the Italian territory. The employees of the banks are over 37,000.

In total there are more than one million and two hundred thousand members of the mutual banks and mutual banks are more than 6 million customers.

In December 2016, total managed amounts on behalf of customers - consisting of direct deposits and indirect deposits - amounted to EUR 977.2 million. Direct collection amounts to 599.3 million euro. Cash receivables with customers net of value adjustments (asset item 70) amount to euro 460.3 million.

Our research, as it is a case study, fits into this framework. In fact we concentrate on the topic of cyber risk management in a credit cooperative bank.

The remainder of the study is organised as follows: in paragraph 1 a brief literature review is presented, in section 2 methodology and research design are described, paragraph 3 instead presents findings, while comments and discussion follow this section and finally we present the conclusions.

1. LITERATURE REVIEW

With reference to the topic of credit unions and credit cooperative banks, Smith et al. (1981) discussed about the economic theory of these businesses and Labie and Perilleux (2008) studied the Corporate Governance in Microfinance. Several researchers concentrated on this kind of banks, in terms of
characteristics and role within the Italian banking sector (Bonfante, 2010; Agostini, 2009; Costa, 2007; Capriglione 2005; Vella, 2004; Appio, 1996). Zago and Dongili (2014) examined in depth the impact of the financial crisis on the Italian credit cooperative banks and the technical efficiency of the Italian BCCs for the period 2003 to 2012, discussing and testing different specifications and objective functions for BCCs. The importance of local small banks, such as BCCs, was emphasized in few studies. Ferri and Messori (2000) stressed that close and long lasting customer relationship between small banks and firms can promote a favourable allocation of credit for economic growth. Usai and Vannini (2005) distinguished among various types of banks while studying the finance-growth nexus in Italian regions. Good capitalisation, stable funds availability and liquidity give BCCs the ability to provide credit even during the recent financial crisis, replacing other banks suffering more from the credit crunch. These elements positively affect the local community in which the BCC operates, by supporting families and the development of businesses. In 2007-2008, the financial crisis caused significant new problems in risk assessment and management. As a consequence, some researchers tried to locate the perimeter within which identify the financial risk and study methods for good management, in accordance with the requirements of Basel (Álvarez and Rossignolo 2015; Angelini et al. 2011).

This research is a contribution in the field of cyber risk management and cybercrime in the banking system.

There are several works using different methodologies that focus on cyber risk. They concentrate on cyber security as a tool to manage exposure to IT risk and protect an organization against a new form of business loss (Biener et al., 2015; Mukhopaday et al., 2013; Mukhopaday et al., 2005; Laurence et al., 2003). Others focus on specific tools to mitigate this risk (Hoffman and Ramay, 2011; Hieb, 2007). There are some professional guidelines that underlines the importance of building cyber resilience (PwC, 2015; MMC, 2016).

They all stress the importance of developing sound risk management and an appropriate approach, without mentioning a possible solution for companies. In particular, in the business literature, little has been studied in the subject of the banking world and its problems in dealing with cyber risk.

2. METHODOLOGY

Research design

A case study design using multiple levels of analysis was employed for this study. This approach was necessary to ‘get close’ to the actors’ perspectives on the complex processes of network interaction (Blackburn and Kovalainen, 2009; Curran and Blackburn, 2001). Data sources included interviews with directors, members of the audit committee, risk managers, compliance managers, internal audit function and anti-money laundering responsible. The case reported here is represented by Bene Banca,
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a small credit cooperative bank in Piedmont, North-West of Italy. It was founded in November, 14 in 1897. We decided to concentrate on this small bank because of its size, its role on the local territory and because one of the authors is a member of the audit committee. Furthermore this is the second step of a far deeper analysis that would involve other realities, by elaborating a multiple case study. In addition, it is interesting to analyse how a small financial institution assesses and manages cyber risk.

Data collection and procedure

The case study research was conducted by the authors over a period of six months from September 2016 to February 2017, during which time the main method for data collection was through semi-structured interviews of an open-ended nature. Thirty-five interviews were conducted in total, from which eleven interviews were carried out in the case study reported here. The major data collection was accompanied by a brief questionnaire. The purpose of the questionnaire was to collect information regarding the risk methodology employed to manage cyber risk and to build RM capability.

The study has the aim to formulate research questions by problematizing some dominant assumptions in existing research (Davis, 1971). In particular, the main research questions are the following:

- Research question 1: How do a small financial institution manage cyber risk?
- Research problem 2: How effective is the methodology pursued?

This approach would support a more reflective-scholarly attitude (Abbott, 2004) and consider a different epistemological approach.

In this case the epistemological approach is that of induction because it finally helps reach a verdict on the hypotheses, previously analysed in the phase of abduction, and the nature of the verdict is dependent on the number of testable consequences that have been verified.

Furthermore, we decided to focus on the topic of cyber crime because IT attacks have increased drastically in recent years, both in terms of complexity and resources, and they cannot be stopped by single organizations, because they need a response at country level, as they tend to diminish its economic prosperity and independence.

Consequently this paper has been motivated by the gaps in the understanding and in considering cyber risk and cyber risk management as an integral part of the business management. And the attention here is on a critical infrastructure (as defined by the NIST Framework, elaborated by the FSSCC), which is also a small company.
3. FINDINGS

Thanks to the interviews and questionnaires, we found that Bene Banca applies a methodology common to all banks in the consortium. The consortium carries out an outsourced function to the bank in relation to IT risk management. This function complies with:

- Banca d’Italia - Circolare n. 263, of 27 December 2006 15° update of 2 July 2013;
- Provisions provided by applicable privacy laws (D. Lgs. 196/2003 “Codice in materia di protezione dei dati personali”, and subsequent measures of 10.13.2008 and 11.27.2008);
- “Linee guida per la definizione di una metodologia di analisi del rischio informatico e di un processo di gestione del rischio informatico” - Support Project adjustment to the 15th update of 263/06 - new information technology and business continuity - September 2014;
- “Policy di Metodologia di analisi del rischio Informatico” Risk Analysis methodology - Support Project adjustment to the 15th update of 263/06 - new information technology and business continuity - in January 2014;

In addition this function follows international best practices, such as: ISACA Cobit 5 for Risk; ISO/IEC 27001:2005 Information technology - Security techniques - Information security management systems - Requirements; ISO/IEC 27005:2011 Information technology - Security techniques - Information security risk management; and ISO 31000 Risk management - Principles and guidelines.

The Cyber Risk Model contains a representation of the elements and scenarios that must be considered in the field of Cyber Risk, defined on the basis of best practices in the industry.

The Cyber Risk Model consists of:

- business processes of banks;
- the representation of the main elements IT (risk factors);
- the relevant relations between elements and processes;
- threats that insist on such elements;
- the related impact on the business of the banks.

In particular, in the IT environment it is important to identify all the IT Application on which may insist Threats of IT; relationships between IT resources and the ways in which banks perform integration of IT risk with Enterprise Risks, especially reputational, strategic and operational.

It is illustrated a representation of the elements and of the scenarios that characterize the Model, and which therefore must be considered in context Risk Computer.

a) Business Processes

They are a component of the IT risk model since they contribute, through the hazards to which they are subject, to:
• assessment of impacts associated with the Risk Scenarios relating to the components of the information system that support them;
• Identification of critical components of the computer system.

b) Business Organizational Units

The contact people of the organizational business units of banks in the consortium are the reference actors for the evaluation of impacts. Among them, the Banks of the Consortium identify Users Officers representing end-user systems and IT applications and in dealing with internal ICT Department to the Bank.

c) IT Elements

The complexity of IT elements that must be analyzed and evaluated within the model, using a proportional approach to the analysis dimensions, is described below.
• IT services: consist of one or more IT applications, whose purpose is to support the delivery of the functionality required by business processes to achieve its strategic and operational objectives.
• IT Applications: a group of components in support of one or more IT Services.
• IT Processes: the management and governance of IT operational machine common to all IT applications.
• Infrastructure: elements of the model constituted by the technological and infrastructure components that support the operation of the other IT elements.

d) IT Threats

The IT threat is any event or circumstance that may lead to negative consequences (impact) on information systems. Any threat can be characterized in terms of vulnerability of the components of the computer system, exposure of the components to the threat and types of consequences, whereas some threats can be realized according to different modes.
The IT Threats are declined according to a hierarchical structure (Threats of I, Level II, Level III, ...) depending on the granularity of the same. This organization supports the Risk Analysis implementation at different levels of detail, depending on the availability and quality of information available on the elements to be analyzed.

e) Risk Scenarios Computer

It defines "Cyber Risk Scenario", or simply "Scenario IT Risk ", a homogeneous set of IT threats that can cause a certain type of impact for the business.
The main features of the IT risk scenario are:
• identification of a type of consequences for business and, accordingly, the association or one or more IT threats that have the character to generate the sort of consequences identified by the scenery or
one or more types of operational, reputational, strategic and compliance defined by the methodology in place at the individual bank of the Consortium;

- Association, through threats, to one or more elements of the IT model;
- definition, for banks, the rules of distribution of impacts from the Enterprise Risks on IT Threats;
- definition of the rules of distribution of probability values associated with threats;
- Identification of security measures to mitigate the risk associated Threats to the scenario.

The outsourcer for the portion of outsourced resources by the Bank is in charge of preparing, updating of IT Risk Scenarios and related documentation.

f) Probability of occurrence

The probability of occurrence of one or more IT threats is the frequency with which they may occur on one or more IT elements in a given period of time causing an impact on the consortium that will result in a negative impact for the Bank.

The estimated probability of occurrence, as well as the characterization of the associated risks, requires specific skills and knowledge of the IT environment, as well as the availability of appropriate time series.

g) Impact of IT

The impact of IT is the negative consequence for each bank of the Consortium, caused by the realization of one or more IT Threats. A IT Impact can be assessed qualitatively or quantitatively and includes economic damage, operating costs, violations of regulatory compliance and can be evaluated as part of the risk management process.

h) Measurements of IT Security

A IT security measure, whose main purpose is to reduce the risk that hangs over a computer IT element where it is applied, may act by reducing the exposure of a certain element to a IT Threat or limiting the impact of a threat. A security measure may act with respect to the various threats with a different degree of effectiveness which is defined as the level of risk that the measure helps smooth.

The set of security measures, called "IT Security Measures Library", is defined by identifying all the measures that have the ability to mitigate the impact or likelihood of occurrence of the threats contained in the "IT Threats Library". The library may take into account the fact that different security measures can act alternately in order to mitigate the risk associated with a threat to an appropriate level. In the identification of Security Measures to counter the IT Threats must be taken into account all the policies, procedures, regulations and guidelines in order to identify easily organizational security measures and procedural.

The methodology therefore identifies the essential safety measures for the mitigation of risks related to IT Threats associated with a scene.
The principles that have guided the definition of the Technological Risk analysis methodology are: the consideration of the impacts of ICT on the corporate operation risks; the desired level of granularity for analysis; compliance with general principles such as repeatability of the methodology, compliance and consistency with regulatory, and feasibility.

The prerequisites including the main stages of analysis and IT risk management are:

- **Defining the Context**: establish the main parameters of the process, collect all the key elements of the IT risk management process, define the scope of analysis and prepare a work plan;
- **IT risk identification**: identify the risk scenarios applicable to IT resources object of analysis. For the correct identification of the applicable scenarios it is necessary to consider the consequences defined by each scenario and determine whether such impact may occur on the Application IT under examination;
- **Census of IT applications**: identify IT Applications in the scope of analysis to provide sufficient information for risk analysis. This level can be redefined in successive sessions of application of the methodology;
- **Identification of IT Risk Scenarios and Threats**: such as Total Unavailability of information systems, Degradation of service quality, Breach of data privacy, Compromised data integrity, Loss of Data Quality. The association between each scenario of IT Risk and Threats IT is contained in the "IT Threats Library".
- **Definition of metrics for the evaluation of the probability of occurrence**: the evaluation of the probability of occurrence of one or more IT threats is calculated on the basis of certain assumptions criteria and the subsequent evaluation of the likelihood is represented using a qualitative scale of increasing levels of probability assessment: "Very Low", "Low", "Medium ","High", "Criticism". It is defined: a)Very Low: probability that an event will occur 1 once every three years; b) Low: probability that an event will occur 1 once a year; c) Media: probability that an event will occur 1 time every 6 months; d) High: probability that an event will occur 1 once every 3 months; e) Criticism: probability that an event will occur 1 time per month.
- **Definition of metrics for impact assessment**: the impact assessment is performed taking into account at least the aspects regarding a) the economic impact resulting from reduced or absent in the Bank's ability to generate profits through its business processes, arising from destruction or damage to physical or logical assets, of any penalties arising from non-compliance with contracted, connected service levels impossibility to comply with a legal obligation due to the occurrence of the adverse event; b) operating cost related to staff that is employed in the resolution of adverse event that occurred phases, supported by the Bank to compensate for the failure to support IT; c) the risk of non-compliance for compliance violations that may occur as a result of the occurrence of the adverse
event; d) reputational damage to the bank, generated by the event and its adverse package delivery and the modes reputational damage to the bank, generated adverse event and its consequences; e) strategic damage to the bank, generated by the event and its adverse consequences.

- **Definition of thresholds for acceptance of the risk Computer**: the bank defines the correlation to operational risk, as well as their thresholds of risk acceptance, in relation to the Risk Appetite Framework (RAF).

- **Definition of IT risk calculation model.**

In this context, there is the annual production of "synthetic report on IT risk situation."

The process of analysis and management of Computer Risks must be repeated, at least every three years and in any case in the following cases:

- for all new projects related to the development of new IT Services / IT Applications, with particular urgency for the most critical areas;
- for all infrastructural projects that may alter the level of risk previously assessed on infrastructure;
- in the event of serious accidents or deficiencies in the controls carried out;
- in the event of new threats or the dissemination of news regarding new vulnerabilities in IT applications, if either of them is of such magnitude as to be able to significantly change the threat and risk scenarios previously defined;
- In the case of new legal provisions, regulations, standards and industry standards imposed by contract that have effects on the IT and that modify the reference scenarios and may entail risks of non-compliance and, therefore, restrictive measures, sanctions or other measures that can affect the business;
- occurrence of events or threats that may affect the effectiveness of data quality assurance measures and controls covered by the Data Governance perimeter.

### 4. CRITICAL COMMENTS AND DISCUSSION

We have noticed the importance and significance of this risk for the bank. In fact, although it is a small reality, the issue of cyber risk is particularly monitored. This topic is dealt with by Bene Banca in a compliant manner with the rules of the Bank of Italy and has established all the procedures necessary to detect and limit this risk.

We recommend modifying the procedures when specifying that the Computer Risk Analysis and Management process should be repeated at least every three years unless clearly identified in the document. This time frame seems too broad and we propose to see it again as well as the underlying risk is constantly evolving. That because cyber risk requires a prompt reaction when a threat
materialises, while with this long time frame in updating the evaluation model, the bank risks to undergo too heavy damages.

We also suggest to analyze the NIST Framework for Improving Critical Infrastructure Cybersecurity, elaborated from the FSSC, in 2014, which is a conceptual theoretical framework that focuses on the internal organisation of financial institutions and has the fundamental aim to clarify the understanding of the organisation’s business drivers and security procedures. The Framework refers to the risk management process to enable organizations to inform and prioritize decisions regarding cybersecurity. It supports recurring risk assessments and validation of business drivers to help organizations select target states for cybersecurity activities that reflect desired outcomes. From this document there may be some interesting steps in implementing the procedure.

Furthermore, in 2015, CIS Sapienza in cooperation with CINI Cyber Security National Laboratory National Interuniversity Consortium for Informatics translated and adapted the NIST Framework to the Italian context, considering both listed companies and small- and medium-sized enterprises, underlying the differences and the specific problems in implementing the framework.

5. CONCLUSIONS

Our research is a case study, in which we studied in depth the cyber risk management mechanisms of one Italian credit cooperative bank, by delineating the key characteristics of the model implied.

There emerged the difficulties of this small reality to sustain costs related to the management of cyber risk, in fact the elaboration of the methodology is outsourced.

However the topic of cyber crime and threats cannot be underestimate because of the potential impact on reputation, image and market share.

Therefore it is essential, despite laws and regulations, to develop, spread and communicate the right culture at every level of the organisation because every company bases its own activity on people and their values. The proper organisational behaviour impacts on growth and value-creation, not only of the bank itself, but in particular on the local community in which the BCC operates because sound corporate governance and internal controls have become the determinant elements for the stability of every single institution and of the overall financial system.

This last element can help us underline that this study represents the second step of a far deeper analysis regarding the risk management process in credit cooperative banks. In the following analyses we would like to compare and contrast other realities, elaborating a multiple case-study. It would be interesting to evaluate the impact of cyber risk on the overall performance and on the efficiency of these banks.
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AN EXPLORATORY STUDY ON CONSUMERS ATTITUDES TOWARDS ETHICAL FASHION CONSUMPTION: MOTIVATORS AND BARRIERS
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ABSTRACT
This study aims to identify how generation Y consumers approach to ethical fashion, the main factors that motive them for having this kind of a lifestyle and factors which act as a barrier in ethical consumption. In order to find out the answers to these questions, an exploratory study was carried out with three focus groups in Turkey. Through focus group discussions it became apparent that participants find these products unfashionable and expensive and also see it as a luxury lifestyle. People generally approach with skepticism. They perceive financial and performance risk for organic and fair trade products or products made of recycled materials. Consumer’s spendable budget for fashion, lack of awareness and trust are mentioned as the most effective barriers, while beliefs on the health, emotional and social image benefits, environmental and social consciousness are declared to be the motivators behind.

Keywords: Ethical consumption, ethical fashion, sustainability, fair trade, organic, attitudes, environmental consciousness, social consciousness, apparel, focus group

INTRODUCTION
Ethical consumption has gained remarkable attention from both businesses and academia over the last decade (Carrigan et al. 2004, 2011; Carter, 2009; Newholm and Shaw, 2007; Pinto et al., 2011; Szmigin et al., 2009). Szmigin et al. (2009) defined ethical consumption as “positive choice behaviors such as the purchase of fairly traded or environmentally friendly products, and can involve avoidance and boycott of certain goods or companies” (p. 224) which also include issues such as animal welfare, human rights, fair wages, and self-interested health concerns (Carrigan et al., 2004). Another definition was given by Jobber (2006, p. 217) as “the taking of purchase decisions not only on the basis of personal interests but also on the basis of the interests of society and the environment” and it is for that reason ethical consumption, social and environmental sustainability are strongly associated with each other. Sustainable and ethical consumption terms are often used interchangeably as they are directly related concepts (Goworek et al., 2012).
Ethical issues have also come to light in fashion industry (Moisander and Personen 2002, Joergens, 2006) due to the “fast fashion” trend (Paulins and Hillery, 2009 cited in Shen et al., 2012; Chan and Wong, 2012; Joy et al., 2012). Fast fashion means that retailers offer fashionable products in a wide variety, at reasonable prices and also they change their offerings in a very short time (the product lifecycle of these products is no longer than weeks – and even days) in order to gain customers’ attention and make them purchase more often (Bruce and Daly, 2006; Cachon and Swinney, 2011; Kim et al., 2013). Fast fashion strategy has been widespread amongst fashion retailers since the turn of the twenty-first century (Caro and Martínez-de-Albéniz, 2015). Stores like H&M and Zara are the examples of global fast fashion retailers (Mo, 2015; Bruce and Daly, 2006). These fast fashion retailers, including brands such as Wal-Mart, Nike, Disney and Gap Inc., may choose to produce apparel items in developing countries such as Indonesia, China and Thailand to lower production costs with cheaper labor compared to developed countries, because they have to offer consumers at affordable prices (Iwanow et al., 2005). As a result, ethical issues have come out such as labor exploitation in the form of low wages, hiring child laborers, and excessive working hours in countries such as India, China, and other Southeast Asian countries (Clark, 2008; Ro, 2010 cited in Kim, et al., 2013) and ethical consumption gained a considerable attention by the industry and academia. Several studies have been made to understand consumers fashion choices and related factors. For example, Joergens (2006) found that when it comes to fashion purchase, consumers are prompted more by personal needs for the most part to buy garments compared to ethical issues. Manchiraju and Sadachar (2014) mentioned that personal values of self-enhancement and openness to experience influence a consumer’s intention to engage in ethical fashion consumption. Also in this study it was found that women are much more into ethical fashion consumption and age is positively correlated with this behavior. Chan and Wong (2012) studied how consumers make ethical consumption decisions in fashion and found that only store-related attributes of eco-fashion positively influence consumers’ eco-fashion consumption decision. Even though there were plentiful academic research in relation to ethical issues in fashion, the bulk of studies are U.S. and European-based. Until this time, only one study (Kipöz and Atalay, 2015) has been published about eco fashion in Turkey. Belk et al. (1997) suggested that ethical consumption is a phenomenon in which culture plays a great role. Thus examining and understanding ethical fashion consumption in Turkey is essential for the growth of the ethical fashion market.

Given the above background, the purpose of this study is to investigate generation Y consumers’ awareness of eco fashion, and to find out the factors that motivate or prevent them buying those products, or behave accordingly. Generation Y consumers, born between 1977 and 1994, have been selected for this study because they tend to be socially concerned, aware of global issues and
interested in purchasing environmentally friendly apparel (Gam, 2011; Hiller Connell, 2010; Nayyar, 2001; Williams and Page, 2011). Moreover, according to Goldsmith and Clarke (2009) because they are more likely to be fashion leaders there is a high likelihood that it can become a fashion trend very quickly when they are targeted (Hill and Lee, 2015).

**DEFINITIONS OF ETHICAL FASHION**

Even though as Joergens (2006) mentioned that it is tough to make a definition of ethical fashion because there is no standard in the industry, the author described it as “fashionable clothes that incorporate fair trade principles with sweatshop-free labor conditions while not harming the environment or workers by using biodegradable and organic cotton” (p. 361). The criteria for ethical fashion developed by Eco Fashion World (2011) are: (1) Vegan (2) Ethically Produced (3) Artisan (4) Custom (5) Fair trade certified (6) Organic Locally made (7) Recycle and (8) Vintage. (http://www.ecofashionworld.com/Search-by-Eco-Criteria.html) Studies about ethical fashion showed that even though consumers are aware of ethical issues in fashion industry and have positive attitudes towards, when it comes to purchase decision they are not that willful (Birtwistle and Moore, 2007; Joergens, 2006; Niinimaki, 2010). Solomon and Rabolt (2004) declared that there is an attitude-behavior gap in consumers’ ethical attitude and purchasing behavior in apparel industry. There could be several reasons for this gap. According to Joergens (2006) it arises from the idea of their health does not directly influenced by their unethical choice in fashion as opposed to food sector etc. Another reason could be the difficulty to sense and see the impact of ethical product/consumption choices on the environment (Sima, 2014). Besides fashion consumption is symbolic for consumers and people use it to express their selves (Berger and Heath, 2007), “for many consumers drivers to be ‘fashionable’ often outweigh drivers to be ethical or sustainable consumption” (McNeill and Moore, 2015, p.212). Since there is a perception among consumers that eco fashion is unfashionable and the choices in this sector is limited, consumers’ interest in ethical fashion is low (Carey and Cervellon, 2014). In addition, many consumers find eco-friendly apparel and textiles expensive compared to non-eco-fashion products and this lessens their purchase intent (Fletcher, 2008 cited in Fu, 2016; Niinimaki, 2010).

In order to understand which factors affect consumers’ eco fashion purchase decision several research have been conducted (Beard, 2008; Niinimaki, 2010) and attributes of product and retail stores are found to be one of the main reasons.
METHODOLOGY

An exploratory research model was designed in an aim to identify how people approach to ethical fashion, the main factors that motive consumers for pursuing this kind of a lifestyle and factors which act as a barrier in ethical consumption. This approach was considered appropriate for investigating Turkish consumers’ beliefs and attitudes towards a relatively new concept “ethical fashion consumption”. In first and some of the following studies on the subject, qualitative research techniques were employed to reach a deeper understanding on the consumers attitudes also (Carey and Cervellon, 2014; Hassan et al., 2013; Joergens, 2006; Joy et al., 2012; McNeill and Moore, 2015; Perry and Chung, 2016; Shaw et al., 2016).

Study design

As a qualitative method, focus group interviews were planned and conducted with the guidelines of Krueger and Casey (2001); Hair et al. (2003: 224-236) and Malhotra and Birks (2007: 188-194). Focus group study is appropriate for this study with its’ exploratory nature of searching for themes that occur across a topic (Breen, 2006) about which little is known (Parker and Tritter, 2006) to uncover the main ideas behind. To ensure that all focus group discussions were executed in the same manner and with similar principles, a discussion guide was prepared on the topics with the help of research questions in existing literature. In development of discussion guide, established guidelines for conducting focus groups (Kitzinger, 1995; Krueger and Casey, 2001; Wilson, 2006: 115) were used as a base. Moderators gave proper attention to discussions to develop freely with the participation of research subjects interacting with each other (Kitzinger, 1994) and did not interfere in the discussion unless it is necessary. Focus groups lasted for nearly 2 hours for each. Focus group discussions were audio-recorded with permission, with specific notes on the facial expressions and toning of research participants with regarded statements. In analysis and reporting, important themes with most remarkable quotes and interesting findings are presented (Breen, 2006; Folch-Lyon and Trost, 1981; Onwuegbuzie et al., 2009; Rabiee, 2004).

Sample characteristics

The participants were selected based on convenience sampling. Three focus groups were conducted with five to seven people participated in each. These numbers are appropriate according to existing literature on focus group sizes and the number of focus groups to be conducted (Krueger, 1994 cited in McLafferty, 2004; Morgan, 1997 cited in Cameron, 2005). Ages of participants differ between 23 and 35 by an average of 29. This recruitment was to represent generation Y. Ensuring group homogeneity is
recommended in focus groups (Grudens-Schuck et al., 2004; Parker and Titter, 2006; Zikmund and Babin, 2010:105). There was an equal gender mix in one group, while two groups mainly constitute of men or women intentionally to be able to gain a deeper understanding in a more synergetic atmosphere. First group consisted of mostly male, with an age range of 23-28. They are all single and have undergraduate degree. Fashion spend was declared as low to moderate and have low fashion watch in general. Second group contained both males and females, aged between 29-34, who are single and/or married people, and have a relatively higher education degree than the first group. Their fashion involvement was declared as medium - high and spendable budget for fashion clothing is moderate in average. Last group consisted of only women, between the ages of 25-34, all married and have one or two children, with a high school and/or an undergraduate degree. Their fashion involvement was very high and fashion spend was higher than the others also. Before centering on the ethical side of fashion consumption, participants were asked to define themselves as a shopper for apparel products. First group described themselves mainly as who are quality conscious but sensitive to discounts, shop both offline and online, collect product-related information on the internet, social media, from close friends and family. They stated that brand name is important for outwear, shoes, coats etc. They pay attention to quality they can reach within their budget. Second group consisted of quality and brand conscious consumers who are skeptical about price discounts because they do not believe that they are in advantage even with the reduced prices. Social-image is important for their decisions in apparel as well as financial and health issues. Last group was more brand conscious (mostly for shoes, bags and accessories) who shop mostly from traditional stores. They generally declared that if they attach to a specific brand or clothing, they buy it anyway without considering the price tag.

RESULTS

Five major themes were identified from the focus group studies are as follows: familiarity with ethical fashion as a concept, product and consumer characteristics, motivators of ethical fashion consumption and perceived barriers (see Table 1).

Table 1. Research themes and key concepts

<table>
<thead>
<tr>
<th>Themes</th>
<th>Key concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Familiarity with ethical fashion as a concept</td>
<td>Do not buy genuine leather or fur, tend to talk good things about ethical brands they know, generally avoid buying or using second hand clothing except from close family, buy organic clothes in specific categories such as underwear, sleepwear, shoes etc. Skeptic about current implementations: working ethics, social campaigns and eco-certificates The overall familiarity with the concept is moderate Ethical consumption is not a priority for fashion choices</td>
</tr>
<tr>
<td>Product</td>
<td>Consumers are skeptic about the prices</td>
</tr>
<tr>
<td>characteristics</td>
<td>Ethical fashion consumption is seemed as luxury lifestyle choice</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Consumer</td>
<td>An average consumer following this trend is pictured as environmentally and socially conscious, highly educated, female, single or married (have children), between the ages of 25-35, have moderate to high income, a social media user, an activist, and an experienced shopper.</td>
</tr>
</tbody>
</table>
| Motivators      | Health issues  
Consumer conscience  
Contributing to future generations  
Spending for a good cause  
Self-expression |
| Barriers        | Lack of trust  
Price- possibility of overpayment  
Results are not clearly identifiable  
Inadequate informative work  
Inaccessibility  
Culture |

**Familiarity with ethical fashion as a concept and ethical fashion consumption**

On the concept of ethical fashion consumption, organic consumption and its’ effect on personal health was the most frequently mentioned theme. The concept of fair trade and sustainability issues are less known. Most participants mentioned that they are interested in the materials used in clothing production and working conditions/ terms of employees time to time. A participant stated: “I don’t intentionally buy a clothing brand that does manufacturing on bad terms and use harmful materials and dyes for human body. It is important for me that a brand do not employ child labor. Companies must be more conscientious.” (Group 1)

Huge amount of focus group participants mentioned that they don’t prefer to buy genuine leather or fur. A small portion stated they buy organic clothes in specific categories such as underwear, sleepwear etc. (for their children especially). In general, they tend to talk good things about ethical brands they know and boycott unethical acts. They occasionally check for the country a product was manufactured in. On the other hand, people approach the term ethical fashion with skepticism. First of all, they don’t see it as a priority for fashion choices. There is an overall understanding that even ethical fashion consumption is a favorable thing, they do not strictly follow the ethical principles sometimes knowingly and willfully. One female participant mentioned the following on the case: “I am concerned about jeans especially. I am aware of the dying processes and denim sandblasting. I know most firms manufacture in developing or under-developed countries where production is still not under the control of the authorities and employees have less or no legal rights. But to be fair, it does not affect our buying decision for most of us. However I don’t want my child to wear jeans. First for her health. I don’t buy any clothes for her which are produced from that material for now, even if I wear jeans occasionally.” (Group 2) Another participant mentioned the following because she desires
to see the same attention from legal authorities: “Eco-Labels or information on the tags sometimes seem to me not convincing. I approach them with doubt.” (Group 3)

People are generally skeptical about current implementations on fair trade principles. They don’t believe in corporations about working ethics in practice and their activities/campaigns on social responsibility. One participant expressed her feelings on the issue with the following sentences: “Today’s fashion industry killed local tastes and local production. Everybody wear the same things on, we look very much alike. Fashion may lead people to overconsumption, we buy more than we need. I see it as hypocrisy when brands communicate that they give too much attention to it, to us. I do not find it sincere.” (Group 1) There is a general understanding that they are not adequately informed about the results of these campaigns also.

Sustainability is another issue that need to be addressed. Recycling behavior was the first thing participants generally mentioned. They stated that they are careful in electricity and water use, use of plastic materials, etc. But for fashion choices, it is not likely for people to consider the operations of brands in terms of sustainability, at least for now. While exchanging used/old clothes between close family members and friends is a common thing, buying second hand or vintage clothing is not preferable. When asked if there are any brands that they associate with the concept of ethical fashion, brands such as TOMS, PUMA, H&M and as local brands, LCW and PENTİ had been mentioned. H&M was mentioned by three of the respondents for recycling campaign and sustainability concerns. Some declared that they have seen the informative green tags in H&M. While discussion evolved on the ongoing recycling campaign of the brand which is called “conscious”, some participants mentioned that they are skeptical about a sales coupon in return of recycling behavior. They found it unattractive and not credible because of corporate benefits. They stated that they desire to see the results and the reports of these kinds of campaigns.

Product characteristics

In ethical fashion, as already mentioned, it is necessary to pay attention to the use of organic raw materials and the efficient use of scarce environmental resources, taking into account the health and environment of all living things in order to produce products that are not harmful to the environment. It refers that both products and manufacturing conditions may better be harmless for individuals and public health in general, keeping future generations in mind. In terms of organic products and production, people tend to judge the producers and/or retailers by pricing much higher than the market average, even sometimes unduly. Most of the participants expressed that ‘organic means expensive’ to them. Also, most participants describe clothing with organic materials as colorless,
boring, not so useful, not fashionable etc. They expressed their opinion on the topic by relating it to the past experiences and people around who wear. Organic clothing lines generally cover child wear and underwear/sleepwear categories in adult fashion in Turkey. They mentioned them as colorless and boring because they generally see clothing by organic cotton in lighter colors, white, beige, light green etc. Besides they tend to judge the usefulness of the product. There is such an idea in their minds that it is not a material that can be worn for a long time because it may not withstand too many washes or machine wash. For following the acts of ethical fashion consumption behavior (buying second hand clothing, pay attention to recycling, donating or making use of old clothes, boycotting unethical actions, supporting fair working conditions etc.), consumers are less motivated also. There is a general belief that in daily life pursuing these behaviors can be very expensive in terms of money and time and exhausting by physical effort.

**Consumer characteristics**

Participants were asked to describe a consumer that follow out or would follow ethical fashion consumption behavior. First of all, nearly all of them define it in close relation to environmental-social consciousness and education level of a person. A specific group with slightly higher education degree noted that: “This type of consciousness has nothing to do with a school education actually, it is up to self-educating and social and cultural environment in which a person lived and grew up.” (Group 2) According to them it is just not enough to say that a person is conscious and sensitive to environment and society, that person should be able to demonstrate this through every act of daily life. A participant exemplified this by saying that: “Educated or not, someone who uses a jeep can’t claim to be environmentalist or that someone who helps the needy rarely can’t be socially conscious.” (Group 2)

While one participant mentioned that he finds himself environmentally conscious because he never wears genuine leather, another one criticized herself by: “We know much on the subject (recycling, use of scarce resources, use of plastic etc.), but we don’t imply with the rules of a sustainable environment. We don’t act proactively, caring for the future.” (Group 1)

Also age, gender and marital status were often mentioned. The role and involvement of women in fashion consumption differ from men. Participants generally claim that they would be more careful in choices of clothing for their children in the future. According to participants, having a moderate-high income is crucial for shopping from organic clothing brands. Also social responsibility comes with some expenses. Consumer involvement in the concept is needed. For recycling, donating or making use of old clothes or boycotting unethical actions, people may spend from their leisure time. These activities also require cognitive effort. Social media has been a trendsetter nowadays. People
associated ethical fashion consumption to being active and demanding as a consumer in real life and also online via social media. If a person faces a problem with a product, s/he can reach the brand in various platforms if the brand has a social media presence. So social media will provide a unique environment for an activist to communicate own ideas in this regard. In summary, an average consumer following this trend is pictured as environmentally and socially conscious, highly educated, female, single or married (have children), between the ages of 25-35, have moderate to high income, a social media user, an activist, and an experienced shopper.

**Motivators / perceived benefits**

Consumer involvement in the concept of ethical fashion consumption, beliefs on the health, emotional and social image benefits and environmental - social consciousness are found to be the motivators behind. Health issues was the most stated motivator for the consumption of organic products. People are primarily concerned with the health of themselves and their close family members. According to participants, clothes made of organic cotton are more likely to be comfortable, healthy and functional for underwear/sleepwear category especially. For child wear, it is more favorable to wear organic in all kinds of clothes. On social responsibility activities and fair trade topic, the conscience of the consumer is the foreground. Focus group studies revealed the common idea of internal relief by spending for a good cause. Participants generally mentioned that they are emotionally into the subject when they genuinely believe in the acts of the brand. Transparency is important for them as one participant expressed: “I support social responsibility activities of companies. I know brands that communicate their support for local production and producers. I know some fashion brands that donate goods or money to some underdeveloped countries in exchange for a product we buy. I can contribute to those campaigns by paying even an extra price charged for this product. But I need to see the results to be sure whether that brand fulfilled its promise or not. I prefer that brand only if there is a good message on the benefits.” (Group 1)

When brands communicate on sustainability (recycling etc.), people may also approach with suspicion. It is a favorable thing to be able to contribute to future generations by paying attention to such activities. One participant stated: “I don’t have a child. But I care for this issue for my future children and grandchildren. Because I want them to be proud of me, as I am of mine.”(Group 1) But they need to trust this brand and see the effects they make. There is a consensus on the demand of consumers to be informed more clearly and correctly. Brands need to be more honest and transparent in their claims. When asked to describe their overall sensitivity to the environment and social events and whether it affects their consumption behavior or not, one male respondent stated: “It is very
essential in my brand choice, especially recently and from now on. We need to be given much more information on the issue” (Group 2)

On the other hand one female respondent answered the following: “I don’t think it will change my brand choice but I will consider it in my mind for further. I think myself as a conscious consumer anyway” (Group 1) According to another view, brands’ favorable approach to environment and the society is good but again not enough: “To be honest, we don’t prefer a brand only because it is environmentally or socially conscientious but if a brand I like do it so, I may think of buying it again instead of others in the near future.”(Group 1)

Another emotional benefit is self-expression. By purchasing eco-fashion brands and exhibiting behaviors in this way, people can find a way to reflect their thoughts on others. Most participants approached the behavior as an expression of status and lifestyle.

**Barriers / perceived risks**

Even people generally declared that they are conscious consumers for especially health and environmental issues, they are aware that it is not very much the same for their fashion choices. Price can be both a motivation tool and a barrier for consumers. Focus group discussions revealed that for pricing of organic and fair trade products, companies need to consider the value they transfer to the end users. If price is low (lower than or equal to the similar other which are not organic or fair trade), consumers can be skeptical about it based on personal expectations on quality, performance, etc. If price is too high, they may not buy because it is over their budget even they trust the brand. Besides, nearly half of the respondents agreed to buy the ethical fashion brand when it has the same prices or slightly above the non-ethical competitor. The other half supported their decision with justifications on their personal budgets. Some people declared that environment and social issues are not a priority for them. There are many different ideas on the issue. Some of them are as follows: “Am I the only one to save the world?”(Group 3), “I consider buying it for my child, not for myself”(Group 2), “If it is a huge trend, I may follow or buy an ethical fashion brand” (Group 3), “I need to be able to shop whenever I want. I don’t know many fashion brands offering this kinds of products especially near my neighborhood”(Group 1), “They are limited in number and in product variety I think.”(Group 1) Participants discussed the amount that they must earn to continue living on the same standards, and all the other things they need to buy. They think there will be no end in it when it comes to pursuing an ecological lifestyle in metropolis, as one participant mentioned: “We have to buy so many products for several needs in our life. Neither our money nor time is enough.”(Group 3) Another participant declared her view by: “I am not a social or environmental activist. I try to comply but there is so much
to do, so…” (Group 3) With a different perspective, a participant stated this based on his past experiences: “Most ethical fashion brands are of foreign origin. We don’t buy it so overpriced if our local producers do launch ethical fashion brands.” (Group 2)

There were several ideas on consumers’ lack of trust in organic brands. Some ideas presented by two different participants are as follows: “I trust a brand more if it sells organic products only. I need to be sure of the organic production terms.”, “I buy an organic brand with the recommendation of people to whom I trust” (Group 2). People are generally skeptical about ethical fashion. They perceive some level of financial and performance risk for organic and fair trade products or products made of recycled materials. Consumer’s spendable budget for fashion, education-based consumer awareness and lack of trust are mentioned as the most effective barriers by all groups. A respondent interpreted the fact as: “Perhaps such an approach is caused by culture and our current living standards. Speaking for our country, previous generations were more conscious about using clothes properly and they made the longer use of them. But even we have more information around, we don’t pay attention to it and consume so fast and in the wrong way.” (Group 2) Also on the topic, he made a suggestion that brands can make informative campaigns targeting older consumers. Because he find them more conscientious.

DISCUSSION AND CONCLUSIONS

The aim of this research was to understand generation Y consumers’ ethical fashion consumption knowledge, motivators and barriers which affect their purchase decisions for these products in an emerging country, Turkey. When asked, possibility of overpayment due to higher prices was appeared to be the one of main barriers. As Carrigan and Attalla (2001, p.571) mentioned ethical purchase behavior will occur if consumers perceive that buying these products do not cost them in terms of higher price, loss of quality or having to “shop around”. In this study a similar result was found: all participants wish for ethical fashion products were affordable. Turkish Y generation consumers also believe that purchasing ethical fashion products as luxury consumption due to higher prices and lack of availability. Another barrier mentioned in the study was the lack of knowledge of the participants about ethical fashion products. Throughout the discussions, a specific H&M example was given (a fast fashion retailer following organic production and sustainability principles in specific apparel products), but they were not aware of it. For this reason marketing managers of fashion brands should create awareness first regarding ethical products, sustainability and its’ effect on environment and society as a whole. They can use public service broadcasting, social media and trustworthy famous people in their campaigns. As Hill and Lee (2012) stated in their study;
educational providers, companies, and public service sector should work together in order to give a correct description of the general principles of eco fashion and to offer a practical and essential base of knowledge in consumers’ mind.

Participants mentioned that they are skeptical and do not believe in the acts of these firms. This is consistent with past studies as Yan (2003) mentioned that young consumers have high levels of skepticism. For this reason, consumers need to be informed about the ethical fashion products, why they should prefer and the negative effects of unethical fashion consumption. Moreover, companies should convince customers about the sincerity of ethical concerns in production. To convince and gain the trust of consumers, fashion companies may use corporate social responsibility as a tool. As Hartmann et al. (2005) declared that consumers’ general and sustainable buying intentions are considerably affected by perceived corporate social responsibility of firms. This means that if consumers recognize a company as making CSR campaigns they are more likely to make sustainable purchases from it. At this point, it is worth to mention ‘attribution theory’. The attribution theory in the context of CSR is that “favorability towards a social program is likely contingent on certain attributions consumers make concerning the motives behind an organization’s actions” (Du et al., 2007; Ellen et al., 2006; Klein and Dawar, 2004; Menon and Kahn, 2003; Sen et al., 2006; Webb and Mohr, 1998 cited in Walker et al., 2010, p. 663). An attribution (or corporate association) is about feeling or belief of a person about a specific organization (Brown and Dacin, 1997). Past studies have found that these attributions can directly have an effect on consumers’ purchase intent (Ellen et al., 2006). To sum up, understanding what a consumer attributes about firm’s sustainable behaviors is important in terms of affecting their ethical buying behavior. Another barrier mentioned was that ethical products are not fashionable, similar to Joergens’s study (2006). This perception regarding ethical fashion products is opposite of the nature of the fashion. Fashion and trends are the main purchase motivators in the clothing industry (Solomon and Rabolt, 2004) and marketing managers of fashion brands must take this into consideration. Producing aesthetic and fashionable products while taking sustainability issues into consideration is the best thing to do, although it is not easy. Firms should create awareness and need for the category by taking into account the several motivators mentioned before. This study is the start of ethical fashion consumer research in Turkey and can develop into various directions in the future. However this study has an important limitation: it is not representative of all generation Y in Turkey as it was a qualitative study with three focus groups. Further research may examine a broader range of consumer typology, different characteristics and drivers by several ethical consumption behavior respectively. Theoretical models can be applied on the subject with the help of conclusions made on exploratory studies with Turkish consumers.
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ABSTRACT

This paper presents the most relevant Italian scientific teachings and an itemized analysis of the crisis of an important company: Yomo spa which, despite the fact that it first introduced yogurt in Italy, mismanaged strategies, marketing plans and production choices. The objectives of this paper will be achieved with some theoretical considerations based on a qualitative approach including an updated conceptualization of the literature review and references to one case study (Yomo spa). This paper describes some possible mismanagement of a medium-sized company and offers useful reflections to prevent new corporate crises.

There are some practical and social implications: prevention of new corporate crises in Italy and other countries and prevention of depletion of economies, unemployment, the reduction of the gross domestic product and the lowering of the living standards of the people.

Keywords: Causes of Enterprise Crises, Mismanagement, Crisis Enterprise System, Imbalances System Enterprise, Case Study Method.

1. INTRODUCTION, HYPOTHESES AND RESEARCH QUESTIONS: AIMS AND STRUCTURE OF THE PAPER

For many years the dramatic international crisis has been affecting the major economic powers and perhaps Italy is slowly emerging; this event revives the theme of corporate instabilities. As a result of globalization, the current years are involved in the reorganization of the production sector because of the implications of the vast international crisis.

The article points out the importance of economic and financial balance and, at the same time, specifies the possible causes of the looming decline that sometimes in the initial stages escapes the attention of top management bodies, but then appears suddenly when the crisis is already deep and has already caused irreparable damage.

The paper is the result of a collaborative work. However it is possible to attribute to Pietro Pavone: Yomo Spa: the company and its history, the crisis and strategies for the redevelopment and relaunch. The other sections are of Guido Migliaccio.
This paper investigates the Italian situation: first, there are references to thoughts of the best international and national doctrine, and then it focuses on a specific case which stimulates reflections.

This paper aims to answer the following questions:

- What are the most frequent causes of a corporate crisis?
- Has the external environment any impact on the balance of a company?
- What function can be due to a disruption?
- What are the most significant measures derived from the experience of Yomo spa?

In particular, the objectives of this paper are:

- to emphasize the importance of a proper and balanced production of a productive, economic and financial management;
- to highlight how the environment can have a relevant impact on corporate goals;
- to stress that the information system can constantly monitor the operating trends to predict and prevent imbalances, decline and crisis;
- to propose the control of individual business functions that prevent malfunctions which can spread throughout the productive organism.

In the first section, this paper discusses the International and the Italian literature and some notes relating to the most important scientific theories which build the basis for the interpretation of the company crisis.

Subsequently, it will highlight the methodology used inside this article: the explanation of a real Italian company case useful for learning some crisis factors. Furthermore, it will explain the importance of the informative system crisis prevention. Finally, the paper will reach its conclusion: with an efficient informative system, constantly updated and with an expert staff inspired by ethical values, honest and devoted to the company you can identify imbalances and solve the situation before the decline becomes critical.

2. RESEARCH APPROACH
The objectives of this paper will be achieved with some theoretical considerations based on a qualitative approach (Maylor and Blackmon 2005; Yin 1994 and 2003), including an updated conceptualization of the literature review and references to one case study (Yomo spa).

Case study is an ideal methodology when a holistic, in-depth investigation is needed (Djurić et al. 2010) A case is an instance of a more general category. To conduct a case study is therefore to investigate something, which has significance beyond its boundaries. Case studies provide intellectual gearing, making a contribution to a wider debate as well as offering a rounded account of a particular subject. They offer a double return on the research investment. Economics scholars do not have a single theoretical model to underpin their research. They must proceed by inspecting cases rather than by making deductions from first principles. In the absence of overarching theory, case studies are the building blocks from which economic science constructs understanding of the managerial world (Yin 2012, Gerring 2007, Naumes and Naumes 2006).

In this paper the case study is linked to qualitative research. One of the key benefits of qualitative research is that it allows an understanding of the context in which all decisions and actions take place (Myers 2013). It is often the case that human decisions and actions can only be understood in context because the context helps to ‘explain’ why someone acted as they did. This context (or multiple contexts) is best understood by observing the evolution of technology, the economy and culture, which greatly influence people’s behavior.

This paper, therefore, offers results from a specific case study and instead proposes a number of critical considerations taking into account the latest developments, as described by the best International and Italian bibliography. This work offers interdisciplinary value because it originates from the combination of technical, general economic, managerial, ethical, and other fields.

3. LITERATURE REVIEW

3.1 Causes of enterprise crises in international literature (notes)

A large number of studies are devoted to the general economic crisis and its implications on companies. Giesecke et al. (2014) using an extensive data set on corporate bond defaults in the US from 1866 to 2010, study the macroeconomic effects of bond market crises and contrast them with those resulting from banking crises: corporate default crises have far fewer real effects than do banking crises. Even Gonzalez (2015) analyses the influence of the financial crisis on corporate debt maturity for 39 countries during the period 1995-2012. The financial crisis had a stronger negative effect on corporate debt maturity in countries with less bank concentration, while the debt maturity of
larger firms decreased less as a result of the financial crisis than the debt maturity of smaller firms in countries where banks play an important role in the financing of the private sector.

De Fiore and Uhlig (2015) show that the flexibility offered by banks on the terms of their loans and firms' ability to substitute among alternative instruments of debt finance are important to shield the economy from adverse real effects of a financial crisis.

The serious crisis in the international financial system has also stimulated new depth studies on the causes of the crisis are attributable to management errors.

Pirson and Turnbull (2015), for example, focus the responsibility of corporate governance. Contrary to popular opinion the principal cause of the crisis was not sub-prime mortgage defaults but a failure of corporate governance.

In the international literature there are also specialized studies on crisis management. Morel and Chauvin (2016) identify four methodological challenges: modelling and analyzing the crisis management activity of a collective, capturing the flows of information and interactions between actors; identifying the deficiencies in information management; and choosing between on-site and simulated analysis. Topper and Lagadec (2013) aim to clarify why the crisis management world has profoundly changed and how the current understanding of crises and theoretical frameworks is becoming increasingly less adequate. They therefore propose a fractal approach.

The topic of corporate crisis demands the need for an ethics of the economy (Janssen et al. 2015) that must be taught to future managers (Simola 2014).

The theme of relations between crisis management and planning is also widely developed in Pang et al., (2006).

Even corporate communications and advertising, and thus the reputation and image of a company, may have an important role before and during corporate crises, as shown by the studies Ho et al. (2016) and Coombs and Holladay (2006).

Finally, it is necessary to remember that there are numerous studies concerning specific sectors of the economy and also publications related to situations of some States.

3.2 Causes of enterprise crises in Italian literature (notes)

The causes can be divided into external and internal.

Among the internal causes: the possible problems of each business function and especially the information system that did not show malfunctions promptly.
The Italian theories considering the crisis caused by imbalances of the entire company system are numerous (Migliaccio 2012 and 2015).

A first theory (Riparbelli 1950) attributes the crisis to insufficient adaptation of the company to the economic and social environment that leads to the alteration of internal co-ordinations and external relations. This may be due to errors in the perspective of future phenomena, and/or the low elasticity of the company.

A second approach (Prosperi 2003) completes the previous theory, with further considerations: the business purposes are achieved more easily if you get an optimum degree of order dynamic internal and external, closely related, favouring a financial and economic balance sheet. Dysfunctions, which are often in preparation for the crisis, are the effects of a disorder caused by lack of cohesion between inputs, by badly systematized operations or by disharmony between internal and external forces.

A third hypothesis (Vergara 1987) arises from an interpretation of the system company according to which two groups of factors can be identified: the first consists of goals, decisions and actions; the second, however, structures, procedures and institutionalized relationships, processes and flows. This system interacts with the surrounding environment. The crisis could arise from failure of the balances in these reports.

Another hypothesis (Canziani 1986) study the origins of the crisis: the companies taking excessive global profile of risk than management skills. Another theory (Vergara 1988) is developed by identifying the first business purposes: they cannot be limited only to economic dimensions, but must extend to the competitive and social dimensions that are distinct, even if they are closely related to the first. The synergies between the objectives may operate in the opposite direction, starting a company motion representing the descending imbalances, decline, crisis and instability.

You must also consider the argument (Sorci 1987, Viganò 1996, Confaloni 1995, Poddighe 2006), that the origin of every crisis is man’s responsibility and, therefore above all, the responsibility of the entrepreneur. The entrepreneur is responsible in large and small companies, even if the property is distributed among a large number of members.

The crisis can be generated by the alteration of the relationship between the logical categories in constant osmosis that characterize the dynamic business (Paolone 2008): the crisis originated in the possible discrepancies that jeopardize the beneficial relationship transforming, in severe cases, in a vicious circle.

The company consists of three structures: the owner, the business summit and the operating system (Moliterni 1999, Passeri 2011).
A) The ownership structure consists of shareholders who hold venture capital. They take the main decisions and perform functions guidance and control.

B) The entrepreneurial attitude, however, centralized decision-making power, choosing the formula management and strategies to implement it. The entrepreneurial attitude must also organize and govern the operating system.

In order for the enterprise, complex system, to be able to last it is necessary that the interdependence between its different elements are coherent to achieve the goals.

However it can happen that some mutations, especially if unexpected, can generate situations of inconsistency, physiological (if temporary and solvable); pathological (if sustained). Because of inconsistencies the crisis begins (Moliterni 1999). The permanent inconsistencies denote the inability of the company to adapt to the new situation: the company is stiffened on previous consistencies that are inadequate to deal with the current situation, or it is crystallized on new consistencies unsuitable changing situation.

The theory of Vital Systemic Approach (SVA) (Golinelli 2002, 2006, 2010) delivers the business crisis in a different light (Piciocchi 2005): it interprets reality with a business model of the anatomy (as is done) and physiology (how it works).

The crisis would then be due to the decrease in the time of the vitality of the enterprise as a result of low efficiency and effectiveness of government (systemic crisis) and/or operational structure (structural crisis). The Italian theories considering the crisis caused by errors of each corporate department identify crises arising out of errors in strategy, marketing, finance, production, organization, function research and development, in the information system.

4. YOMO SPA: THE COMPANY AND ITS HISTORY

Owned by the Vesely family, Sitia Yomo Spa was the company that created the yogurt market in Italy. It has operated since its establishment, mainly in manufacturing and marketing of yogurt to which, later, were added productions and tradings of milk, cheese and other dairy products distributed throughout the national territory.

Yomo was born in 1947 when Leo Vesely created the homogenous yogurt (hence the name Yomo), after several attempts and laboratory experiments on the properties of lactic acid bacteria. Following several acquisitions, which made it possible to incorporate key brands and to extend the offer, which was originally not including cheese and dairy products, the industrial activities of the group came to be “detected” from Sitia Yomo spa, from subsidiaries “Torre in Pietra spa”, “Istituto Italiano Fermenti...
spa”, “Centro Sperimentale del Latte spa”, “Caseificio Pasquale Pettinicchio spa”, “Caseificio F.lli Merlo spa” and the subsidiary in fact “Leo Marven System Spa”.

By judgment of the Court of Pavia, filed on May 31, 2004, the company was admitted to the agreed group estimate procedure which involved, in addition to Sitia Yomo, the subsidiaries “Caseificio Pasquale Pettinicchio spa” and “Leo Marven System spa”. Simultaneously, the Court authorized the lease of Yomo companies, Pettinicchio, Merlo and Leo Marven System to the vehicle Yogolat, specifically established by the Granarolo Group to manage the operation. Therefore, in 2006, the company took part in the transfer of receivables, relating to investments and properties of Granarolo, and then Yomo Group, was sold on the 22nd of July 2008.

With the acquisition of Yomo, even Centro Sperimentale del Latte spa became part of Granarolo group. The table and chart provided below shows the amounts (in thousands of euro) of Yomo turnover from 1996 to 2004. It is represented in the charts how the Yomo Group has always made most of its turnover in the mass distribution channel; the least share of turnover resulting from the catering and restaurant sector.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>159,035</td>
<td>162,221</td>
<td>172,076</td>
<td>196,390</td>
<td>206,720</td>
<td>208,044</td>
<td>180,809</td>
<td>183,857</td>
<td>29,781</td>
</tr>
</tbody>
</table>

Table 1. Sitia Yomo Spa turnover from 1996 to 2004 (values in thousands of euros)

5. YOMO SPA: THE CRISIS

To understand the crisis of YOMO it is necessary first to understand the competitive dynamics of the industry of yogurt in the years preceding the crisis.

The following chart sets a comparison in terms of market share between the four main players in the yogurt market from 1994 to 2000.
In particular, the yogurt market in Italy during 2000, had a value of over 750 million Euros and cooperated with about sixty manufacturers of yogurt, the majority of which were multi-product companies, constituting the yogurt just one of multiple managed businesses. 60.3% of this value was achieved by the first four companies: Yomo, Danone, Parmalat and Muller, with the market share referred to in the above diagram.

The loss of market share of Yomo is clear; the graph draws attention to the growth of Danone, the stability of Parmalat and the rise of Muller, which emerged in the late nineties.

The Italian yogurt market set entry barriers in order to protect itself from new possible competitors. This belief was confirmed by the failure of the attack in 1992 by one of the most important worldwide companies: Yoplait, part of the French Kraft Group.

In 1996 there was a second attack by Muller, a German company very strong in the field of yogurt and dairy products in Germany and Britain. This time the experiment was successful (table n. 2): as a consequence, the market became sensitive to a specialized market niche.

During the same years, Yomo invested economic efforts in terms of marketing and advertising, without reaching the desired effects. A significant example is the Yomo advertising campaign of the late nineties, “as Yomo you can find only Yomo”: while Danone communicated the importance of a health-conscious yogurt, Parmalat a quality yogurt and Muller considered yogurt as a hedonistic pleasure, the slogan of Yomo was an empty message: apparently the company had nothing to communicate.

The crisis that Yomo has gone through has thus been a crisis of economic and industrial nature, revealing the financial imbalances that led to negative economic results.
2000 was the most critical year for Yomo and marked a clear break with the past. In spite of very adverse balance sheet data Yomo, still remained the company holding the largest share of the yogurt market. The turnover, although declining, was still in line with the principal direct competitor: Danone Italia.

The sales volume in 2000 was accounted for by approximately 81% of sales of yogurt and 19% for cheese sales. This explains why Yomo has suffered the rise of Muller in more than its competitors: because their offer was more vast and so they were less exposed to the only yogurt market risk. This difference played a crucial role: the preponderance of the business “Yogurt” that has always been the main source of revenue for Yomo, became one of the major causes of decline.

The management wasn’t able to read the competition strategy implemented in the market where Yomo operated. Guatri (1986) states that the methods based on intuition “are based on the recognition of the external factors of crisis”. Working in declining sectors, progressive loss of market share, production or sales inefficiencies are external elements indicating a state of decline of the company. As shown by Muller, Yomo has not been able to interpret the evolution of the market or innovate in a market where product innovation meant success.

The brand still enjoyed absolute prestige in 2000 and decisions about Pettinicchio and Yomo made by Granarolo were a proof. Dairy products preserved Pettinicchio brand and yogurts kept the Yomo brand even after the control acquired by Granarolo. These choices can be identified in a strategy of maintaining a strong market position, which the two companies already enjoyed before the acquisition and so before the crisis.

However, from the quantitative point of view, the data resulting from the balance sheet, recorded discontinuity precisely since 2000. The following table n. 2 shows the data of the fiscal year closed on the 31st of December 2000 compared with those of 1999.

<table>
<thead>
<tr>
<th></th>
<th>1999</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current assets</td>
<td>40.763</td>
<td>77.365</td>
</tr>
<tr>
<td>Net fixed assets</td>
<td>105.111</td>
<td>93.591</td>
</tr>
<tr>
<td>Current liabilities</td>
<td>70.828</td>
<td>131.741</td>
</tr>
<tr>
<td>Long/short term liabilities</td>
<td>51.760</td>
<td>27.629</td>
</tr>
<tr>
<td>Net capital</td>
<td>23.286</td>
<td>11.586</td>
</tr>
</tbody>
</table>

Table 2. Main balance sheet items in 1999 and 2000

In 2000 a prompt action was required to reduce the debt of the company by injecting capital and the reorganization of several cost components was necessary, already constantly monitored by management. Current liabilities within a year had almost doubled: in 2000 the amount of assets was not sufficient to cover maturing liabilities. This constituted an important first alert of lack of liquidity.
The net working capital deficit of -40,861, an increase compared to 1999 when it amounted to 37,881, showed a clear short-term financial imbalance, indicative of a precarious enterprise solvency; in 2001 the net working capital deficit widened further and stood at -47,877.

<table>
<thead>
<tr>
<th>Return On Sales</th>
<th>Yomo</th>
<th>Danone</th>
<th>Parmalat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-3.48%</td>
<td>10.08%</td>
<td>9.82%</td>
</tr>
<tr>
<td>Return On Investment</td>
<td>-4.93%</td>
<td>25.94%</td>
<td>2.35%</td>
</tr>
<tr>
<td>Return On Equity</td>
<td>-50.24%</td>
<td>56.24%</td>
<td>6.33%</td>
</tr>
</tbody>
</table>

Table 3. Comparative analysis of the main financial indicators in 2000

Table n. 3 is extremely significant because the comparison with similar entities underlines the economic difficulties. If it is true that in 2000 the yogurt market showed a decrease compared to the previous year by 3.4% in value and by 0.3% in volume (Data source: Nielsen), the data for the indicators ROS, ROI and ROE, in a comparison between the main competitors, it doesn't seem to leave room for assumptions of merely cyclical crisis, confirming, however, an internal inefficiency.

The following table summarizes the main balance sheet items of Yomo 1999-2000.

<table>
<thead>
<tr>
<th></th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current assets</td>
<td>40,763</td>
<td>77,365</td>
<td>65,252</td>
</tr>
<tr>
<td>Net fixed assets</td>
<td>105,111</td>
<td>93,591</td>
<td>93,822</td>
</tr>
<tr>
<td>Total assets</td>
<td>145,874</td>
<td>170,956</td>
<td>159,074</td>
</tr>
<tr>
<td>Current liabilities</td>
<td>70,828</td>
<td>131,741</td>
<td>120,679</td>
</tr>
<tr>
<td>Long/short term liabilities</td>
<td>51,760</td>
<td>27,629</td>
<td>29,162</td>
</tr>
<tr>
<td>Total liabilities</td>
<td>122,588</td>
<td>159,370</td>
<td>149,841</td>
</tr>
<tr>
<td>Net capital</td>
<td>23,286</td>
<td>11,586</td>
<td>9,233</td>
</tr>
<tr>
<td>Balance</td>
<td>145,874</td>
<td>170,956</td>
<td>159,074</td>
</tr>
<tr>
<td>Return On Sales</td>
<td>1.12%</td>
<td>-3.48%</td>
<td>-3.52%</td>
</tr>
<tr>
<td>Return On Investment</td>
<td>1.42%</td>
<td>-4.93%</td>
<td>-4.28%</td>
</tr>
<tr>
<td>Return On Equity</td>
<td>0.03%</td>
<td>-50.24%</td>
<td>-19.45%</td>
</tr>
</tbody>
</table>

Table 4. Main items and financial ratios 1999-2001 (Data source: Aida)

A progressive growth in debt is obtained:
Especially from 2000, the negative trend of Yomo determined financial consequences: as reinforcing the debt in respect of credit institutions and extending the term of payment with suppliers. In 2003 the company’s ability to recover a convenient management and the inability to obtain new equity in the company structure, resulted in the further stiffening of the main financing institution of society and this led to block the activity and sales. In 2000, Yomo had to dramatically increase the rate of borrowing but the economic trend was negative even before.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating result</td>
<td>5.410</td>
<td>2.384</td>
<td>-17.027</td>
<td>2.198</td>
<td>-7.190</td>
<td>-7.319</td>
<td>-8.946</td>
<td>-42.248</td>
<td>-11.168</td>
</tr>
</tbody>
</table>

Table 5. Evolution of net and operating result from 1996 to 2004 (in thousands euros)

Table 6. Return On Sales from 1996 to 2004

It is clear that the painful economic dysfunction of Yomo, which started in 1998 and became permanent in 2000, is another confirmation of a crisis that has its causes in persisting income gaps. Since 2000 we continuously evidence a lack of support for sales combined with an increase in production costs, both productive and commercial. In 2001 the decrease in the total volumes of sales of the products of Yomo Group, caused a logistic activity superstructure with costs not covered, and in 2002 a further reduction in sales volumes and turnover.

<table>
<thead>
<tr>
<th>Year</th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBITDA</td>
<td>4.595</td>
<td>-4.309</td>
<td>-3.920</td>
</tr>
</tbody>
</table>

Table 7. EBITDA from 1999 to 2001 (in thousands of euros)

The productive inefficiency is made evident by the collapse of the gross operating margin and has affected several areas of management: first of all the trading one. The advertising investments, which characterized the action of Yomo, have gradually reduced trade margins, only in 2000, they fell by about 3 percentage points from the previous year. In detail, the costs for advertising and other promotional activities amounted during 2000, to 65.7 billion (old Lira) compared with 54 billion during the previous year.
6. YOMO SPA: STRATEGIES FOR THE REDEVELOPMENT AND RELAUNCH

The crisis of Yomo was known as “stiffness crisis” and had commercial and industrial nature features with financial consequences. In an evolving and dynamic market, with rules and structures far from the original ones, Yomo was forced to pay for its mistakes.

This paper highlights the rigidity of structures and the processes that brought “the inability to adapt, quickly and timely, the company in times of crisis or to the market change (Sirleo 2009)”.

The delay and the inability of the management to oppose the economic decline, allowed the control to fall “in the hands of external actors” - funding agencies in this specific case – “often carriers of partial objectives (the debt rescheduling) (Danovi and Quagli 2012)”.

The gradual decline in total sales volumes of Yomo Group’s products caused a superstructure of the logistics which involved only Yomo, without revealing other events in the sectoral level. In such situations - declares Sirleo - «the only chance to avoid the crisis is a cost adjustment process (Sirleo 2009)». Yomo started to adjust its costs from 2000.

As mentioned, the operating model of the company was totally inefficient; therefore, in addition to the need to offset the negative net financial position, it was necessary to undertake a reorganization of cost components.

The analysis of consolidation strategies implemented by Yomo management for the revitalization of the company was carried out from the fiscal year closed on the 31 of December 2000. Since 2000, the income statement presents settings which are not directly comparable with those of the previous years. Moreover, it is since 2000 that it was possible to notice a change, not just in the management but also in the whole cultural group, with the renewal of different positions.

Yomo and its subsidiaries modified the structure of the entire supply chain by introducing financial and economic recovery plans. In particular, in order to create opportunities for the development it was decided to generate strategic plans aimed at achieving operational synergies (for example, by centralizing non-specialized activities of its subsidiaries to their attention). From the start of the organizational process, Yomo and its tradition always maintained the leadership.

During 2000, the company maintained the levels of advertising investments chosen in the past and subsequently made new and expensive advertising campaigns. In 2001 new lines of products were planned but were put into effect just in 2002: the increase in advertising and promotional expenditure was one of the points provided for in the business plan pursued.
In order to implement the restructuring plan, in the end of 2002, Yomo became assisted by a consulting firm, but the execution of the Business Plan had disastrous effects on the company’s results, with a further increase in costs.

The reorganization also concerned the logistics and distribution system, in the direction of achieving distribution and commercial synergies and seeking economies of scale: with the advent of large retailers, Yomo decided to keep following its own distribution network. Therefore, in 2002 the company decided to entrust the distribution and logistics of the entire Group to Leo Marven System, specialized in refrigerated distribution, which was really necessary for daily consumer goods with reduced shelf life such as yogurt.

During 2002, the reduction of variable costs, the lowering of the break-even point in the industrial and manufacturing costs and the change of managing director were not sufficient for saving the position of the company. In conclusion “the most attractive company, thanks to the power of its brand, had the only chance to agree its output» as stated in Balance sheet at 31.12.2003, Board of statutory auditors’ Report.

7. CONCLUSIONS

The dramatic evolution of Yomo, main protagonist of the establishment of the yogurt market, is a significant case study, whereas the undoubted initial competitive advantage was gradually eroded by its competitors.

Considering the Italian culture and departing from the description of the evolution of Yomo, there are different interpretative schemes that can be illustrated to answer the initial research questions: What are the most frequent causes of a corporate crisis? Has the external environment any impact on the balance of a company? What function can be due to a disruption?

The main error regards the inability to understand the evolution of the external environment and the competitors supply and demand. There are consequent marketing and strategy mistakes that led to a progressive loss of market share.

The missing element was an adequate information system which could promptly understand mutations and also a capacity to innovate gradually adapting to the changed economic reality.

There were also errors in communication that was weaker than that of the competitors. Therefore there was a mistaken strategy, because the advertising was just focused on one product (yogurt) instead of being differentiated on other dairy products.
Obviously, the progressive decline in revenue and profitability was translated into the requirement for cash flow resulting in lacking report sources/uses that gradually generated financial insolvency. In response to the crisis Yomo took inadequate financial measures, reduced sales support and relied too late on inadequate consultation.

Unfortunately, all the strategies to solve the various problems that were first described were inadequate: the company was assimilated by another company. The Yomo brand continues to exist, but production is carried out by another industry.

The limit of this study is the analysis of a single case. It contributes less to building theory than studies with more cases. In order to have a more detailed analysis, it would be necessary to compare the Yomo case to other Italian company crisis cases. This could help to focus on the frequent errors and causes that happen in different sectors. It may be a future development of this study. The development of corporate crisis cases is useful in the scientific sphere to improve the theoretical framework for crisis management. It also helps managers to prevent crises: they must understand the importance of a proper and balanced production of a productive, economic and financial management. They should also always monitor the environment to prevent imbalances, decline and crises, using an appropriate information system.

Every company crisis has its prerogatives! However it’s easy to understand and predict that, in many situations, professional shortcomings and ethical values are the basis of the errors that lead to the closure of business activities.
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ABSTRACT

The present paper tries to advance knowledge on the quality of mission statements in the tourism industry. Despite the importance that strategic management literature have already recognized to a high quality mission statement for formulating, implementing and evaluating firms’ strategy, minimal attention has been given to the understanding of the role and quality of mission statements in tourism firms. Mission statements of cruise companies are, in fact, an under-researched topic, considering that a relevant systematic study does not exist in the literature review. The theoretical analysis is completed by an empirical exploration, where we evaluate, using a content analysis technique, the mission statements of 44 cruise lines operating in the standard/ocean market and in the luxury/niche segments. We employ, in particular, three measure of “quality” derived from academic literature: (1) inclusion of stakeholder groups; (2) mention of specific “mission” components (Target/Customers/Segments; Products; Location; Technology; Concern For Survival; Philosophy; Self Concept; Concern For Public Image; Concern For Employees); (3) reference to four goals assigned to mission statement: disclosure of the sense of future direction, definition of control mechanism, decision making guide, and a motivation tool for employees. The results suggest that the statements fall short of meeting the quality criteria suggested by the strategic management literature and provides useful insights both for academics and practitioners. Variations from the “ideal” and high quality missions are discussed, together with the differences between the two market segments.

Keywords: Mission statement, mission statement quality, stakeholders, goals, cruise companies
INTRODUCTION

The cruise industry has been considered as one of the fastest growing segments of the global travel and leisure business since the late 1980s (Cruise Market Watch, 2016; Dowling, 2006; Wild and Dearing, 2000), reaching over 24 million passengers worldwide in 2016 (Figure 1).

Figure 1. Evolution of the world cruise industry (Our elaboration on Cruise Market Watch 2016).

Despite this dramatic expansion in the last three decades, the cruise industry has only recently attracted increasing interest from academics and practitioners (Papathanassis and Beckmann 2011). Most managerial and economic contributions dealing with the cruise industry refer to the tourism and service management perspectives or to the maritime economic approach, and are focused on several research domains, such as the evolution of the supply/demand of the industry (Dowling, 2006), the economic impact on cruise port destinations (Satta et al. 2015, Penco and di Vaio, 2014; Brida and Coletti, 2012; Dweyer and Forsith, 1998) or cruiser behavior (Caber et al., 2016; Duman and Mattila, 2004). Following the results of an in-depth systematic review of the cruise research literature, Papathanassis and Beckmann (2011) stated that extant literature is still limited with respect to the wide managerial and economic implications stemming from cruise activities. In particular, few academic contributions have addressed the topics of strategic management (strategy formulation, implementation and evaluation) and business administration (managerial accounting, human resource planning and development, supply chain management and outsourcing) of cruise companies (Vogel, 2009), despite the increasing competition in the industry has stressed the relevance of this research domain’s. The present paper tries therefore to bridge this literature gap, focusing on a strategic management issue: the quality of global cruise line mission statements. The relevance of mission statements as a weapon for effective strategic management decisions is highlighted by previous scholars; in particular, the mission statement is the first step in the process of formulation,
implementation and evaluation of business strategy (Pearce and David, 1987) and it helps to communicate the corporate orientation towards different stakeholder groups. In light of this relevance, in the last decade, several managerial studies provided recommendations in order to determine the quality of mission statements (Bart, 1997).

Despite the substantial attention awarded to this matter, a “minimal attention has been reserved to the role and the quality of mission statement in the strategic management of tourism firms” (Kemp and Dwyer, 2003). Cruise company mission statements remain an under-researched topic, given that, to the best of our knowledge, a systematic study on this topic does not exist.

The cruise industry represents an ideal setting to study such issues. First of all, the rapid growth of the cruise industry has brought a significant impact on society at economic, social and environmental level, both positive (i.e. job creation, revenues created by passenger expenditures, capital expenditure for port terminal and office facilities, development of tourism and transport facilities in cruise destinations) and negative (modification of natural and social environment, noise, traffic, increased waste production). Therefore, the relationship with the stakeholder groups and the ability to communicate with them has become more and more critical. Secondly, as the cruise industry is a segment of the global travel and leisure business, a clear definition of the mission may help to better communicate the components of the service management system (package; the role of the personnel; the corporate philosophy). Thirdly, considering that the increasing turbulent environment has forced cruise operators towards growth strategies, a good mission statement can help such companies to meet their strategic objectives in a long term perspective.

In light of these considerations, the aim of the paper is to explore such issues, answering the following research questions (RQ): i) RQ1: What is the quality of cruise line mission statements based on the criteria provided by the mainstream literature? ii) RQ2: Do cruise companies operating in different market segments differ in the quality of their mission statements?

In seeking to answer the aforementioned research questions, the present study contributes to extant tourism management academic literature exploring the role and quality of mission statements of cruise lines companies. The study has also several managerial implications since it clarifies the role of mission statements in accomplishing the strategic direction of cruise lines.

The remainder of this paper is organized as follows. The first section, by addressing the extant literature on the definition and quality of mission statements, provides the theoretical background useful for the analysis in the cruise industry. The second Section proposes instead the followed content analysis method for analyzing the components of the mission statement of the selected cruise lines. The third Section presents the results of the content analysis. The last Section discusses the results as well as
the suggested implications for academics and managers, together with the main limitations of the study and presents indications for further research.

THE QUALITY OF MISSION STATEMENT: A LITERATURE REVIEW

A mission statement “tells two things about a company: who it is and what it does” (Falsey, 1989, p. 3), responding in this way to two basic questions asked by the stakeholders (Levin, 2000, p.93). Other contributions offer a similar definition (Desmidt et al., 2011; Abrahams, 1995; Bart et al., 2001; Collins and Porras, 1991; David, 1989; Drucker, 1973; Ireland and Hitt, 1992). Mission statements contribute to reveal an organization’s products or services, markets, customers and philosophy (Pearce and David, 1987). Sufi and Lyons (2003) consider that mission statements explain the company’s “reason for being”, helping to understand the goals the company is planning to achieve and how it will attain them. Drucker (1974), instead, states that mission statements are the antecedents of the formulation of strategic objectives, because they help to trace a future orientation.

In light of these definitions, mission statements have been considered as tools for the strategic management process. Drucker (1974) recommends firms to define their missions because the definition of a clear and well-designed mission statement makes the company aware of its strategic planning and the feasibility of its strategic objectives. This is the reason why the mission statement should be defined before strategy formulation. Secondly, the mission statement helps the company to translate its strategic objectives into organizational actions and provides a rationale for allocating resources (David, 2007). Mission statements are useful to assert leadership (Klemm et al., 2001) and to inform employees and the entire organization about the corporate strategic direction in order to connect them in the implementation of the strategic objectives. Moreover, a mission statement is an effective public relation tool for communicating with the different stakeholder groups (Falsey, 1989).

Considering all these purposes, Pearce and David (1987) state that high performing firms have a more comprehensive mission than low performing firms. Moreover, previous scholars consider that the quality of a mission statement is generally related to the wealth of its content and the presence of different defined topics (Fitzgerald and Cunningham, 2016, Bartkus et al., 2004; 2006).

In order to evaluate a well-designed mission statement, three criteria have already been used in literature; the first useful method is based on the stakeholder theory (Freeman et al., 2004). While the company has been regarded as an economic entity with the goal of profit maximization and satisfaction of the interests of company owners, Freeman (1994) considers that business objectives should be consistent with the interests of other stakeholder groups. Stakeholders includes both internal stakeholders, i.e. shareholders, managers and employees, as well as external stakeholders, i.e. customers, suppliers, local community, environment. Following this theory, firms are expected to
include their relationships with stakeholders in their mission statement (Abrahams, 1995; Amato and Amato, 2002; 2000; Collins and Porras, 1991; Klemm et al., 1991; Williams, 2008). Ireland and Hitt (1992) state that mission statements can help firms to communicate a positive image to stakeholder groups. Moreover, it is possible to identify the importance of each stakeholder group in mission statements and the firm’s willingness to satisfy their specific interests (Bartkus and Glassman, 2008). Bart (1997) analyzes the mission statements of 88 firms in order to detect the number and the typology of stakeholders identified. He found that the primary stakeholders are “customers”, as they are included in most of the missions (78%), followed by employees (52%), investors (41%), society (33%), and suppliers (21%). Leuthesser and Kohli (1997) confirmed these results: the analysis of 63 mission statements reveals that 91% of the companies mentioned customers; employees and shareholders are present respectively in 67% and 60% of the total sample. In both the studies, the quality of the mission statement is examined in terms of the presence of specific stakeholder groups, such as customers, employees, investors, suppliers, and society (local community, environment).

The second evaluation method of a mission’s statement is related to the attitude of such statement to provide vis-à-vis information about the business “in itself” (i.e. target segments, product, market, philosophy). Pearce and David (1987) consider eight key components of mission statements that have been later extended to nine. An ideal “mission statement” should provide information about a company’s customers or clients, employees, products or services, markets, technology, self-concept, desired public image, philosophy, and strategies for growth and survival (David, 1989, 2007). These nine components serve as a tool for evaluating and writing a good mission statement. Following this idea, other contributions have sought to rename, enlarge, narrow, or redefine these components without changing the main meaning (Amato and Amato, 2002; Bart and Baetz, 1998). Typical words or expressions are mentioned in the mission statements: Dermol (2012), for example, identified the most common words used in the mission statements. The last method for evaluating the quality of mission statements is based on the main goals the mission helps to pursue. Considering the literature on the role of mission statements in the strategic management process, Bartkus et al. (2004; 2006) identify the most cited goals. Mission statements should communicate the firm’s direction to the different groups of stakeholders (David, 2001). Another goal of the mission statement is to provide the correct definition of the structure of the strategic business area and organization (e.g. description of clients, product, technology) in order to prevent managerial actions that are not coherent with these components. Consistently with Drucker (1974), who considers the mission statement as an antecedent of the definition of the entire strategic process (strategic formulation, implementation, evaluation), a third goal is to guide new or non-routine decisions (i.e. new market, new philosophy, new strategy). Moreover, on the basis of Bartkus et al. (2000) who define the mission statement as a communication
tool, mission statements may help to motivate and inspire employees in order to accomplish corporate strategic development. As a minimal attention has been paid to the role of mission statements in the strategic management of tourism companies, and there are not studies focused on the cruise operators, it is useful to explore the extent of the content of the mission statements in such type of companies. The abovementioned three methods will be employed in order to measure the quality of the mission statements of cruise lines companies. Moreover, it could be interesting to observe the differences in the cruise line companies operating in separate market segments

METHODOLOGY AND DATA COLLECTION

The sample was obtained by selecting the most important cruise lines from the Cruise Lines International Association (CLIA), the world’s largest cruise industry trade association, which represents 60 cruise lines. Mission statements were published by 44 cruise companies. Considering that in the cruise industry several cruising markets (bounded geographically and by limitations/substitutability in both supply and demand) coexist (Bull, 1996), the cruise lines belonging to the sample may be classified as: a) standard/ocean market companies (n=15): they offer 7-10 days ocean cruises on large vessels built for mass market cruising and are usually large companies (e.g. Carnival, Royal Caribbean, Costa); b) niche/luxury companies (n=29): they produce river, canal and lake cruises, special interest cruises, such as sailing, education, exploration or luxury cruises, defined as a cruise trip that costs more than $350 per day and serves upper-class travellers (De la Vina and Ford, 2001). The latter market structure is typically fragmented.

Content analysis technique is used to analyze the quality of mission statements expressed by cruise lines. Content analysis is considered a systematic, objective and quantitative technique for obtaining reliable and valid information from narratives (Krippendorff, 1980; Neuendorf 2002). It is a methodology applied by scholars in the study of company disclosure and corporate communication (Boesso and Kumar, 2007). Content analysis is commonly used in order to analyze mission statements (Kemp and Dwyer, 2003; Bartkus et al., 2004; 2006; Stallwowitz Williams, 2008; Dermol, 2012).

The mission statements of each cruise company were obtained by accessing official corporate websites. We identified only 44 companies out of 60 that explicitly enunciate their mission statement in the following sections of their website: “Mission”; “Value”; “About us” “Company philosophy”. In this study, “mission statement” has been broadly defined, including sentences that describe company goals, purpose, products, markets, culture, philosophy and values. Consistent with Bartkus et al. (2004; 2006), mission statement quality has been assessed by three different measures. The first measure (“Stakeholder groups”) is attributed to the main stakeholder groups mentioned by the cruise company. Cruise line stakeholders can be categorized into the following groups: Customers (Cruisers);
Shareholders and Financial community; Employees and Labor Unions and Managers; Society (local community, societal interest groups, environment); Suppliers (i.e. local port agents; port service providers; tour operators: shore excursion providers; ground transportation firms; air transportation/airports; etc.). The second measure (“Components”) derives from the specific components of mission statements defined by Pearce and David (1987): Target/Customers/Segments; Products; Location/Geography; Technology (ships); Concern for Survival; Philosophy; Self Concept; Concern for Public Image; Concern for Employees. The third measure (“Goals”) is consistent with Bartkus et al. (2000) and includes four possible goals pursued by a mission statement: “Sense of direction”; “Control mechanism”; “Non-routine decisions”; “Motivation”. Each mission statement of the selected 44 cruise companies was assessed using the topics inserted in the categories “Stakeholder groups”, “Components” and “Goals”. Three researchers independently recorded whether or not each mission statement is consisting with the topics in the three defined categories. A “1” is assigned if the topic is present, while 0 is assigned if the topic is not present in the mission statement. The results of the content analysis were then compared and doubts were discussed. In order to avoid bias, dictionary meanings and synonyms for the classification of each mission statement were defined “ex ante”. “Customers”, “clients”, “guests”, “cruisers”, “passengers” were employed in order to evaluate the presence of customers in the mission statement. The terms “Employees”, “Crew”, “Members”, “Workforce” determine, instead, the presence of the stakeholder group “Employees”. The operationalization of both the criteria “Components” and “Goals” was more difficult considering that they refer to a broader meaning and can be subjective. In order to avoid bias, for the definition of each topic belonging to “Components”, we closely followed Pearce and David (1987) study. The operationalization of “Goals” followed Bartkus et al. (2004; 2006). In this way, the sense of direction matches the disclosure about the company’s future orientation. When the mission statement pursues the “control mechanism”, it includes at least two of the most significant features of the business area definition (i.e.: industry, customer/segment, geographic scope, technology, distinctive competence). Non-routine decisions concern the definition of values and philosophy, which are useful to meet new strategic objectives. The presence of an evident “competitive or a societal motivational message” could refer to motivation and inspiration for employees.

MAIN RESULTS AND DISCUSSION

The findings of the content analysis are reported in the following tables. Table 1 shows the frequency with which each stakeholder group is mentioned (Measure 1). The total sample (n=44) quotes on average 1.73 stakeholders. For luxury/niche cruise lines the average is slightly higher (1-79).
Table 1. Number of stakeholders included in the mission statement

Table 2 provides, instead, information on the number of mission statements in which each stakeholder group is mentioned. The most cited stakeholders are Customers (84%), followed by Employees (34%) and Society (29%).

<table>
<thead>
<tr>
<th>Stakeholders</th>
<th>Total sample (44 firms)</th>
<th>Luxury/Niche (29 firms)</th>
<th>Standard/Ocean (15 firms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer/Cruisers</td>
<td>37</td>
<td>26</td>
<td>11</td>
</tr>
<tr>
<td>Shareholders &amp; Financial community</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Employees &amp; Labor Unions &amp; Managers</td>
<td>15</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Society: Local community, societal groups of interest, environment</td>
<td>13</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>Suppliers (local port agents; port service providers; tour operators, etc.)</td>
<td>7</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>
The predominance of customers is consistent with strategic management literature, considering that a major reason for developing a business mission is to attract customers (David, 2001). Some examples are: “We make all efforts to exceed our customers’ expectations” (Royal Caribbean); “Our objective is to be recognized by our customers” (P&O Cruises). Luxury/niche companies are more committed to customers (26 companies out of 29) than the Standard/Ocean companies, because their mission statements reflect the willingness to provide exceptional value for customers: “To put our customers at the heart of everything we do” (The River Cruise Line); “Our objective is to provide unsurpassed luxury and service to our guests” (Paul Gaugin Cruises).

Employees are also frequently mentioned both by Luxury/Niche companies (30%) and by Standard/Ocean companies (42.9%). Different orientation emerged with regard to Society and Suppliers. Society is quoted by 10 of 29 luxury/niche cruise lines (33.3%) and by only 3 of 15 standard/ocean companies (21.4%). Luxury/niche cruise lines tend to operate in unique marine environments (it is the case of exploration cruises) or in river/lake boundaries and offer exclusive destinations (e.g. private island). Thus, the respect for the environment, biodiversity and local community become crucial and this commitment is made explicit in the mission statements. Some examples are: “We strive to make a difference every day and are dedicated to seeking out eco-friendly practices that are environmentally, socially, and economically sustainable” (Paul Gaugin Cruise); “To enable economic, social and environmental advancement in sustainable tourism” (Amadeus Cruises). On the other hand, the results highlight the limited reference to shareholders and the financial community (9.1%). Considering that the Standard/Ocean companies are typically large-sized firms (often listed), they tend to disclose more about shareholders (14.3%). Moreover, suppliers are not mentioned by the vast majority of firms and this result is consistent with previous studies (Bart, 1997; Leuthesser and Kohli, 1997). For the standard/ocean companies, the frequency is higher (28.6%) because the supply chain is more complex considering the high volume of goods and services necessary to the cruise package.

Regarding the number of components included in the mission statements (Measure 2), the total sample show an average of 3.52 of the nine components (Table 3).
<table>
<thead>
<tr>
<th>Number of Components in mission statement</th>
<th>Name of cruise companies</th>
<th>Total sample (44 firms)</th>
<th>%</th>
<th>Luxury/Niche (29 firms)</th>
<th>%</th>
<th>Standard/Ocean (15 firms)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>None</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>1</td>
<td>Nicko Cruises; Silversea</td>
<td>2</td>
<td>4.5%</td>
<td>2</td>
<td>6.7%</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>2</td>
<td>Amawaterways Cruise; America Cruise Line; Holland America Line; Hurtigruten; Ponant; Pullman Tour; Regent Seven Seas; Seadream Yacht Cruise; The River Cruise Line; Uncruise Adventure; Uniworld Cruise</td>
<td>11</td>
<td>25.0%</td>
<td>8</td>
<td>26.7%</td>
<td>3</td>
<td>10.0%</td>
</tr>
<tr>
<td>3</td>
<td>Aida Cruises; Alaskan Dream Cruise; Azamara; Celebrity Cruise; Lindblad Expeditions-Nationalgeographic; Msc; Princess Cruise; Seabourn; Swan Cruises; Viking Line; Windstar Cruise</td>
<td>11</td>
<td>25.0%</td>
<td>5</td>
<td>16.7%</td>
<td>6</td>
<td>20.0%</td>
</tr>
<tr>
<td>4</td>
<td>Calypso Cruises; Crystal Cruise; Disney; Hpag-Lloyd; Mariposa Cruise; Oceania Cruises; Royal Caribbean; Voyages To Antiquity; Windermere Lake Cruise</td>
<td>9</td>
<td>20.5%</td>
<td>7</td>
<td>23.3%</td>
<td>2</td>
<td>6.7%</td>
</tr>
<tr>
<td>5</td>
<td>Amadeus Cruises/Lufner Cruises; Capitan Cook Cruises; Celestyal Cruises; Costa Crociere; Star Cruises; Transocean</td>
<td>6</td>
<td>13.6%</td>
<td>4</td>
<td>13.3%</td>
<td>2</td>
<td>6.7%</td>
</tr>
<tr>
<td>6</td>
<td>Antarctic Shipping; Carnival; Norwegian Cruise Line; Polar Cruise</td>
<td>4</td>
<td>9.1%</td>
<td>2</td>
<td>6.7%</td>
<td>2</td>
<td>6.7%</td>
</tr>
<tr>
<td>7</td>
<td>None</td>
<td>0</td>
<td>0.0%</td>
<td>0</td>
<td>0.0%</td>
<td>0</td>
<td>0.0%</td>
</tr>
<tr>
<td>8</td>
<td>Paul Gauguin Cruises</td>
<td>1</td>
<td>2.3%</td>
<td>1</td>
<td>3.3%</td>
<td>0</td>
<td>0.0%</td>
</tr>
<tr>
<td>9</td>
<td>None</td>
<td>0</td>
<td>0.0%</td>
<td>0</td>
<td>0.0%</td>
<td>0</td>
<td>0.0%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>44</td>
<td>100.0%</td>
<td>29</td>
<td>96.7%</td>
<td>15</td>
<td>50.0%</td>
</tr>
<tr>
<td>Average number of components mentioned</td>
<td></td>
<td>3.52</td>
<td>n.a.</td>
<td>3.52</td>
<td>n.a.</td>
<td>3.53</td>
<td>n.a.</td>
</tr>
</tbody>
</table>

Table 3. Number of components included in the mission statement

The majority of cruise lines include two (25%), or three (25%) or four components (20%). None of them disclose all nine components (0%). As seen in Table 4, most cruise lines quote Customers/target (70%) but in their mission statements, the term customers is often vague and “all-inclusive” (e.g. guest).
Table 4. Number of mission statements that include each component

<table>
<thead>
<tr>
<th>Components</th>
<th>Number of mission statements</th>
<th>Total sample (44 firms)</th>
<th>Luxury/Niche (29 firms)</th>
<th>Standard/Ocean (15 firms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target/Customers/Segments</td>
<td>31</td>
<td>70.5%</td>
<td>20</td>
<td>11</td>
</tr>
<tr>
<td>Products</td>
<td>19</td>
<td>43.2%</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>Location</td>
<td>13</td>
<td>29.5%</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>Technology (ships)</td>
<td>12</td>
<td>27.3%</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Concern For Survival</td>
<td>9</td>
<td>20.5%</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Philosophy</td>
<td>30</td>
<td>68.2%</td>
<td>19</td>
<td>11</td>
</tr>
<tr>
<td>Self Concept</td>
<td>16</td>
<td>36.4%</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>Concern For Public Image</td>
<td>9</td>
<td>20.5%</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Concern For Employees</td>
<td>16</td>
<td>36.4%</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Total number of Elements</td>
<td>155</td>
<td>n.a.</td>
<td>102</td>
<td>53</td>
</tr>
</tbody>
</table>

The typology of “product” contributes to distinguish each company’s style and segments. Moreover, it is relevant for the effectiveness of strategy formulation implementation and evaluation (Kemp and Dweyer, 2003). Despite the relevance of this topic, only 19 cruise companies out of 44 include the definition of their products in their mission statements: Some examples are: “...we create once-in-a-lifetime experiences” (Holland American Line); “This set of behaviour constitutes the “Costa Touch”, a distinctive style which characterizes us and should be applied by all those who have a service relationship with Guests”; “...we provide a wide range of vacation choices that appeal to any taste, interest, lifestyle, or budget” (Carnival Cruise). Regarding the luxury/niche cruise lines, examples are: “...we provide the most authentic and enriching travel experiences, providing unsurpassed luxury” (Paul Gauguin); “we are working to develop and promote the cruise industry” (Cruise Gateway); “AmaWaterways’ mission is to deliver an exceptional vacation experience with everlasting memories onboard their elegant vessel” (AmaWaterways).

The total sample tends to predominantly disclose “philosophy” (68%). Philosophy includes the values, “credo” and ethical principles that express organizational culture. Corporate philosophy is evaluated as crucial in strategic management (Kemp and Dweyer, 2000), especially in the service management approach (Normann, 1984). Moreover, the pressure from Corporate Social Responsibility (CSR) policies holds that social values should be communicated. In the cruise industry, philosophy is connected to values such as excellence, personal services, belief in the importance of people (guests and crew). Some examples are: “Our mission statement is to be recognized and respected” (Regent); “Our objective is to deliver the highest levels of quality and service” (Mariposa); “…to inspire people to explore and care about the planet through expedition travel” (National Geographic); “…we consistently deliver exceptional Seabourn Moments” (Seabourn). For the standard/ocean companies: “Con MSC Crociere il viaggio e la nave sono la vera meta” (MSC); “Through excellence we create once-in-a-lifetime experiences, every time” (Holland American Line). Interestingly, only 20.5% of the cruise lines include “Concern for survival”, i.e the concept of profits,
market growth, economic objectives in their mission statement. This result is consistent with the limited reference to shareholders and the financial community highlighted previously.

Table 5 investigates the quality of mission statements in terms of communicating the four generally recommended objectives (Measure 3).

<table>
<thead>
<tr>
<th>Number of Goals in mission statement</th>
<th>Name of cruise companies</th>
<th>Total sample (44 firms)</th>
<th>Luxury/Niche (29 firms)</th>
<th>Standard/Ocean (15 firms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>None</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>Amadeus Cruises/Lufner Cruises; America Cruise Line; Holland America Line; Hurtigruten; Lindblad Expeditions-Nationalgeographic; Mariposa Cruise; Msc; Nicko Cruises; Oceania Cruises; Ponant; Pullman Tour; Star Cruises; The River Cruise Line; Viking Line</td>
<td>14</td>
<td>31.8%</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>Alaskan Dream Cruise; Amawaterways Cruise; Azamara; Calypso Cruises; Celestyal Cruises; Disney; Hpag-Lloyd; Norwegian Cruise Line; Princess Cruise; Regent Seven Seas; Seabourn; Seadream Yacht Cruise; Silversea; UnCruise Adventure; Uniworld Cruise; Voyages To Antiquity</td>
<td>16</td>
<td>36.4%</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>Aida Cruises; Carnival; Celebrity Cruise; Paul Gauguin Cruises; Polar Cruise; Swan Cruises; Transocean; Windermere Lake Cruise; Windstar Cruise</td>
<td>9</td>
<td>20.5%</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>Antarctic Shipping; Capitan Cook Cruises; Costa Crociere; Crystal Cruise; Royal Caribbean</td>
<td>5</td>
<td>11.4%</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>44</td>
<td>100.0%</td>
<td>29</td>
</tr>
<tr>
<td>Average number of goals mentioned</td>
<td></td>
<td>2.11</td>
<td>n.a.</td>
<td>2.14</td>
</tr>
</tbody>
</table>

Table 5. Number of goals included in the mission statement

The mission statements of the cruise lines included in the sample present on average 2.11 goals. The results are similar for the two groups. Only five cruise companies (11%) disclose all four goals.

Regarding the luxury/niche cruise lines, examples are: “…we provide the most authentic and enriching travel experiences, providing unsurpassed luxury” (Paul Gauguin); “we are working to develop and promote the cruise industry” (Cruise Gateway); “AmaWaterways’ mission is to deliver an exceptional vacation experience with everlasting memories onboard their elegant vessel” (AmaWaterways). As reported in Table 6, the results indicate that cruise companies primarily communicate the control mechanism (70%) and the firm’s direction (59.1%). Luxury-Niche companies have a disclosure of the control mechanism higher than average (80%): the elements of the cruise packages and the core competences tend to be defined.
more accurately because they contribute to communicate the differentiation strategy and the segment’s boundaries.

<table>
<thead>
<tr>
<th>Goals</th>
<th>Number of mission statements</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total sample (44 firms)</td>
<td>%</td>
<td>Luxury/Niche (29 firms)</td>
<td>%</td>
</tr>
<tr>
<td>Sense of direction</td>
<td>26</td>
<td>59.1%</td>
<td>17</td>
<td>56.7%</td>
</tr>
<tr>
<td>Control mechanism</td>
<td>31</td>
<td>70.5%</td>
<td>24</td>
<td>80.0%</td>
</tr>
<tr>
<td>Non-routine decisions</td>
<td>16</td>
<td>36.4%</td>
<td>9</td>
<td>30.0%</td>
</tr>
<tr>
<td>Motivation</td>
<td>20</td>
<td>45.5%</td>
<td>12</td>
<td>40.0%</td>
</tr>
<tr>
<td>Total number of goals</td>
<td>93</td>
<td>n.a.</td>
<td>62</td>
<td>n.a.</td>
</tr>
</tbody>
</table>

Table 6. Number of mission statements that include each goal

In sum, Figure 1 visualizes the results of the content analysis according to the three methods used to determine the quality of mission statements.

Figure 1. The comparison of the evaluation methods

The number of the total topics disclosed is 7.36. The cruise lines that present the richest cruise mission statements in terms of number of topics mentioned are: Paul Gaugain (N=14); Polar Cruise (N=13); Norwegian Cruise Lines (N=11); Star Cruises (N=11). By contrast, Nicko Cruises (N=2), Ponant and Pullman Tour (N=3), Silversea and The River Cruise Line (N=4) have the lowest scores. To summarise, mission statements may differ a lot in terms of the number of mentioned topics. The two groups do not reveal significant differences in terms of average number of topics. Considering the sum of the three measures, these results show that the studied firms do not meet the criterion for success, considering the low rate of disclosure of the recommended topics.
CONCLUSION

The study presents the results of an explorative analysis carried out on the mission statements of 44 cruise lines operating in the luxury/niche market (group 1) and in the standard/ocean market (group 2). We apply the content analysis method employing three different measures of “quality” derived from the academic literature. The results reveal that cruise lines do not disclose a wide range of topics in their mission statements since the average number of mentioned topics is 7.36 (the highest possible score is 18). No significant differences emerged between the two groups of firms. Empirical evidence suggests that Customers (84%), Employees (34%) and Society (29%) are the most cited stakeholders in the scrutinised mission statements. The mission statements provide also information about Customers/Target/Segments (70%), Product (43%) and Philosophy (68%); cruise lines, therefore, tend to “use” mission statements in order to clarify their strategic business area and their corporate values and “credo”. The scrutinized mission statements perform the task of communicating “control mechanism” (70%) and “firm direction” (59%).

The paper provides insights useful for both scholars and practitioners. As concern academic implications, the manuscript develops extant cruise literature on strategic management. Moreover, from a methodological perspective, the paper carries out a broad content analysis on the mission statements of cruise lines and it helps to identify the most relevant topics in their strategy formulation and in their communication policy toward the stakeholders groups. The study has also several managerial implications since it clarifies the role of mission statements in accomplishing the strategic direction of the cruise lines. Cruise managers, therefore, are invited to exploit these preliminary results for bridging the gap between the “ideal” mission and the designed mission. Despite its contribution to extant cruise literature on mission statement, the manuscript still suffers some inherent limitations. Firstly, the results of the content analysis severely depends upon the judgment expressed by the researchers and they could be vulnerable to subjectivity. Secondly, the adoption of content analysis provides information only on the presence/absence of each topic, without evidencing if the statements include the topic in vague or in specific terms. In order to make findings more relevant, further researches are expected. Further studies should study the impact of the quality of mission statements on cruise lines’ competiveness (e.g. market share) and on financial/organisational performance. Moreover, it should be interesting to evaluate the role of each topic on the strategy formulation. Finally, cultural dimensions and firm size, for example, are expected to be valuable determinants in shaping cruise companies’ attitude towards a high quality of the mission statement and specific topics.
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ABSTRACT

The aim of this paper is to reveal the perception of Green marketing by young consumers from the “Generation Y”, as this generation has already grown into the level of mature consumers and it is still expecting a very long consumer life. The current “Generation Y” builds potentially the biggest customer base in the long term, therefore it is very interesting to see and understand their attitudes towards the “Green marketing” concept as well as the “CSR” concept. As the main method, a questionnaire survey has been used, and the respondents were mainly the students of the University of Economics in Prague, including the international (exchange) students from the whole world, staying in Prague during the execution of the questionnaire survey. The concept of “Green marketing” as well as the methodology and results of the study are described in the following text. The study has been performed twice in two successive years (namely in 2015 and 2016) to see possible changes in the attitudes of consumers.

Keywords: CSR, Generation Y, Green Marketing.

INTRODUCTION

The global economy is facing severe challenges nowadays. Most of them are even called as “global problems”, such as the increasing number of the whole population, which goes hand in hand with the increasing industrial production, pollution of the environment and the global warming. Various studies suggest that the current economic development as well as the lifestyles of most people living on the earth are not sustainable anymore. Most companies as well as civic societies in the developed countries are already aware of this situation, trying to reverse the impacts of it. Probably the most important concept and initiative which has emerged from this adverse situation is the concept of Corporate Social Responsibility (CSR). An integral part of this concept is the so called Green marketing, which is defined further in this paper.
CSR CONCEPT AND GREEN MARKETING

Green marketing can be perceived as an integral part of Corporate Social Responsibility. The term and concept of CSR (Corporate Social Responsibility) have been discussed and developed since the 70’s of the last century (Průša, 2007). Since that time until now, various definitions of CSR have been created and the CSR concept has become an integral part of most companies operating in the developed countries, as well as in transnational and multinational companies in the whole world. From the plethora definitions of CSR, we can mention the following:

1. CSR is a voluntary integration of social and environmental perspectives into the daily company’s operations and interactions with company’s stakeholders (European union, The green book 2001);
2. CSR is the business philosophy, which complies or goes well beyond the ethical, legal, commercial and social expectations (Non-governmental organization -Business for social responsibility);
3. CSR is a continuous commitment of companies to behave ethically and to contribute to the economic growth and to struggle to increase the life quality of the employees and their families as well as the local community and the entire society at the same time (World business council for Sustainable development, 1997).

Most authors divide the topics, which CSR should cover into three pillars/areas: the economic area, the social area and the environmental area (Trnková, 2004). Some approaches to CSR even add the fourth and fifth area, such as stakeholders and voluntarism (Mokrejšová, 2016).

Green marketing is a part of the concept of CSR (Supeková, 2010). Ecological marketing was introduced as a concept already in 1975 when it held the first seminar organized by the American Marketing Association (AMA) (Supeková, 2015). It is understood as a full orientation of marketing and business concepts to ecological aspects (Nízka, 2007).

According to Castenow (1993) the concept of green marketing should cover mainly the following areas: Care about clean air, soil and water, nature conservancy before devastation, rational use of natural resources with an emphasis on recycling, popularization of ecological orientation and a healthy lifestyle, and realization of the interconnection of the environment, hunger and overpopulation.

“The concept of ecological marketing can be named as environmental marketing, green marketing and sustainable marketing. The aim is to carry out a business activity to prevent environmental pollution, or reduce the load on the environment and to preserve the natural living conditions for people, animals, plants or, at least, change the conditions to improve their lives” (Supeková, 2015).

Zhang (1999) offers two meanings of green marketing – the narrower one is constraint mainly to production of green, ecologically friendly products, whereas to broader meaning is referred to the whole company strategy as to protect the environment and make efficient use of natural resources in
the long term. According to Dubey (2008) green marketing should include all activities aimed at satisfying human needs and desires with minimal impact on the natural environment. According to Supeková (2015) the green marketing concept should be aligned with the whole marketing mix.

AIMS AND METHODOLOGY OF THE STUDY

This study is aimed at identifying the prevalent attitudes and perception of green marketing and green products of the so called generation Y.

The generation Y for our purposes can be defined as all people who were born between the years 1980 and 1995 (Horovitz, 2012), whereas this study concentrates on the population of students at their early 20s, which means the youngest part of the generation Y will be considered.

To find out the attitudes and perception of generation Y towards green marketing a questionnaire survey was used. The sample consisted of 100 students of the University of Economics in Prague, and the survey has been performed twice, in two waves, with the time span of one year, to identify possible changes in the observed attitudes and perception among students. The questionnaire has been firstly completed in December 2015, followed by the second wave in December 2016. To identify possible differences between Czech and international students a special emphasis had been put on the international character of the groups of respondents, which has been enabled by the presence of international exchange students thanks to the Erasmus program. Thus, in the first sample were 53 international students and in the second sample there were 48 international students (out of 100 respondents in total). About the gender division, in the first sample there were 70 women and 30 men, in the second sample there were 53 women out of 100 respondents in total.

The aim of this questionnaire, as already mentioned, was to identify the attitude and perception of young consumers towards green marketing, namely, if young consumers care about ecology, green marketing and green products, as well as if they are ready to implement this concept into their shopping behaviour.

Thus, the following research questions have been set:

(1) Do the respondents care about ecology and environment?

(2) Do respondents care about the approach of companies towards the environment?

(3) Do respondents prefer products produced by eco-friendly companies?
(4) Are respondents willing to tolerate higher price or lower quality of green products?

RESULTS

1. *The care about ecology and environment*

<table>
<thead>
<tr>
<th>Year</th>
<th>Answer</th>
<th>Certainly Yes</th>
<th>Rather Yes</th>
<th>Don’t Know</th>
<th>Rather Not</th>
<th>Certainly Not</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>No. of respondents</td>
<td>27%</td>
<td>46%</td>
<td>18%</td>
<td>9%</td>
<td>0%</td>
</tr>
<tr>
<td>2016</td>
<td>No. of respondents</td>
<td>25%</td>
<td>47%</td>
<td>8%</td>
<td>17%</td>
<td>3%</td>
</tr>
</tbody>
</table>

Table 1. Do the respondents care about ecology and environment?

As it can be seen in the Table 1, most respondents are interested in ecology and environment. In total, 73% of respondents expressed that they are certainly or rather interested in these problems. If we compare the results between the two years, there are almost no differences, only the number of people, who are rather not interested increased from 9% to 17%.

A comparison across genders has been performed, but no significant differences identified. The same has been done for the identification of the differences between Czech students and foreign students. In 2015 the foreign students appeared to be more interested in the problems of ecology and environment (only 3% from the total were not interested), whereas this situation did not appear in 2016, when 26% respondents were not interested in the problems of ecology and environment. As regards the nationalities, the foreign students are mixed from the whole group covering European nationalities as well as American or Asian nationalities. Therefore, it is impossible to identify any straight dependence of nationality and the attitude of the respondent to the problems examined.

Thus, the first research question can be answered: The young consumers from the Generation Y care about ecology and environment.

2. *Do respondents care about the approach of companies towards the environment?*

![Figure 1. Do respondents care about the approach of companies towards the environment?](image-url)
As it can be seen in the Figure 1, in 2015 there was an equal proportion of respondents who do care about companies’ approach towards the environment and who don’t (roughly 40%), in 2016 the percentage of those who do care accounted for 65% and the was nobody who certainly did not care about this issue.

It was also helpful to see the differences across the nationalities and genders. Whereas there were not substantial changes based on the factor “nationality”, important differences can be observed in the case of gender. It is obvious, that women care more about the problem of companies’ behaviour towards the environment, as illustrate the following Figure 2. Nevertheless, even though in 2016 men still tend to care less than woman about the approach of companies towards the environment, the gap between genders got smaller in 2016, when almost 60% of men and nearly 70% of women do care. (In 2015 60% of men did not care about the behaviour of companies, whereas only 30% of women were not interested in this issue).

![Figure 2. How do men care about the approach of companies towards the environment?](image)

![Figure 3. How do women care about the approach of companies towards the environment?](image)

It can thus be summarized, that people already do care about the behaviour of companies towards the environment, even though the attitude appears to be stronger in the case of women.

3. **Shopping behaviour and consumer preference**
In this section, there were two questions used with the aim to find out, if consumers take into consideration “the environmental friendliness” of companies during shopping FMCG/foodstuffs, and if consumers prefer products, produced by environmentally friendly companies.

Results concerning the first question can be observed in the following tables.

<table>
<thead>
<tr>
<th>Year</th>
<th>Quality</th>
<th>Price</th>
<th>Convenience</th>
<th>Brand</th>
<th>Environmental friendliness</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>93%</td>
<td>83%</td>
<td>36%</td>
<td>34%</td>
<td>19%</td>
<td>3%</td>
</tr>
<tr>
<td>2016</td>
<td>100%</td>
<td>86%</td>
<td>48%</td>
<td>24%</td>
<td>24%</td>
<td>0%</td>
</tr>
</tbody>
</table>

*Table 2. What are your 3 main criteria for shopping of FMCG/foodstuffs?*

It is obvious, that “environmental friendliness” is gaining in importance, if we compare the years 2015 and 2016. Even though it is still not so important for the consumer decisive process as price and quality of products, it has already become a part of consumer criteria for choice, namely for 19% respondents in 2015 and for 24% of respondents in 2016. Thus, this criterion gained even the same importance as the brand.

<table>
<thead>
<tr>
<th>Year</th>
<th>Czech respondents</th>
<th>Foreign respondents</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>21%</td>
<td>17%</td>
<td>20%</td>
<td>18%</td>
</tr>
<tr>
<td>2016</td>
<td>29%</td>
<td>16%</td>
<td>21%</td>
<td>24%</td>
</tr>
</tbody>
</table>

*Table 3. The importance of Environmental friendliness for shopping across genders and nationalities*

In 2015 the environmental friendliness during shopping of FMCG/foodstuffs was slightly more important for Czech male respondents. On the contrary, foreign respondents showed a below the average level preference of this factor.

Almost the same situation appeared in 2016. Again, the environmental friendliness of companies, as a criterion for purchase of FMCG/foodstuffs was apparently more important for Czech respondents than for the foreign respondents (as we can see in the Table 3), whereas the difference between men and women was rather negligible.

It is rather impossible to explain the fact, why Czechs do put a bigger emphasis on the factor of environmental friendliness, than do the foreign respondents, which also complicated the fact that the foreign respondents represented many nations across the whole world.

Now we can examine the results to the second question – if the respondents prefer products from companies, which behave ecologically friendly. The results are depicted in the Table 4, which also illustrate the comparison of the years 2015 and 2016. It is quite surprising that the trend is declining: In 2015 more than 66% of the total respondents preferred products from ecologically friendly companies, whereas in 2016 only 55% of the total respondents showed this preference. If we look at the figures more in detail, we can see that the preference of products produced by eco-friendly companies is substantially stronger in the case of foreigners as well as women – and this finding can be observed in both years almost equally.
Table 4. Number (%) of respondents who prefer products produced by ecologically friendly companies

<table>
<thead>
<tr>
<th>Year</th>
<th>Total</th>
<th>Czechs</th>
<th>Foreigners</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>66%</td>
<td>58%</td>
<td>75%</td>
<td>60%</td>
<td>69%</td>
</tr>
<tr>
<td>2016</td>
<td>55%</td>
<td>52%</td>
<td>58%</td>
<td>47%</td>
<td>62%</td>
</tr>
</tbody>
</table>

More than 50% of respondents prefer products produced by environmentally friendly companies, thus it appears that consumers from the generation Y already care about the environmental friendliness of company, while shopping FMCG/foodstuffs.


Are consumers ready to tolerate lower quality in case of eco-friendly products?

Figure 4. Are consumers willing to pay more for eco-friendly products/produced by eco-friendly companies?

The Figure 4 shows an evidence, that young consumers from the Generation Y are already environmentally conscious to that extent, that they are ready to pay higher price for eco-friendly products or for products produced by eco-friendly companies. In both years observed there are more than 50% of respondents who are certainly or rather willing to pay more for eco-products. The situation between the years 2015 and 2016 changed only slightly, in 2016 there were less people, who were certainly or rather willing to pay more, whereas more respondents who don’t know. On the other hand, in 2016 there were less people than in 2015, who were not willing to pay more for eco-friendly products (only 13% of the total respondents “rather not” willing to pay more in 2016, nobody “certainly not”, whereas in 2015 there were 14% “rather not” and 1% “certainly not” willing to pay more) (Own research 2015, 2016).

Possible/ eventual differences between Czech respondents and across genders were examined too. It is rather surprising, but no differences have been detected between the answers of foreign and Czech respondents (Own research 2015, 2016). Only minor differences have been identified across the genders. In 2015 65% of women inquired expressed their willingness to pay more for eco-friendly products (10% certainly yes), whereas the same opinion held only 55% of men (15% certainly yes),
men were also more negative in this regard – 25% of men were either not or rather not willing to pay more for eco-friendly products (5% certainly not), at the same time women were less negative – only 12% expressed, that they were rather not willing to pay more for eco-friendly products (Own research 2015, 2016).

The same situation appeared in 2016 – only 42% of men (5% “certainly yes”), but almost 67% of women (10% “certainly yes“) were willing to pay more for eco-friendly products, whereas almost 16% (nobody “certainly not”) of men, but only 10% of women (and nobody “certainly not”) were not willing to pay more for eco-friendly products (Own research 2015, 2016).
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Figure 5. Are consumers ready to tolerate lower quality in case of eco-friendly products?

It is obvious (Figure 5) that most of the young respondents from the Generation Y are not willing to tolerate lower quality in the case of eco-friendly products. However, there are some exceptions: In 2015 27% of the total respondents could tolerate lower quality (4% “certainly yes” and 23% “rather yes”), in 2016 it was 25% of total respondents (7% “certainly yes” and 18% “rather yes”), whereas the percentage of negative answers (intolerance of worse quality in the case of eco-friendly products) in 2015 was 50% (10% “certainly not”) and in 2016 it was 48% (13% “certainly not”) (Own research 2015, 2016). Thus, it can be said, there are no great changes between the years 2015 and 2016.

<table>
<thead>
<tr>
<th>% of respondents</th>
<th>Certainly Yes</th>
<th>Rather Yes</th>
<th>Don’t Know</th>
<th>Rather Not</th>
<th>Certainly Not</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>4%</td>
<td>23%</td>
<td>23%</td>
<td>40%</td>
<td>10%</td>
</tr>
<tr>
<td>Czech resp.</td>
<td>0%</td>
<td>15%</td>
<td>25%</td>
<td>42%</td>
<td>18%</td>
</tr>
<tr>
<td>Foreign resp.</td>
<td>8%</td>
<td>31%</td>
<td>19%</td>
<td>39%</td>
<td>3%</td>
</tr>
<tr>
<td>Male</td>
<td>15%</td>
<td>15%</td>
<td>10%</td>
<td>45%</td>
<td>15%</td>
</tr>
<tr>
<td>Female</td>
<td>0%</td>
<td>27%</td>
<td>27%</td>
<td>39%</td>
<td>7%</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>% of respondents</th>
<th>Certainly Yes</th>
<th>Rather Yes</th>
<th>Don’t Know</th>
<th>Rather Not</th>
<th>Certainly Not</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>8%</td>
<td>18%</td>
<td>26%</td>
<td>35%</td>
<td>13%</td>
</tr>
<tr>
<td>Czech resp.</td>
<td>0%</td>
<td>14%</td>
<td>29%</td>
<td>38%</td>
<td>19%</td>
</tr>
<tr>
<td>Foreign resp.</td>
<td>16%</td>
<td>21%</td>
<td>26%</td>
<td>32%</td>
<td>5%</td>
</tr>
<tr>
<td>Male</td>
<td>5%</td>
<td>21%</td>
<td>11%</td>
<td>42%</td>
<td>21%</td>
</tr>
</tbody>
</table>
If we look at the difference given by the nationality and gender (Tables 5 and 6) we can identify the following tendencies:

1. The relative tolerance ("certainly yes" or "rather yes") is higher in the case of foreign respondents and women.
2. The absolute tolerance ("certainly yes") is also higher in the case of foreign respondents and women.
3. The relative intolerance ("rather not" or "certainly not") is higher in the case of Czech respondents and men.
4. The absolute intolerance ("certainly not") is also higher in the case of Czech respondents and men.
5. In all groups, there is high level of uncertainty in this area, which was higher in 2016 (26% of the total respondents “did not know”) than in 2015 (23% of the total respondents “did not know”).

The last research questions can be answered now: Young consumers from the Generation Y are likely to pay more for environmentally friendly products/produced by environmentally friendly companies, however, they are not very likely to tolerate lower quality of environmentally friendly products.

**CONCLUSION**

Based on the most important findings from the study we can conclude the following:

The young consumers from the Generation Y do care about ecology and environment, and this care has already become an integral part of their lifestyle.

If we look at the shopping behaviour of the Generation Y, we can say that they already care about environmental friendliness of company even during their shopping (FMCG/foodstuffs), as more than 50% of respondents prefer products produced by environmentally friendly companies.

Finally, young consumers are even willing to pay more for environmentally friendly products/produced by environmentally friendly companies, however, they are not very likely to tolerate lower quality of environmentally friendly products.

To conclude, the picture of attitudes of the “Generation Y”, as derived from this study, appears to be rather optimistic, however we must not forget, that this type of research has always its limitations, and it only reveals the attitudes of consumers and not their real actions.
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ABSTRACT

SME sector has emerged as most important and dynamic sector of Indian Economy. With the latest new initiatives by new government like “Make in India” manufacturing sector has been recognized as the top priority for the development of nation. More than 50 lakh SME units were added from 2006-07 to 2011 period which shows the rapid expansion of SMEs in India. One of the main challenges the sector is facing today is “Lack of financing”. Funds support can be given to SMEs mainly with the support of financial institutions especially by banks along with other sources. Present paper studied the credit granting criteria to SMEs and its impacting factors by applying Binary logit regression model. Research study found that Age of the owner and Net worth are considered to be most important while granting credit to SMEs in the region of Mumbai.

Keywords: Credit granting, Financing, SME credit.

I. INTRODUCTION:

Credit sanctions to small and medium enterprises have two perspectives in decision making: i) human factor model; and ii) credit score model basis (Jain et al. 2011). Credit score approach is system driven and fixed process model whereas human factor model is widely practiced and adopted across the world. Financial institutions appoint dedicated loan officers to scrutinize and assess the loan applications. These loan officers operate based on set of guidelines decided by institutions. Ability of humans to evaluate the worthiness of the loan application is low because of many loopholes in decision making in the form of biasness and psychological factors (Glorfeld and Hardgrave, 1996). In order to remove barriers in this model financial institution should have policy driven credit granting process, proper credit administration, and assessment and reviewing process. Literature available from across the globe indicates the parameters which are emphasized more in SME credit granting. Ayapong et al. (2011) stated that intended purpose of loan, repayment schedule, type of business activity, size of loan, and financial parameters play crucial role in getting SME credit in Ghana. Financial parameters like liquidity, profitability and cash flows are very important in getting credit...
Apart from these owner reputations, firm size, genders were also considered widely (Kouser, 2012). The credit score model requires historical financial data to give the output whereas most of SMEs in India are not having well maintained historical and authenticated financial statements with them which becomes a challenge to loan officer to take the decision on credit issuance (Dietsch and Petey, 2004). According to working committee report of MSME 2015, presently most of the banks insist on audited financial statements for lending up to 20 million INR, whereas banks may not ask for audited financial statements whose turnover is less than 6 Million INR. In the absence of financial statements data human factor approach is the most suitable and widely available method for loan officers.

Present paper focuses on understanding the parameters which are emphasized more when loan officers scrutinize the SME applications in Mumbai with human approach model. The study emphasized on understating factors which influence the outcome of loan application of SMEs in Mumbai.

According to MSME report 2013-14, MSME contributes to 40% of exports and employ nearly 100 million people. Despite their enormous contribution to economy they are facing many challenges in their business. One of the major challenges is “lack of financing” and most of the SMEs in India depend more on debt and equity funding with many of them continuing as family owned enterprises. It is stated in RBI D&B Research report 2012 that SMEs increased from 2001 to 2012 to 40% whereas outstanding credit has just increased only 25%. Credit gap in this sector is a huge opportunity for banking sector in India. The most important factor to ensure that the SME sector grows in India is to provide adequate finance to the sector and induce them to employ better management practices. CRISIL conducted a study in 2011 on the financing pattern of 2000 small and medium enterprises and revealed that there is an opportunity for banks to fund up to 500 Billion INR. The funding opportunity is more for smaller SMEs where turnover is less than 50 Million INR. In the past banks have financed only up to 60% whereas the common banking practice of financing is up to 75 per cent of a firm's working capital requirement. This deficit was funded by the SMEs from their own funds. Present research paper focuses on the need to improve the credit flow to SMEs in India and with this intention a primary survey of
loan officers was conducted in order to find out the most emphasizing factors for banks while lending to SME sectors. Binaly logit regression analysis was conducted to know the important parameters while lending to SMEs in Mumbai. The study helps SME sector immensely as they can focus more on the required parameters to improve credit flow at the right time. Asia SME Finance Monitor Report 2013 says, SME financing policies should be addressed in a holistic manner that goes beyond already established ways. Policy makers should develop a comprehensive policy options that allow SMEs to select diversified financing models which help them doing business in an easy way

The paper is organized as follows. In section II, literature review was presented which will form as the basis for selection of variables and hypothesis. In section III, Research methodology was presented. In section IV, Data analysis, interpretations and managerial implications were presented and in section V, Conclusion was presented.

2. LITERATURE REVIEW

It is evident from history that loan applications were assessed by human approach by using 5Cs (Character, Capacity, Capital, Collateral and Condition), whereas in current scenario credit score models are widely used by loan officers. Several studies were conducted on the issue of what impacts most when it comes to SME loan approval and rejections. Every loan application submitted by SME is carefully scrutinized by loan officers to take the final decision. The success of loan application depends on various important parameters like financials, firm size and creditability of owner. Fatoki and Asah (2011) observed in South Africa that Older SMEs have a better chance in getting credit sanctions compared to SMEs established five years back. It is found in Ghana that form of business is one of the factors crucially considered for granting loans (Abor, 2008). It is observed that location where SMEs are located is also very important factor when it comes obtaining credit from banks in Nigeria and Fiji (Okpara and wynn, 2007; Reddy, 2007). Various parameters contribute to acceptance and rejection of loan applications submitted by SMEs. Number of studies have also focused on the parameters which lead to rejection of loans. Read (1998) states that the main reason attributed for rejection of SME loans are lack of collateral, less turnover, poor cash reserves.
Several research studies argued that Demographic factors and Gender are also playing crucial role in getting credit from banks. The study done by Bexley and Neminger (2012) indicated that loan officers can now easily obtain early indicators of increasing risk by taking a more comprehensive view of the customer’s demographic characteristics. According to Gardener and Mills (2000) demographic profile includes items such as age, gender, level of income, level of education, home ownership, employment status and even location. From the study of Berger and Udell (2006) it is concluded that there is relationship between borrower demographics category and assessing loan repayment performance. Hence borrower’s demographic factors are important aspects that banks can consider when advancing loans to them. According to the study of Giesecke (2004) demographic factors of borrowers are associated with the creditworthiness of borrowers and these factors are also interrelated. Nguyen (2007) study concluded that demographic profiling as a key factor influencing loan advances and the subsequent performance of the loan as it indicates important clues to loan officers with regard to sanctioning of the loan. The study conducted by Berger and Udell (2006) found that banks are likely to consider comparatively more mature clients for loans relative to young clients. It is observed that male customers tend to receive favourable responses from bank compared to female customers. Blanchflower et al. (2003) concluded that women owned business were about twice as likely to be rejected loans even after fulfilling well in all the required parameters. Kantrowitz (2010) study found that the parents education level, having dependents, the marital status of borrower, the borrower’s income have significant relationship with loan performance in banks.

Literature review of many research papers reported differences in the financing patterns of male-owned and female-owned businesses (Coleman, 2000). Women-owned businesses tend to startup with lower levels of overall capitalization (Carter and Rosa, 1998), lower ratios of debt finance (Haines, Orser, and Riding, 1999), and much less likelihood of using private equity or venture capital (Brush et al., 2001). Researchers investigating gender-based differences in debt financing have focused on two related themes. First researchers have tried to find the complex relationship between gender of entrepreneur and bank finance with regard to the volume of finance lent, the terms of loan negotiated, and the perceived attitudes of bank lending officers to female entrepreneurs (Coleman, 2000). Second, researchers have tried to explain whether gender-based differences are a consequence of supply-side discrimination by bank lenders, demand-side aversion to debt or risk by women entrepreneurs, or simply the result of the structural dissimilarities of male-owned and female-owned businesses (Buttner and Rosen, 1989). Overall, the insights of research evidence considering gender, entrepreneurship, and bank lending suggests that while the bank financing profiles of male and female entrepreneurs are distinctly different, much but not all is attributable to structural
dissimilarities. The research proof also suggests that while women entrepreneurs feel that they are
treated differently by bank lending officers (Fabowale et al. 1995), there is almost no evidence of
systematic gender discrimination by banks. Indeed, there is a growing recognition that women
entrepreneurs constitute an important new market for banks, and it is difficult to state that it is within
the banks’ interest to deliberately, much less systematically, exclude this growing market. The debate
has continued largely because of dissatisfaction with existing explanations, coupled with the
methodological difficulties facing researchers in providing clear and unequivocal evidence (Haines et
al. 1999; Mahot, 1997).

Cliff (1998) and Coleman (2000) explained different preferences of female entrepreneurs such as a
tendency to be less likely to use external sources of credit, or to make deliberate choices to limit
growth rates and size of their firms. Though, both studies could not provide evidence of change in
access to financing, but rather that access is affected by choices made about firm characteristics, with
financing being less accessible for smaller businesses than larger ones. It is useful to understand that
the perception of bias towards women continues to exist in spite of lack of evidence for this bias in the
research literature. With reference to debt financing, Fabowale et al. (1995) state that while their
research showed no evidence of differential access to credit between male and female entrepreneurs,
women were far more likely to report feelings of being treated disrespectfully by financial institutions.
While many studies found no differences in loan rates for comparably qualified male and female
applicants, this presses the broader question as to whether women are able to compete equally with
their male counterparts. Lack of reach to debt financing is compounded by women-owned businesses
having lower sales volumes, less capacity, less capital, less collateral and the owners have less
professional experience than male-owned businesses (Fabowale et al., 1995). Research studies focused
on various loan impacting parameters to analyze their role in the final outcome as it helps both the
parties in improving credit flow.

SMEs are very important to low income countries as they make significant contribution to GDP and
employment. SMEs in India contribute to 40% of exports. In spite of SMEs playing crucial role in
Economic development their challenges are similar across the world. One of the main challenge faced
by SMEs across the world and as well in India is “availability of finance” (oy and Haynes, 2006; cook,
2001). At different stage of firm’s growth cycle, different financing support is required (Berger and
Udell, 1998). Present study focuses on determinants of SME credit in Mumbai. Variables used in the
study are carefully selected from the literature available and are tabulated below.

**Hypotheses developed from above literature:**

H1: “Age of the owner” is not significant factor while granting credit to SMEs
H2. “Net worth” is not significant factor while granting credit to SMEs
H3: “Age of the firm” is not significant factor while granting credit to SMEs
H4: “Gender” is not significant factor while granting credit to SMEs
H5: “Geographic location” is not significant factor while granting credit to SMEs

3. RESEARCH METHODOLOGY:

3.1 Sampling Design:
The study focused on Supply side analysis with samples collected from loan officers across Mumbai city. Due to limited availability of these professionals it was decided to approach them through appointments by leveraging the networks in the chosen area. The objective of sampling is to reflect the population by using sample (De vaus, 1996; Miller, 1991; Mies and Huberman, 1984). Convenient sampling technique was used to collect samples from various branches of chosen banks from all corners of Mumbai.

Sample size:
Choosing right sample size is the key in statistical analysis involving inferences on population parameters based on sample parameters. Luck and Rubin (1987) study indicated that large sample size is most preferred when using advanced techniques. Krejcie and Morgan (1970) study indicated that a sample size of unknown population of 384 is good. Gerbing and Anderson (1993) recommended that at least 200 responses are required to obtain variable estimates with reasonable degree of confidence. Thus to achieve a minimum of 200 samples total 234 were collected and scrutinized to get the required results.

Instrumentation
For effective and error less data collection, survey, and interview methods were extensively used. The questionnaire was intricately designed to gather the information on the factors that affect the credit granting decision from loan officer point of view.

Sample Data: Table 1

<table>
<thead>
<tr>
<th>Banks participated in survey</th>
<th>Loan Officers</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBI</td>
<td>31</td>
<td>13.5</td>
</tr>
<tr>
<td>IDBI</td>
<td>32</td>
<td>16</td>
</tr>
<tr>
<td>Thane cooperative bank Ltd.</td>
<td>21</td>
<td>10.5</td>
</tr>
<tr>
<td>BOB</td>
<td>15</td>
<td>9.5</td>
</tr>
<tr>
<td>PNB</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>ICICI</td>
<td>41</td>
<td>20.5</td>
</tr>
<tr>
<td>AXIS</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>--------------</td>
<td>----</td>
<td>---</td>
</tr>
<tr>
<td>HDFC Bank</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>Union Bank of India</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td>200</td>
<td>100</td>
</tr>
</tbody>
</table>

The Cronbach’s alpha coefficient was used to assess reliability of the measures (Straub, 1989). As shown in the following table the alpha coefficient for the 45 items is .710, suggesting that the items have relatively good internal consistency.

### Reliability Statistics

<table>
<thead>
<tr>
<th>Cronbach’s Alpha</th>
<th>N of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>.710</td>
<td>45</td>
</tr>
</tbody>
</table>

According to Nunnaly (1978) alpha value above 0.710 is acceptable for data analysis and interpretations.

#### 3.2 Explanatory variables

**Age of the firm:** Rehanakouser et al., (2012) revealed that age of the firm plays crucial role while granting credit to SMEs. David A Schauer (2001) concluded that older firms hold more weightage in getting credit sanctions.

**Age of the owner:** Sinha (1996) study concluded that young age entrepreneurs were relatively more successful. Reynolds et al.(2000) found that entrepreneurs aged between 25-44 years tend to be successful in getting credit. It is found that there exists significant correlation between age of the business owner and business success was emphasized (Kristiansen, Funholt, and Wahid, 2003)

**Gender:** Kolverid (1996) found that male business owners had significantly higher business intentions than female business owners. Mazzarol et al. (1999) found that female business owners show less inclination towards setting of new ventures.

**Net Worth:** One of the most important financial parameter bankers study before granting a loan is Net worth. It is calculated using financial information provided by the borrower. It is observed that net income and net worth are highly preferred calculations in getting credit to SMEs.(Berger and Udell, 2006)

**Geographic location:** Burger et al (2006) and David A Schaurez et al (2006) emphasized that location where SMEs are placed plays crucial role in credit sanctions.

**Nature of financial system:** David A Schaurez et al (2006) found that poor quality of financial statements maintained by SMEs proved to be the biggest barrier in credit sanctions.
Form of ownership: According to Berger and Udell (2006) study, the legal structure of the firm whether it is a sole proprietorship or partnership is having less impact in credit sanctions. This factor is added in current study in order to test whether it is influenced in Mumbai region or not.

4. DATA ANALYSIS

4.2 Binary Logit Regression model

The purpose of research is to provide an exhaustive empirical analysis with respect to the factors which influence the outcome of loan application of SMEs in Mumbai. Logistic regression is a statistical analysis tool models that explains the response of relations between the variables that have two or more categories with one or more independent variables or interval scale category (Hosmer and Lameshow, 2004). Logistic regression models explain the relationship between $X$ and $\pi(\chi)$ which is not linear, abnormal distribution of $Y$, diversity is not constant and cannot be explained by ordinary linear regression model. Data observations has $p$ independent variables $\chi_1, \chi_2, ..., \chi_p$ with the response variable $Y$ which has two possible values of 0 to indicate that the response does not have criteria and a value of 1 to indicate that the response has criteria. 1) Independent variables used in the model do not have normality assumption. 2) Dependent variable consists of continuous variables, discrete, and nominal with dichotomous nature. 3) Distribution of expected response variable nonlinear. Kinds of logistics are divided into binary logistic regression and multinomial logistic regression. In this study, the response is a binary variable that is a loan application accepted or loan application denied, then the incident at the time of granting credit decisions by potential Small Medium Enterprises (SMEs) borrowers recommended or accepted by the influence of a particular variable. The model used in the logistic regression analysis is logit ($pi$) = $\beta_0 + \beta_1 * X$ with logit ($pi$) is the value of the logit transformation to a successful event opportunities, $\beta_0$ is the regression intercept, $\beta_1$ is the slope of the regression line models, and $X$ is the explanatory variables (Nachrowi, 2002: 307):

Thus, the estimation model used in this study is:

$$Li = \ln \left[ \frac{p}{1+p} \right] = \beta_0 + \beta_1 + \beta_2 + \beta_3 + \beta_4 + \beta_5 + \beta_6$$

Descriptions:

$\ln \left[ \frac{p}{1+p} \right] =$ Loan application accepted or rejected

$\beta_0$: Age of the firm

$\beta_1$: Age of the owner

$\beta_2$: Gender

$\beta_3$: Net worth

$\beta_4$: Geographic location
The multivariate statistical analysis technique, Binary Logistic Regression is used to identify the individual and collective roles of the following variables concerning their influence on loan approval/denial rates. From the Literature review it is observed that Charlo et al. (2010) and David A. Schauer et al., (2001) have used binary logistic regression in their research to predict the loan impacting variables.

For the present study “Loan approval status” is considered as Dependent variable and the following were considered as Independent variables and all are recoded into “1” and “0” for the purpose of BLR. Forward likelihood Ratio method was applied in Minitab software for the following variables:

1. Loan approval status coded as approved 1 and not approved as 0
2. Nature of financial system coded as sophisticated 1 and conventional system as 0
3. Legal structure of the firm coded as selected and particular type 1 and other category as 0
4. Size of firm based on turnover coded as Large 1 and small 0
5. Age of the firm coded as Young 1 and old 0
6. Gender of the owner coded as Female 1 and Male as 0
7. Geographic area is coded as selected areas as 1 and other area as 0
8. Type of activity is coded as conventional areas as 1 other and new areas 0
9. Net worth up to 30 Lakhs coded as below average net worth. Above 30 Lakhs coded as above average net worth

Table 2: BLR test results in predicting credit impacting variables

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coefficient</th>
<th>SE Coefficient</th>
<th>Z</th>
<th>P</th>
<th>Odds Ratio</th>
<th>95% CI Lower</th>
<th>95% CI Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.6665</td>
<td>0.7479</td>
<td>0.89</td>
<td>0.373</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age of firm</td>
<td>0.2380</td>
<td>0.1533</td>
<td>1.55</td>
<td>0.121</td>
<td>1.27</td>
<td>0.94</td>
<td>1.71</td>
</tr>
<tr>
<td>Age of owner</td>
<td>-0.3518</td>
<td>0.1700</td>
<td>-2.07</td>
<td>0.038</td>
<td>0.70</td>
<td>0.50</td>
<td>0.98</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.1393</td>
<td>0.5569</td>
<td>-0.25</td>
<td>0.802</td>
<td>0.87</td>
<td>0.29</td>
<td>2.59</td>
</tr>
<tr>
<td>Net worth</td>
<td>0.31070</td>
<td>0.06739</td>
<td>4.61</td>
<td>0.000</td>
<td>1.36</td>
<td>1.20</td>
<td>1.56</td>
</tr>
<tr>
<td>Geographic location</td>
<td>-0.13790</td>
<td>0.09719</td>
<td>-1.42</td>
<td>0.156</td>
<td>0.87</td>
<td>0.72</td>
<td>1.05</td>
</tr>
<tr>
<td>Nature of financial system</td>
<td>-0.0363</td>
<td>0.1756</td>
<td>-0.21</td>
<td>0.836</td>
<td>0.96</td>
<td>0.68</td>
<td>1.36</td>
</tr>
<tr>
<td>Form of ownership</td>
<td>-0.3142</td>
<td>0.2198</td>
<td>-1.43</td>
<td>0.153</td>
<td>0.73</td>
<td>0.47</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Log-Likelihood = -177.402
Test that all slopes are zero: $G=28.213$, DF=7, P-Value=0.000

**Significance testing model and parameters:**

Significance test of the model is tested using value of chi square distribution of the Pearson method, Deviance, and Hosmer Lemeshow.

H0: No significant difference between the values of observations with model predicted values

**Goodness-of-Fit Tests**

<table>
<thead>
<tr>
<th>Method</th>
<th>Chi-Square</th>
<th>DF</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson</td>
<td>259.894</td>
<td>230</td>
<td>0.086</td>
</tr>
<tr>
<td>Deviance</td>
<td>318.026</td>
<td>230</td>
<td>0.000</td>
</tr>
<tr>
<td>Hosmer-Lemeshow</td>
<td>8.192</td>
<td>8</td>
<td>0.415</td>
</tr>
</tbody>
</table>

From the above table it is observed that Hosmer-Lemeshow P-value is 0.415 which is above the significant level of 0.05 which means it is insignificant and this model is perfect fit for the data and proved to be a good fit. Pearson P value 0.086 is above the significant level of 0.05 which indicates our model predicts values not significantly different from what it was observed.

Variable “age of the owner “ has got the p value of 0.038 which is below of $\alpha =0.05$, hence reject H0 and accept H1 concluding that “age of the owner” is significant variable while granting loan to SME in Mumbai.

Variable “net worth “has got the p value of 0.000 which is below of $\alpha =0.05$, hence reject H0 and accept H1 concluding that “net worth” is significant variable while granting loan to SME in Mumbai.

Variable “age of the firm “has got the p value of 0.121 which is above of $\alpha =0.05$, hence accept H0, concluding that “age of the firm” is not a significant variable while granting loan to SME in Mumbai.

Variable “gender “has got the p value of 0.087 which is above of $\alpha =0.05$, hence accept H0, concluding that “gender” is not a significant variable while granting loan to SME in Mumbai.

Variable “geographical location “has got the p value of 0.156 which is above of $\alpha =0.05$, hence accept H0, concluding that “geographical location” is not a significant variable while granting loan to SME in Mumbai.

Variable “nature of financial system” has got the p value of 0.836 which is above of $\alpha =0.05$, hence accept H0, concluding that “nature of financial system” is not a significant variable while granting loan to SME in Mumbai.

Variable “form of ownership “has got the p value of 0.153 which is above of $\alpha =0.05$, hence accept H0, concluding that “age of the firm” is not a significant variable while granting loan to SME in Mumbai.

BLR equation for the present study written from the above table is as follows:

**Loan application status = -0.3518 age of the owner + 0.31070 Net worth**
Interpretation: Interpretation of logistic regression models was done using odds ratio from the above table, value of the odds ratio is used to explain the relationship between the dependent variable and the independent variables.

Odds ratio for age of the owner (0.70) of respondents indicate that whose loans are approved belongs to lower age groups than the respondents whose loans are disapproved

Odds ratio for Net worth (1.36) of respondents indicate that one unit change in the Net worth is going to increase the loan acceptance by 1.36 times

Measures of Association:

(Between the Response Variable and Predicted Probabilities)

<table>
<thead>
<tr>
<th>Pairs</th>
<th>Number</th>
<th>Percent</th>
<th>Summary Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concordant</td>
<td>13227</td>
<td>67.7%</td>
<td>Somers' D</td>
</tr>
<tr>
<td>Discordant</td>
<td>6167</td>
<td>31.6%</td>
<td>Goodman-Kruskal Gamma</td>
</tr>
<tr>
<td>Ties</td>
<td>142</td>
<td>0.7%</td>
<td>Kendall’s Tau-a</td>
</tr>
<tr>
<td>Total</td>
<td>19536</td>
<td>100.0%</td>
<td></td>
</tr>
</tbody>
</table>

These correlations may range from 0 to 1 hence a large value indicates a stronger relationship and thereby indicates the strong predictive validity for the model. In the above model values are ranging from 0.36 to 0.17 which imply a reasonable predictive ability of the model considering the many uncontrolled and subjective parameters controlling the loan acceptance decision in practical scenario

4.3 Managerial Implications

It is observed from study that young age entrepreneurs who are having good net worth are getting credit successfully in Mumbai. This shows that Banks can focus more startup loans and can tap young entrepreneurs who have creative and prospective ideas on business. SME Entrepreneurs should approach for loans early as age increases it becomes difficult to get sanctions and they should focus more on creating net worth by reducing expenses and increasing revenue through various managerial strategies.

5. CONCLUSION

Most small business owners are confused and concerned about the parameters which are considered while granting credit to business firms. Loan applications are evaluated on the basis of parameters defined by Banks. It is important now to make this evaluation criteria uniform across all the banks and create awareness on these criteria parameters to improve the credit flow to SMEs. Present research paper has identified through multiple logistic regression that Form of ownership, Size of Business and Geographic location are the most impacting factors in getting credit from Banks in Mumbai. Further
research using neural networks and artificial intelligence techniques it is possible to enhance the predictability of factors in SME credit.

6. LIMITATIONS

This study relied on primary data which is restricted to Mumbai city-The financial hub of India.

The variables used in this study are taken from literature and no new variables are incorporated in the model chosen.

Limited sample size could influence the results.

Various other parameters which can influence SME loan sanctions like perceptions, credit scores are ignored here.
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ABSTRACT

Through a sample of 79 teams, we test if (a) team psychological safety (PsySafe) predicts team creativity through team learning behaviour, (b) the relationship between team PsySafe and team learning is moderated by the consistency of team PsySafe, and (c) the relationship between team learning behaviour and team creativity is moderated by the consistency of team learning behaviour. The main findings are: (1) team PsySafe predicts team creativity through team learning behaviour; (2) this indirect effect is stronger versus weaker when the consistency of PsySafe and/or team learning behaviour within the team is higher versus lower. The most creative teams are characterized not only by high PsySafe and high team learning behaviour, but also by low within-team variability in the perceptions of team PsySafe and team learning.

Keywords: team psychological safety; team learning behaviour; team creativity; strength of team psychological safety; strength of team learning

INTRODUCTION

A psychologically safe environment is increasingly recognized by scholars and practitioners as crucial for individual, team, and organizational performance (Edmondson & Lei, 2014; Frazier, Fainshmidt, Klinger, Pezeshkan, & Vracheva, 2017). One of the ways that psychological safety contributes to performance is by promoting individual and collective creativity (Frazier et al., 2017). In psychologically safe contexts, individuals are more likely to take advantage of opportunities and experiment with novel solutions to problems. Some companies purposefully foster psychological safety to enhance performance, such as Pixar, whose “formula for creativity” is being a company in which employees are “able to make mistakes without fear” (Garrahan, 2014, p. 10). Another example
is found in marketing guru Tor Myhren, who developed E-Trade’s talking baby and later became Apple’s vice president of marketing communications: “After experiencing his own epic professional stumble, Tor Myhren vowed to foster creativity by banishing fear of failure. (...) He also works hard to make employees feel safe in their creative process because he believes fear of failure kills creative thought” (Moran, 2014).

This paper relies on the Input-Process-Output (IPO) model of team effectiveness (Ilgen, Hollenbeck, Johnson, & Jundt, 2005; Kozlowski, Mak, & Chao, 2016) and the theory of climate strength (González-Romá, Fortes-Ferreira, & Peiró, 2009; González-Romá, Peiró, & Tordera, 2002; Schneider, Salvaggio, & Subirats, 2002) to examine how psychological safety (PsySafe) influences creativity in teams through team learning behavior. The IPO framework conceptualizes team performance as resulting from a system in which the inputs influence team processes, which in turn lead to outcomes. While some consider psychological safety (PsySafe) as a social process (Reiter-Palmon, Wigert, & de Vreede, 2012), we align with scholars (Paulus, Dzindolet, & Kohn, 2012) who conceptualize PsySafe as a team property or as part of the team climate, which is an input in the IPO model that antecedes team related (cognitive, social, and motivational) processes. Team processes are the “members’ interdependent acts that convert inputs to outcomes through cognitive, verbal, and behavioral activities directed toward organizing taskwork to achieve collective goals” (Marks, Mathieu, & Zaccaro, 2001, p. 357). We argue that team learning behavior is a team interaction process linking team PsySafe to team creativity (Drach-Zahavy & Somech, 2001; Paulus et al., 2012). Team creativity represents an effectiveness criterion (Yammarino, Dionne, Schriesheim, & Dansereau, 2008), and we treat it as an output (Paulus et al., 2012).

This research makes several important contributions to the literature on organizational creativity (i.e., “the production of ideas concerning products, practices, services, or procedures that are novel or original and potentially useful to the organization”; Oldham & Baer, 2012, p. 388). First, as Anderson, Potocnik, and Zhou (2014, p. 1309) observed, “research into work group or work team creativity and innovation is particularly valuable as organizations have moved inexorably to more team-based structures and will often be reliant upon teams to develop and implement innovative solutions even where the ideas may have originally been proposed by an individual”. The vast majority of the extant literature on creativity has been focused on individual creativity and on how individual differences (e.g. personality and attitudes) predict creative output (Reiter-Palmon et al., 2012). At the individual level of analysis, the team is viewed as the cognitive, social, emotional and

---

16 Marks et al. (2001) distinguish behavioral processes from emergent states. These are “cognitive, motivational, and affective states of teams, as opposed to the nature of their member interaction” (p. 357). They “do not represent team interaction or team actions that lead toward outcomes. Rather, they are products of team experiences (including team processes) and become new inputs to subsequent processes and outcomes” (p. 388).
behavioral context that facilitates or inhibits individuals’ creativity (Anderson et al., 2014; Hirst, van Knippenberg, & Zhou, 2009). Our research responds to Anderson and colleagues’ call to better understand creativity at the team level of analysis. Team creativity is a different phenomenon from individual creativity, and does not simply equate to the sum of each team member’s creativity (arguments developed below). More research on the antecedents of team creativity is necessary (Reiter-Palmon et al., 2012), especially considering that well-functioning teams can foster team creativity that leads to organizational innovation and performance (Amabile, Conti, Coon, Lazenby, & Herron, 1996; Bechtoldt, De Dreu, & Choi, 2010; Oldham & Cummings, 1996; Reiter-Palmon et al., 2012; Woodman, Sawyer, & Griffin, 1993). Creativity is a “key driver of organizational innovation and success” (Zhou & Hoever, 2014, p. 333), and both creativity (the first step of innovation) and innovation are “increasingly important determinants of organizational performance, success, and longer-term survival” (Anderson et al., 2014, p. 1298).

Second, beyond testing team learning behavior as the mediating mechanism through which PsySafe influences team creativity, we also address the climate strength or consistency within the team (Meyer, Dalal, & Hermida, 2010; Schneider et al., 2002). Specifically, we consider that the I→P and the P→O relationships are moderated by the consistency with which the members of the team perceive team PsySafe and team learning behavior, respectively. In this way, we converge with Ilgen et al. (2005) who defended that the classical IPO is insufficient for fully characterizing teams in a nuanced way. The IPO framework suggests a linear progression: I leads to P leads to O. However, such relationships may be moderated by variables related to inputs, processes, outcomes, or exogenous variables. We hypothesize that (a) the consistency with which team members experience PsySafe (i.e. Input consistency) moderates the I→P relationship, and (b) the consistency with which team members engage in and experience team learning behaviors (i.e., Process consistency) moderates the P→O relationship.

A very limited set of studies have considered the consistency of team PsySafe as a moderator of the relationship between the level of PsySafe climate and the dependent variables (Hirak, Peng, Carmeli, & Schaubroeck, 2012). Surprisingly, the review by Edmondson and Lei (2014) does not include any mention to the consistency with which PsySafe is experienced within the team. For PsySafe “to be a group-level construct (…), team members must hold similar perceptions of it” (Edmondson, 1999, pp. 354-355), which implies that greater similarity in perceptions equates to a more consistently experienced team climate. Moreover, this is the first study to include the consistency of PsySafe and the consistency of team learning behaviors as moderators in the indirect relationship between the level of team PsySafe and creativity. A recent meta-analysis (Frazier et al., 2017) found a relatively weak relationship between PsySafe and both individual and team creativity. We expect that
including consistency of PsySafe and of team learning behaviors as moderators will increase the indirect influence of PsySafe on creativity. Our conceptual model, depicted in Figure 1, therefore suggests a conditional indirect model linking team PsySafe to team creativity. We propose that the I→P and the P→O relationships are stronger versus weaker when the team members perceive PsySafe and team learning behavior in a more versus less consistent way.

![Figure 1. Hypothesized model.](image)

Finally, most research on team or group creativity examines teams in controlled laboratory settings (Paulus et al., 2012). Our research contributes to the creativity literature by examining team creativity in a real-world work environment, providing new insights to both scholars and practitioners. Additionally, our study was carried out in Portugal, an understudied cultural context characterized by relatively high power distance, high uncertainty avoidance, high in-group collectivism, and paternalistic leadership (Hofstede, 1991; House, Hanges, Javidan, Dorfman, & Gupta, 2004; Rego, Marques, Leal, Sousa, & Cunha, 2010). In such a context, where team members are (a) more vulnerable to the unequal power held by supervisors, (b) more susceptible to influences from colleagues, and (c) less likely to challenge the status quo and, specifically, the leader/supervisor views, team PsySafe can be considered particularly important (Anderson et al., 2014; Gong, Cheung, Wang, & Huang, 2012).

The paper is organized as follows. We start by discussing creativity as a team phenomenon and then conceptually support why team PsySafe predicts team creativity through team learning. Later, we explain the hypothesized moderating effects by discussing why the indirect effect is conditional on how consistent the perceptions of team PsySafe and team learning are within the team.

17 The literature is not consistent on differences between teams and groups (Chan, 1998; Paulus et al., 2012; Reiter-Palmon et al., 2012). For example, Biemann et al. (2012) argued that both may be seen as “a clustering of individuals who are interdependent based on a set of common expectations or hierarchical structuring and who interact with one another as if they are a group”. Kozlowski and Bell (2003) made no distinction and used the terms interchangeably. Another approach, which we espouse here, is that groups are “collections of individuals focused on a specific goal or task”, while teams are “groups that typically have a long-term relationship, are embedded in an organization, and work together on some common project or goal” (Reiter-Palmon et al., 2012, p. 328). For simplicity, we use the term “team” throughout the paper and our empirical study focuses on (real) teams in the sense that the teams are embedded in organizations, the team members carry out interdependent tasks, and the team output depends on such interdependence and cooperation.
We present the study, and in the final section we discuss the findings, limitations, and possible paths for future research.

**THEORY AND HYPOTHESES**

**Creativity as a collective phenomenon**

Before presenting arguments supportive of the conceptual model, some points are necessary to clarify regarding how and why creativity emerges as a collective/team phenomenon. Team creativity and individual creativity represent different phenomena and constructs, with research demonstrating that team creativity is not the mere sum of team members’ creativity (Paulus et al., 2012; Rego, Reis Júnior, Cunha, Stallbaum, & Neves, 2014). As teams are made up of individuals, team creativity partially reflects the creativity of the individual members (Paulus et al., 2012; Pirola-Merlo & Mann, 2004; Taggar, 2002), but it is not an additive process. Instead, individual creativity is a building block of team-level creativity that must pass through team member interactions and processes (Yoon, Song, Lim, & Joo, 2010, p. 251). Each team member’s creativity affects and is affected by the other team members’ creativity (Paulus et al., 2012), with the team unit developing a creative dynamic of its own.

Individual creativity may give rise to different levels of team creativity as a result of distinct socioemotional and communicational processes within different teams (Bechtoldt et al., 2010; Pirola-Merlo & Mann, 2004), meaning that highly creative individual solutions do not necessarily turn into a highly creative collective solution. Depending on team processes, the creative contributions of some team members to team creativity may be undervalued (or even discarded) or overvalued, regardless of their effective potential (Bechtoldt et al., 2010; Paulus et al., 2012; Pirola-Merlo and Mann, 2004). For example, in a team characterized by a norm of conformity towards team members with high-power status, a highly (and potentially better) creative solution from a low-power status individual may be neglected in favor of a less (and worse) creative solution from a high-power status individual.

Additionally, hearing a creative idea from another team member has the potential to cognitively stimulate other team members to be more creative, enabling a synergistic effect. However, such a benefit to the team creativity can be severely hampered depending on team processes. If, for example, an individual experiences low PsySafe within the team, he or she would likely avoid sharing a new creative idea or building on a creative idea shared by another team member, especially if he or she perceives his/her contribution as really different or likely to be criticized. Even if the members are all highly creative individuals, in a team with low PsySafe, they may be unable to make effective use of their individual creative resources to benefit the team (Taggar, 2002). In sum, individual creativity contributes to team creativity, but that contribution can be drastically enhanced or diminished by a variety of team processes as well as the team’s climate.
Psychological safety and creativity

Kahn (1990, p. 708) defined PsySafe as the employee’s “sense of being able to show and employ one’s self without fear of negative consequences to self-image, status, or career”. Later, Edmondson (1999) argued that PsySafe may be considered a group-level construct rather than an attribute of individual employees. It is now recognized that the construct can be studied both at the individual, team, and organizational levels (Edmondson & Lei, 2014), although Edmondson (2004) noted that it is “especially relevant at the group level of analysis” (p. 240). Team PsySafe emerges when team members “both trust and respect each other, and it produces a sense of confidence that the group won’t embarrass, reject or punish someone for speaking up” (Edmondson, 2012, p. 119). Consequently, PsySafe involves, but goes beyond, interpersonal trust. Team PsySafe thus reflects the “shared belief” that it is safe for team members to take interpersonal risks within the team (Edmondson, 1999, 2004; Paulus et al., 2012), and team creativity may emerge as a consequence of such a shared belief.

Creativity is an exploratory process (while innovation is about exploitation; Paulus et al., 2012; see also Anderson et al., 2014) that involves considering alternatives and implies the willingness to take risks and even to introduce conflicting opinions (Edmondson & Mogelof, 2005; Paulus et al., 2012). To flourish, team creativity requires a supportive context, which includes an atmosphere of PsySafe in which team members feel free “to engage in some of the risky behaviors involved in creativity” (Paulus et al., 2012, p. 349) and to “propose new ideas and solutions without being judged or criticized” (Anderson et al., 2014, p. 1301). Conversely, when members face psychological threats and experience low psychological safety, they are more likely to develop a defensive orientation and suppress the expression of creativity at work (Paulus et al., 2012; West & Richter, 2008). Individuals may feel especially inhibited, or blocked, to share their most radical or unique ideas, to improve others’ ideas, and to challenge the status quo since other team members and the team leader might react negatively to their efforts and solutions (Camacho & Paulus, 1995; Diehl & Stroebbe, 1987; Edmondson & Lei, 2014; Paulus et al., 2012). As Paulus et al. (2012, p. 337) observed, creativity “implies freedom – freedom to think in new ways. But whenever someone comes up with something different, there is a chance someone else will not like it. (…) Unless there is this sense of psychological safety, individuals will not risk the potential ridicule or negative reactions that may accompany new ideas, especially radical ones”.

In short, teams that experience low psychological safety “are less likely to engage in the behavioral hallmarks of creativity” (Edmondson & Mogelof, 2005, p. 111). Many studies have found empirical support for this relationship (Burningham & West, 1995; Carmeli, Reiter-Palmon, & Ziv, 2010; Carmeli, & Spreitzer, 2009; Edmondson, 2004; Hunter, Bedell, & Mumford, 2007; Kark &
Carmeli, 2009; Paulus et al., 2012; West, Borriill, Dawson, Brodbeck, Shapiro, & Haward, 2003; Yoon et al., 2010), but meta-analyses (Frazier et al., 2017; Hulsheger, Anderson, & Salgado, 2009) found relatively weak relationships between PsySafe and team creativity and innovation. One possible reason for such a weak nexus is that the relationship between team PsySafe and team creativity might be both indirect and conditional.

**Team learning behavior as a mediator**

Paulus et al. (2012) argued that more research is necessary to identify social processes that mediate the relationship between team PsySafe and team creativity. Studying and understanding such processes (the P in the IPO framework) might also be helpful in identifying stronger and clearer relationships between team PsySafe and creativity. In line with literature suggesting that team PsySafe predicts team performance through team learning behavior (Edmondson, 1999; Kostopoulos & Bozionelos, 2011), we propose team learning behavior as a mechanism through which team PsySafe also influences team creativity. Team learning behavior represents the extent to which “team members overtly reflect on the team objectives, strategies, and processes for the purpose of creating a team-level intellectual product that initiates change” (Drach-Zahavy, & Somech, 2001, p. 112). It is a collective and ongoing process characterized by an engagement in seeking information and feedback, addressing differences of opinion, questioning problem-solving assumptions, asking questions, reflecting about decision making process, and discussing failures, unexpected outcomes, and errors (Edmondson, 1999). In line with this definition and description, we treat team learning as a process rather than an outcome (Edmondson, 1999; Edmondson, Dillon, & Roloff, 2007).

Team learning behaviors are encouraged, or facilitated, by a shared feeling that the team is a psychologically safe place. Team PsySafe is “centrally tied to [team] learning behavior” (Edmondson, 2004, p. 239) as it is key to enabling open mindedness as well as healthy skepticism that rejects traditional assumptions (Anderson et al., 2014; Edmondson, 1999, 2004). Within psychologically safe environments, team members, both individually and collectively, are more likely to take time to improve the team’s work processes, to ask for help and advice, to seek information from other team members to make important changes, to speak up to test assumptions about issues under discussion, to invite people from outside the team to present information, to share experiences, and to have discussions about improvement issues (Edmondson, 1999; Edmondson & Lei, 2014). As Baer and Frese (2003, p. 50) suggested, teams and organizations “with a climate for psychological safety will enhance learning behavior as well as the use of employees’ creative potential”. Edmondson and Lei (2014, p. 31) also argued, “a psychologically safe environment... motivates engagement in exploratory and exploitative learning, thereby promoting team performance”.

---
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Team learning contributes to team creativity (Drach-Zahavy, & Somech, 2001; Edmondson & Lei, 2014) because team learning promotes information sharing and the cross-fertilization of ideas within the team, thereby increasing the knowledge and information available to team members, both individually and collectively. This atmosphere allows and encourages the development of domain-relevant skills and creativity-relevant skills, which provide crucial background knowledge and serve as the basis for creativity (Amabile, 1996; Edmondson, 2004; Hirst et al., 2009; Sung & Choi, 2012; Yoon et al., 2010). Through team learning behavior such as feedback seeking and questioning assumptions, creative ideas shared by individuals within the team can be elevated to the team level and experience the team social processes that enhance team creativity. In short, team learning behavior leads to higher team creativity because “a major component of the creative process is the exchange of information or ideas” (Paulus et al., 2012, p. 330). Thus, one potential mechanism through which team PsySafe gives rise to team creativity is team learning (Edmondson, 1999). Hence:

Hypothesis 1: Team PsySafe has a positive indirect effect on team creativity through team learning behavior.

Climate Strength as Moderator

Given the weak meta-analytic correlation between PsySafe and creativity (Frazier et al., 2017; Hulsheger et al., 2009), we anticipate that the I→P→O relationship is insufficient (Ilgen et al., 2005) to understand how team PsySafe predicts team creativity. We propose that the indirect relationship is conditionally based on how consistently the team members within the team experience team PsySafe and team learning behavior. To support our hypotheses, we rely on the theory of climate strength (Schneider et al., 2002). While the climate level represents the average of individual perceptions within the team, climate strength (or consistency, which we use interchangeably) reflects a measure of within-team variability in climate perceptions (Luria, 2008; Schneider, Ehrhart, & Macey, 2013). Two main points are worth mentioning in this regard. First, although team members share in some degree the perceptions about the team climate in which they work, some degree of variability is also expected as individuals process and attribute events differently (Kelley, 1972). Some individuals within a team may also be exposed to certain behaviors or events more than other team members, which should result in variability in their perceptions. The teams with a higher degree of consensus among team members regarding the team climate share a stronger climate than teams with lower consensus (Meyer et al., 2010). Second: although empirical evidence is inconsistent (Schneider et al., 2013), some research suggests that the relationship between the climate level and its outcomes is stronger when the climate strength (i.e., the consistency of perceptions within the team) is high versus low (González-Romá et al., 2009; González-Romá et al., 2002; Schneider et al., 2002). In other words, the impact of
team climate on team outcomes is enhanced in strong climates and attenuated in weak (or inconsistent) climates (Meyer et al., 2010).

Two complementary explanations have been suggested to explain why consistency of climate might moderate the level of the climate variable on outcomes (Schneider et al., 2013). From a measurement perspective, high consensus within a team provides a more reliable mean score (of the climate level) and, as a consequence, greater validity in predicting individual and team outcomes. From a conceptual perspective, a stronger climate equips team members with clearer and more consistent information about the team (Lee & Dalal, 2016; Meyer et al., 2010) and is more likely to lubricate social and cognitive exchanges between team members. For example, knowledge sharing between team members is more likely when all team members experience high PsySafe as opposed to when only some members do. Therefore, as Schneider et al. (2013, p. 368) observed, “the more consistent the experiences of employees, the more likely employees are to behave consistently as a collective such that there should be more positive outcomes on the positive end and more negative outcomes on the low end”.

Empirical evidence on the consistency of team PsySafe and of team learning behavior is almost missing from the literature. However, Hirak et al. (2012) found in supplementary analyses that the unit PsySafe level was more positively associated with subsequent unit performance when the strength of the PsySafe climate was also high. Considering that team PsySafe represents a shared belief that it is safe to take interpersonal risks (Edmondson, 1999; Edmondson & Lei, 2014), it is reasonable that the more widely shared that belief is, the more the benefits of PsySafe should be apparent, as found in the Hirak et al. (2012) study. When all team members experience the team climate as psychologically safe, team members, both individually and collectively, should be more likely to engage in team learning behavior, such as developing efforts to improve the team’s work processes, asking for help and advice from other team members to make important changes, speaking up to test assumptions about relevant topics for the team well-functioning, sharing experiences, and having discussions about improvement issues. Taking these arguments into account, we assert that the consistency of team PsySafe moderates the relationship between the level of team PsySafe and team learning behavior.

**Hypothesis 2:** The consistency (climate strength) of team PsySafe moderates the relationship between the level of team PsySafe and team learning behavior, such that the relationship is stronger when the consistency of team PsySafe is higher versus lower.

Relying on the same arguments presented above regarding climate strength theory, we propose a similar pattern for the relationship between team learning and team creativity. From a measurement perspective, a stronger team learning behavior represents a more reliable mean score on
the level of the team learning behavior, which should strengthen the relationship between team learning and creativity. Conceptually, a more consistent experience of team learning behavior within the team means that the exchange of information or ideas (Paulus et al., 2012) is more likely and that all team members, both individually and collectively, are more likely to share and develop knowledge and creative solutions. Additionally, team learning behavior can result in increases in domain-relevant skills as well as creativity-relevant skills, which provide crucial background knowledge to enhance creativity (Amabile, 1996; Edmondson, 2004; Hirst et al., 2009; Sung & Choi, 2012; Yoon et al., 2010). Combined, these arguments lead to our final hypothesis:

**Hypothesis 3:** The consistency (climate strength) of team learning behavior moderates the relationship between the level of team learning behavior and team creativity, such that the relationship is stronger when the consistency of team learning behavior is higher versus lower.

**METHOD**

**Sample and Procedures**

To test the three hypotheses, we gathered data from a convenience sample drawn from the researchers’ professional nonacademic contacts. A total of 79 team leaders from 27 organizations (in sectors such as clothing, accounting services, retail, and health care) participated in the study. The average team leader in the sample was female (59.5%), 43 years old (SD: 10.16), and had been in a team leader position for 7.24 years (SD: 5.15). The team leaders’ educational backgrounds were as follows: 8.9% of leaders had nine or fewer schooling years, 27.8% had twelve schooling years, 55.7% had a university degree, and 7.6% had a graduate degree.

We delivered a questionnaire to all team members, who anonymously reported perceptions of team PsySafe and team learning behavior and returned their responses to the researchers either directly (in a sealed envelope) or by post. Three hundred and seventeen members participated (75.1% female; mean age: 38.80 years, SD: 10.46; mean tenure in the team: 7.83 years, SD: 7.56), with a minimum of 3 responses per team and an average of 6.28 responses (SD: 3.37). Team members’ educational backgrounds include 19.9% with nine or fewer schooling years, 38.8% with twelve schooling years, 37.9% with a university degree, and 3.5% with a graduate degree.

Before proceeding, two brief notes on data analysis are necessary. First, collecting data about team PsySafe and team learning behavior from the same source (i.e., team members) raised risks of common method bias (Podsakoff, MacKenzie, Lee, & Podsakoff, 2003). For this reason, each team was randomly split into two sub-samples, with one sub-sample used to assess team PsySafe and the other to assess team learning behavior. This procedure proved helpful in reducing common-method bias: while the correlation between the two variables is 0.68 ($p \leq 0.001$) when all raters are used to
measure both, the correlation is 0.37 ($p \leq 0.001$) when the subsamples with different-raters were used. Second, we tested the hypothesized model through bias-corrected bootstrap analyses (5000 bootstrap samples) with the PROCESS macros developed by Hayes (2013).

**Measures**

All variables were measured with a 6-point Likert-type scale. Items were translated from English to Portuguese, and then back-translated to ensure appropriate translation. Respondents were requested to report the extent to which different statements applied to the team: (1) “the statement does not apply to this team at all”; (...); (6) “the statement applies completely to this team”. Leaders reported perceived task interdependence within the team (as a control; see below) and reported the dependent variable of team creativity. Team members reported team PsySafe and team learning behavior (individual data aggregated at the leader/team level; see below).

**PsySafe.** Team members assessed the level of PsySafe in the team through seven items (Edmondson, 1999). Sample items are: (1) “It is safe to take a risk on this team”; (2) Members of this team are able to bring up problems and tough issues”. In line with a referent-shift composition model (Chan, 1998), the individual ratings were aggregated to the team level to represent the team PsySafe score (i.e., mean level within the team). The reliability analysis prompted us to remove one item (“No one on this team would deliberately act in a way that undermines my efforts”), resulting in acceptable reliability (Alpha = 0.74).

**Team learning behavior.** Team members described team learning behavior via seven items (Edmondson, 1999). Sample items are: (1) “We regularly take time to figure out ways to improve the team’s work processes”; (2) “People on this team speak up to test assumptions about issues under discussion”. One item was also removed from this measure based on the reliability analysis (“This team tends to handle differences of opinion privately or off-line, rather than addressing them directly as a group”). The individual ratings were aggregated to the team level to represent the team learning behavior score (Alpha = 0.93).

**Team creativity.** Team leaders reported on team creativity with thirteen items from Zhou and George (2001), adapted to the team level. Sample items are: (1) “This team comes up with new and practical ideas to improve performance”; (2) “This team suggests new ways to achieve goals or objectives”. Reliability was acceptable for this measure (Alpha = 0.96).

**Consistency of team PsySafe and team learning behavior.** The standard deviation ($SD$) of individual scores within each team was calculated to measure the consistency of team PsySafe and team learning behavior. We followed LeBreton and Senter (2008), as well as others (e.g., Hirak et al., 2012; Schneider et al., 2002), who suggest that $SD$ is more appropriate than alternative measures (such as $r_{wg}$ or $AD$). The $SD$ score was reversed (by subtracting it from the score representing the team with
the highest SD). The emerging scores were named consistency of team PsySafe, and consistency of team learning behavior. Higher scores represent greater consistency.

Control variables. We included various controls known to influence team processes and/or creativity. We controlled for team size (number of employees), as it can influence both team processes and creativity (e.g., Edmondson, 1999; LePine, Piccolo, Jackson, Mathieu, & Saul, 2008; Paulus et al., 2012; Somech & Drach-Zahavy, 2013; Tierney & Farmer, 2002). Leader education and team members’ education (number of schooling years) were also included as controls because education level might be associated with creativity through task domain expertise (Hirst, van Dick, & van Knippenberg, 2009; Skin, Kim, Lee, & Bian, 2012; Tierney & Farmer, 2002). The tenure of team members within the team was also included as a control because it might influence interactions within the team over time and the capacity of the team to utilize team resources for generating creativity-related ideas and outcomes (Farh, Lee, & Farh, 2010; Martinaityte & Sacramento, 2013). Demographic diversity was included as a control because diversity within teams may affect team processes and team creativity (Milliken, Bartel, & Kurtzberg, 2003; Paulus et al., 2012; Polzer, Milton, & Swann Jr., 2002). To control diversity, we computed a composite indicator of demographic diversity by summing the standard-deviations (after standardizing them, because of differences between the measures) for gender, age, tenure, and education within each team. Perceived task interdependence within the team (as reported by the leader) was also included because it affects interactions, cooperation and the creativity process (Campion, Papper, & Medsker, 1996; Edmondson, 1999; Gully, Incalcattera, Joshi, & Beaubian, 2002; Jaussi & Benson, 2012; Skin et al., 2012; Van der Vegt & Janssen, 2003). This variable was measured through three items adapted from Ramamoorthy and Flood (2004; Alpha = .88). A sample item is: “To carry out their jobs, team members need information and materials from other team members”.

Preliminary analysis

To confirm the appropriateness of aggregating the data, we calculated ICC1, ICC2, and $r_{wg(j)}$ for team PsySafe and team learning behavior. Strictly speaking, aggregation is appropriate when ICC1 is non-zero (Bliese, 2000) and when ICC2 is higher than 0.70 (Kozlowski & Klein, 2000). The ICC1s for team PsySafe and team learning behavior were 0.21 and 0.37, respectively. The ICC2s for team PsySafe and team learning behavior were 0.51 and 0.70, respectively. The $r_{wg(j)}$ values for team PsySafe (mean: 0.89, SD: 0.11) and team learning behavior (mean: 0.86, SD: 0.17) represent “strong” inter-rater agreement (LeBreton & Senter, 2008, p. 836). Although the ICC2 for team PsySafe is below the recommended cutoff, it does not prevent aggregation, as methodologists suggested that it merely reduces statistical power (e.g., Bliese, 2000). We thus proceeded to aggregate our data for the two variables.
Considering the sample size, we followed the recommendation by Little, Cunningham, Shahar, and Widaman (2002) to use parcels when conducting confirmatory factor analyses to test discriminant validity among the constructs. Using the loadings as a guide, we created parcels by using the highest loadings items to anchor the parcels. Then, “the highest loaded item from among the anchor items would be matched with the lowest loaded item (Little et al., 2002; p. 166)”. Three parcels each for team PsySafe and team learning behavior (data from different raters within each team), and four parcels for team creativity were created. Team task interdependence was not parceled given that it only contained three items. This variable was considered in the analysis because, although included just for control, it was measured with data from the same raters who assessed creativity (i.e., team leaders). Results indicated that the four-factor model fits the data well ($\chi^2_{[59]} = 90.70$; RMSEA: 0.08; SRMR = 0.07; NNFI: 0.95; CFI and IFI = .95) and is superior to models in which (1) team PsySafe and team learning behavior were set to load on a single factor ($\Delta \chi^2_{[3]} = 44.58, p \leq .001$), (2) perceived team task interdependence and team creativity were set to load on a single factor ($\Delta \chi^2_{[3]} = 261.13, p \leq .001$), and (3) all variables/parcels were set to load on a single factor ($\Delta \chi^2_{[6]} = 331.96, p \leq .901$). We also tested the four-factor model with data for PsySafe and team learning behavior as collected from the same raters within each team. While RMSEA (0.097) is only marginally satisfactory, the other fit indices suggest that the four-factor model fits the data well ($\chi^2_{[59]} = 102.67$; SRMR = 0.07; NNFI: 0.94; CFI and IFI = .95).

**FINDINGS**

Table 1 presents means, standard deviations and correlations. Team size correlates positively with PsySafe. The consistency of team PsySafe correlates negatively with mean age, mean education, and mean tenure of team members, and the consistency of team learning behavior correlates negatively with mean education of team members. The consistency of team PsySafe correlates positively with both team learning behavior and the consistency of team learning behavior, which means that the more consistent the perceptions of team PsySafe, the more consistent the perceptions of team learning. Finally, team PsySafe correlates positively with team learning behavior, which in turn correlates positively with team creativity.
Table 1. Means, standard deviations, and correlations

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Team size (number of employees)</td>
<td>6.28</td>
<td>3.37</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Gender of the leader (a)</td>
<td>0.43</td>
<td>0.50</td>
<td>0.03</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Age of the leader</td>
<td>43.58</td>
<td>11.99</td>
<td>0.16</td>
<td>0.12</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Tenure as team leader (years)</td>
<td>7.19</td>
<td>5.18</td>
<td>0.10</td>
<td>-0.10</td>
<td>0.23*</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Education of the leader (b)</td>
<td>2.62</td>
<td>0.76</td>
<td>-0.22</td>
<td>0.03</td>
<td>-0.01</td>
<td>-0.26*</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Mean age of team members</td>
<td>38.33</td>
<td>7.77</td>
<td>-0.03</td>
<td>-0.02</td>
<td>0.37***</td>
<td>-0.05</td>
<td>0.15</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Mean education of team members (b)</td>
<td>2.29</td>
<td>0.71</td>
<td>-0.22</td>
<td>0.00</td>
<td>-0.08</td>
<td>-0.23*</td>
<td>0.54***</td>
<td>-0.11</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Mean tenure within the team (years)</td>
<td>7.64</td>
<td>5.44</td>
<td>0.08</td>
<td>0.05</td>
<td>0.15</td>
<td>0.23*</td>
<td>0.08</td>
<td>0.57***</td>
<td>-0.02</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Demographic diversity (c)</td>
<td>0.00</td>
<td>0.52</td>
<td>0.19</td>
<td>0.02</td>
<td>0.04</td>
<td>0.21</td>
<td>0.05</td>
<td>0.33***</td>
<td>-0.06</td>
<td>0.56***</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Task interdep. within the team</td>
<td>3.30</td>
<td>1.24</td>
<td>0.07</td>
<td>0.06</td>
<td>0.27*</td>
<td>0.12</td>
<td>-0.04</td>
<td>0.13</td>
<td>-0.23*</td>
<td>-0.16</td>
<td>-0.03</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Team PsySafe (d)</td>
<td>4.23</td>
<td>0.71</td>
<td>0.23*</td>
<td>-0.18</td>
<td>-0.13</td>
<td>0.00</td>
<td>-0.18</td>
<td>-0.01</td>
<td>-0.21</td>
<td>0.01</td>
<td>0.07</td>
<td>0.06</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Global and national business theories and practice: bridging the past with the future

ISSN: 2547-8516
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.75</td>
<td>0.32</td>
<td>-0.06</td>
<td>0.07</td>
<td>-0.16</td>
<td>0.00</td>
<td>-0.13</td>
<td>-0.26*</td>
</tr>
<tr>
<td></td>
<td>3.64</td>
<td>0.91</td>
<td>0.06</td>
<td>-0.19</td>
<td>0.03</td>
<td>-0.01</td>
<td>0.08</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>0.37</td>
<td>0.09</td>
<td>-0.06</td>
<td>-0.14</td>
<td>-0.04</td>
<td>-0.09</td>
<td>-0.19</td>
</tr>
<tr>
<td></td>
<td>3.99</td>
<td>0.85</td>
<td>0.10</td>
<td>-0.22</td>
<td>0.08</td>
<td>0.15</td>
<td>0.12</td>
<td>-0.10</td>
</tr>
</tbody>
</table>

N = 79.

Notes: (a) 0: female; 1: male. (b) 1: nine or fewer schooling years; 2: twelve schooling years; 3: university degree; 4: graduate degree. (c) Sum of the SD (after standardization them) for gender, age, tenure, and education within each team. (d) Different raters within the team to rate each variable.

*p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001.
The hypothesized model was tested through bias-corrected bootstrap analyses with the PROCESS macros developed by Hayes (2013), both with and without the control variables (Becker, Atinc, Breaugh, Carlson, Edwards, & Spector, 2016; Bernerth & Aguinis, 2016). Considering that the findings are very similar for both conditions, we present the findings without the control variables.

We first tested the mediated model without the moderators (Hayes, 2013; template model #4) to assess the indirect effect proposed in H1. The findings presented in Table 2 reflect the following: (a) team PsySafe predicts team learning (effect: 0.51, \( p \leq 0.001 \); Bootstrap SE: 0.13; Bootstrap LLCI: 0.24; Bootstrap ULCI: 0.78), (b) team learning behavior, but not team PsySafe, predicts team creativity (effect: 0.26, \( p \leq 0.05 \); Bootstrap SE: 0.11; Bootstrap LLCI: 0.04; Bootstrap ULCI: 0.48); (c) while the direct effect (effect: 0.13, \( p = 0.36 \)) is not significant (Bootstrap SE: 0.14; Bootstrap LLCI: -0.15; Bootstrap ULCI: 0.41), the indirect effect is (effect: 0.13; Bootstrap SE: 0.08; Bootstrap LLCI: 0.02; Bootstrap ULCI: 0.35). Therefore, H1 is supported.

Next, we tested the moderated mediation model (Hayes, 2013; template model #21). Table 2 suggests that the interaction between team PsySafe and the consistency of team PsySafe predicts team learning behavior, and the interaction between team learning behavior and the consistency of team learning behavior predict team creativity. While the direct effect (0.00, \( p = 0.99 \)) of team PsySafe on team creativity is not significant (Bootstrap SE: 0.15; Bootstrap LLCI: -0.30; Bootstrap ULCI: 0.29), the following conditional indirect effects were found (Table 3): (a) when the consistency of team PsySafe and/or the consistency of team learning behavior are low, no significant effect is found; (b) as the consistency of team PsySafe and/or the consistency of team learning behavior increase, the effect also increases; and (c) the indirect effect is the strongest when both the consistency of team PsySafe and the consistency of team learning behavior are high.
### Table 2. Regression analyses (bootstrap for coefficients; 5000 bootstrap samples) (1st and 2nd lines: with and without control variables, respectively)

<table>
<thead>
<tr>
<th>Outcome: team learning behavior</th>
<th>Mediating model</th>
<th>Moderated mediating model</th>
<th>Outcome: team creativity</th>
<th>Mediating model</th>
<th>Moderated mediating model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>SE</td>
<td>Bias corrected</td>
<td>Coefficient</td>
<td>SE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Team PsySafe (A)</td>
<td>0.51***</td>
<td>0.13</td>
<td>[0.24, 0.78]</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>Consistency of team PsySafe (B)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-9.99*</td>
</tr>
<tr>
<td></td>
<td>Interaction (A x B)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.80*</td>
</tr>
<tr>
<td></td>
<td>Team learning behavior (C)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Consistency of team learning behavior (D)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Interaction (C x D)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>14.46***</td>
<td>-</td>
<td>-</td>
<td>8.67***</td>
</tr>
<tr>
<td></td>
<td>R2</td>
<td>0.16</td>
<td>-</td>
<td>-</td>
<td>0.26</td>
</tr>
</tbody>
</table>

N = 79

* p ≤ .05, ** p ≤ .01, *** p ≤ .001
### Table 3. Conditional indirect effects

<table>
<thead>
<tr>
<th>Consistency of team PsySafe (a)</th>
<th>Consistency of team learning behavior</th>
<th>Effect</th>
<th>Bootstrap SE</th>
<th>Bias corrected 95% confidence interval [lower, upper]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Low</td>
<td>0.02</td>
<td>0.06</td>
<td>[-0.05, 0.19]</td>
</tr>
<tr>
<td>Low</td>
<td>Middle</td>
<td>0.11</td>
<td>0.07</td>
<td>[0.00, 0.29]</td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td>0.20</td>
<td>0.12</td>
<td>[0.01, 0.48]</td>
</tr>
<tr>
<td>Middle</td>
<td>Low</td>
<td>0.04</td>
<td>0.10</td>
<td>[-0.11, 0.26]</td>
</tr>
<tr>
<td>Middle</td>
<td>Middle</td>
<td>0.20</td>
<td>0.09</td>
<td>[0.05, 0.40]</td>
</tr>
<tr>
<td>Middle</td>
<td>High</td>
<td>0.35</td>
<td>0.13</td>
<td>[0.15, 0.66]</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>0.06</td>
<td>0.14</td>
<td>[-0.17, 0.38]</td>
</tr>
<tr>
<td>High</td>
<td>Middle</td>
<td>0.28</td>
<td>0.12</td>
<td>[0.07, 0.54]</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>0.50</td>
<td>0.18</td>
<td>[0.21, 0.93]</td>
</tr>
</tbody>
</table>

(a) Mean and plus/minus one SD from mean.

**Figure 2.** How the level of team PsySafe interacts with the consistency of team PsySafe to predict team learning behavior.

To develop a more granular understanding of the interaction pattern, we split the sample into three levels (mean and plus/minus one SD from mean) of consistency of team PsySafe and three levels of team learning behavior. Next, we carried out regression analyses for each level. Figure 2 shows that the effect of team PsySafe on team learning behavior is stronger versus weaker when the consistency
of team PsySafe is higher versus lower. Figure 3 indicates that the effect of team learning behavior on team creativity is stronger versus weaker when the consistency of team learning behavior is stronger versus weaker. The highest level of team learning behavior emerges when there is high consensus within the team about the team PsySafe. The highest level of team creativity emerges when there is high consensus within the team regarding the team learning behavior. Findings support H2 and H3.
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**Figure 3.** How the level of team learning behavior interacts with the consistency of team learning behavior to predict team creativity.

**DISCUSSION AND CONCLUSION**

**Main Findings and Contributions**

Our study provides empirical support that team PsySafe predicts team creativity through team learning behavior. Findings reinforce the IPO model of team effectiveness (Ilgen et al., 2005), positioning PsySafe as a team climate input, team learning behavior as a process within the team, and team creativity as a team output. It is fairly well established in the literature that teams with high levels of PsySafe are more creative than teams low in PsySafe (e.g., Edmondson & Lei, 2014; Kark & Carmeli, 2009; Paulus et al., 2012), yet researchers studying this relationship clearly state the need for more research that identifies boundary conditions as well as the mechanisms through which the effect takes place (Paulus et al., 2012). In this research, we make a theoretical case for team learning behavior as
one of those mechanisms, with our results indicating a significant indirect effect. PsySafe facilitates team learning processes that allow individual creativity to expand to the team level, ultimately resulting in higher levels of creativity for the team. Considering that team creativity is an indicator of team performance (Yammarino et al., 2008), our results are also consistent with the research showing that team PsySafe predicts team performance via team learning behavior (Edmondson, 1999; Kostopoulos & Bozionelos, 2011).

As noted previously, the IPO model of team effectiveness does not fully account for the relationship between team PsySafe and team creativity, especially considering the weak meta-analytic relationship between the two variables (Frazier et al., 2017; Hulsheger et al., 2009). Our research relied on climate strength theory to expand the IPO model and demonstrate how the relationships are conditional based on consistency of team PsySafe and team learning behavior. Specifically, the relationship between team PsySafe and team learning is stronger when team members rate the team PsySafe more consistently. This can open interesting research opportunities from an LMX perspective (Kozlowski et al., 2016; Liden, Sparrowe, & Wayne, 1997), as well as an attribution perspective (Kelley, 1972) to study how differential interactions produce distinct behavioral patterns and diverse perceptions of PsySafe within the team. The relationship between team learning and team creativity is also stronger when all team members experience team learning in a more consistent way. Research on the climate strength of team PsySafe and team learning is scant in the extant literature, and our empirical evidence helps to fill that gap while addressing the conditional relationship between team PsySafe and team creativity. Our findings also contribute to the climate strength literature (Schneider et al., 2002, 2013), again demonstrating that stronger climates strengthen the relationship between the mean level of the climate and outcome variables (Meyer et al., 2010).

Another relevant finding, although not central for our hypothesized model, is that the consistency of team PsySafe relates positively with the consistency of team learning (Table 1). This finding converges with evidence showing that “strong climates restrict variability in outcomes” (Meyer et al., 2010, p. 129) and suggests that a more consistent team input engenders a more consistent process, which reinforces the indirect effect of the input on the output.

The results of our research are particularly relevant for two additional reasons. First, Anderson et al. (2014) called for more research on work group and work team creativity, as the majority of the creativity research is set at the individual level and fails to consider the social processes that can extend it to a collective construct. Rather than simply viewing the team as the context in which individual creativity takes place, our research conceptually and empirically examines the inputs and processes that take place at the team level that result in greater team creativity. Considering that organizations are increasingly adopting team-based structures, our results yield
important insights for practitioners as well. Second, the majority of creativity research is conducted in controlled laboratory settings (Paulus et al., 2012), which can yield compelling causal relationships but lack generalizability to the workplace. Our research was conducted at 27 organizations with 79 different supervisors, each with his/her own unique perspective on how creativity operates within the team and furthers team performance. By extending creativity research to typical workplace settings, we demonstrate the value of team PsySafe, both at high levels and consistently experienced throughout the team, in advancing real-world team creativity through team learning behavior.

Limitations and Future Studies

This study is not exempt of limitations. First, the sample is small, and some teams were rated by a small number of individuals. Future studies should include a larger sample of teams, ideally with at least six participants. The independent and the mediating variables could then be rated by at least three raters each. Second, the type of teams (Kozlowski & Bell, 2003) was not taken into account. Even though, theoretically, creativity can benefit all teams, different types of teams demand different levels of creativity. Future studies should test if variables related to team complexity (e.g., tasks, goals, roles, process emphasis, performance demands, task environment, internal and external coupling, and workflow interdependence; Edmondson, 2004; Edmondson & Lei, 2014; Edmondson et al., 2007; Kozlowski & Bell, 2003) moderate the indirect relationship studied here. Other moderators, at the individual level, may also intervene. For example, individual learning orientation may moderate the relationship between team learning behavior and team creativity (Hirst et al., 2009), and member’s identification with the team may moderate the relationship between team PsySafe and team learning (Edmondson et al., 2007). Thus, future studies adopting a cross-level analysis should be carried out.

Another limitation of this study is that data were collected at a single time point. Considering that teams are dynamic entities, that PsySafe may fluctuate over time (Frazier et al., 2017), and that the theoretical relationships proposed in this study are causal, future studies should adopt a longitudinal design. Fourth, although the hypothesized model (I→P→O) follows existing theory and intuitively makes sense, other causalities are also plausible. For example, the output (i.e., team creativity) may influence the input (i.e., team PsySafe) (Ilgen et al., 2005; Marks et al., 2001; Paulus et al., 2012), in that team members who operate in creative teams may develop the sense that it is psychologically safe to speak up or share additional ideas. Future research set in a lab can test and confirm the causal nature of the relationships.

For future research, we also recommend the inclusion of antecedents of team PsySafe into a similar model, of which leadership might be particularly important (Anderson et al., 2014; Edmondson, 2004; Frazier et al., 2017; Kozlowski et al., 2016; Paulus et al., 2012). Humble leadership (Owens & Hekman, 2016), authentic leadership (Gardner, Cogliser, Davis, & Dickens, 2011), and
servant leadership (Van Dierendonck, 2011) are all potential antecedents that would add valuable extensions to the present research. We also recommend that future studies include objective measures of team creativity as well as team performance. Finally, it is important to recognize that our study was conducted in a single culture. Considering that cultural variables may affect the entire process of creativity (Anderson et al., 2014), future studies should also collect data in different cultures and test how the cultural context operates as a boundary condition (Edmondson & Lei, 2014). Meta-analytical evidence (Frazier et al., 2017) suggests that high uncertainty avoidance within a culture makes PsySafe more important in affecting work outcomes, and we consider that other contextual/cultural variables may also operate as moderators. For example, in high power-distance cultures, individuals may refrain from engaging in some creative behaviors because of their deference toward the supervisor, even if they feel psychologically safe.

**Concluding Remarks**

Considering that team creativity is crucial for team innovation and effectiveness, our study informs the literature on the antecedents and processes that ultimately lead to team effectiveness. Importantly, this research demonstrates that a high level of team PsySafe is not enough to stimulate team creativity through team learning; it is also necessary that the team members have consistent perceptions of team PsySafe and team learning to fully reap the creativity benefits. As Google’s Project Aristotle revealed (Duhigg, 2016, p. MM20), “psychological safety, more than anything else, [is] critical to making a team work”.
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ABSTRACT

In this paper, we present a literature review and classification scheme for electronic commerce research. The former consists of approximately 130 journal articles published in journals that are inherent marketing researches. The results show that an increasing volume of EC research has been conducted for a diverse range of areas. The articles are presented, based on a scheme that consists of a 2x2 matrix: the application area and the trade-off between the results and the gaps.
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INTRODUCTION

Globalization and information technologies (IT) are radically changing the face of business and organization. IT are being adopted and incorporated into nearly all organizations, which have invested heavily in IT infrastructure for the overall success of their business. There is a growing interest in the use of electronic commerce as a means to perform business transactions. For many businesses, it has become a priority and companies are making large investments in e-commerce applications but are pressed to evaluate the success of their e-commerce systems.

The online opportunities have led firms to consider the Internet as both a replacement of other channels and as an integration of pre-existing ones. The major evidences in literature suggest that small and medium sized enterprises (SMEs) use it as a cheap and effective way to enter new markets and reduce the perceived cultural barriers. In literature, the evidences about the e-commerce and the online channel seem already confused. Another part of the studies focuses on the demand side of the market and tries to analyse the characteristics and the variables that affect consumers’ intention to shop online. In particular, researchers want to understand how consumers choose the store where to shop and what affects their decision. These studies combine factors that are found to influence the consumer’s purchasing decision in online and offline stores for apparels. It includes the price...
attractiveness, time saving, perceived risk, enjoyment and excitement, tangibility and high interactivity. All of these factors will contribute to the study of customer's purchasing intention for apparels on both stores which includes online and offline shopping. Online marketers or retailers should be aware of the problems faced by the consumers and their perceived risk to increase their intention to shop in online.

The purpose of this paper is to examine the literature about these themes and gain a full comprehension of the gaps in research about e-commerce. In order to make this review fruitful, a model is developed.

This review will provide a source for anyone interested in EC research and help simulate further interest. The study wants to make a photograph of the state of the art and create an organic framework of the results that are presented in literature, by providing new tracks and questions for researchers.

METHODOLOGY

The studies considered have been chosen according to these criteria:

- They belong to A journals in marketing and management;
- They are published from 2013 to 2017.

After reading the articles, the studies have been classified basing on a scheme that consists of a 2x2 matrix: the application area and the trade-off between the results and the gaps.

CONSUMER RESEARCH

Consumer behaviour

The advent of electronic commerce has revolutionized the way business is done by providing consumers with a plethora of information sources and convenient shopping methods. It has increased business offerings (i.e., goods and services) and has given online shoppers the option and ability to switch effortlessly from one website to another.

Recent industry trends involve reducing customer acquisition costs and increasing customer retention rates. Yet, several companies still suffer from rising e-commerce customer acquisition costs and falling sales and have failed to reduce operating costs and fulfill online customer needs (Bilgihan and Bujisic, 2015). The continued prosperity of e-commerce markets depends on retaining customers who shop online (Huang and Benyoucef, 2013) and converting a potential customer’s initial online encounter into a buying relationship.
Visitors’ evaluation and purchase intentions are determined by the fit between the shopping experiences offered (hedonic vs. utilitarian) and visitors’ regulatory focus (promotion vs. prevention). Furthermore, engagement, perceived usefulness, and perceived ease of use serve as the underlying mechanisms that mediate the effect of regulatory fit on visitors’ attitudes and purchase intentions. When shoppers are task-focused, they visit online stores for the purpose of product acquisition. When shoppers are experiential, they engage in shopping activities for seeking thrills, adventure, disinhibition, new experiences, fantasies, cognitive or sensory stimulation, and escape from boredom. A recent study by Pappas et al. (2016) reports that strongly positive emotions such as pleasure and enjoyment are core conditions for achieving high level of purchase intention. Task-focused shoppers, compared to experiential shoppers, are more likely to tolerate lower quality products when low acquisition costs can compensate for a reduction in quality. Experiential shoppers are more oriented toward the activity itself and derive gratification from affective experiences.

Panda and Swar (2014) identified four factors, namely anxiety, ease of use, usefulness and price, as the determinants of shopper buying behaviour online. Anxiety is the most important factor in online shopping. Price, though an important factor, does not influence shoppers as the other variables. Motwani (2016) explores the factors affecting consumers’ decision to shop online, and how the decision can be affected by product type. Ease of use is an encouraging factor to buy online. It was also found that products such as movies, music and video games are more acceptable items for online shopping. The findings of Safari & Thilenius (2013) analyzed consumers’ perceived uncertainty and trust when purchasing from foreign online retailers that occur from the lack of information about the legal system, specific national customer rights, language difficulties, and from complexity of product returns. Web portals can assume the role of an intermediary of trust. They influence the consumer’s trust in an online shop in a positive way and present themselves as an effective instrument for building trust in the Internet distribution channel. The positive effect of intermediaries of trust can be generalized and applied to other central constructs of purchase behaviour. The use of an intermediary of trust reduces the perceived risk and improves the consumer’s attitude toward the online shop. Similarly, the attitude toward the product and the purchase intention can be significantly increased by the use of an intermediary of trust due to holistic image transfer effects. The stronger the trustworthiness and the brand image of the intermediary, the more positive the effects caused by the existence of the intermediary of trust. The stronger the reputation and trustworthiness of an intermediary of trust, the more positive the transfer effect on the online shop.
Technical aspects: websites

Research extensively examines the relationship between website elements and their influence on usage intentions, online behavior, and overall system satisfaction (Dickinger & Stangl, 2013). In the context of online business, website homepages are arguably the “first contact” points between firms and their potential customers, and they offer varying experiences based on their functionality and appeal. Experiences offered online (e.g., easy product search and evaluation, up-to-date information, visually appealing interface, fun and enjoyable, etc.) are not only the primary asset that customers look for while making decisions, but they also shape their initial impressions of a website and subsequent adoption or exploration. Research has shown that online customers’ (unlike offline customers’) acquisition is dependent, at least in part, on their initial impression of the website homepage (Campbell et al., 2013).

Chiu et al. (2014) discuss the term “web atmospherics” to describe the web design elements that constitute the primary drivers of online behavior. Al-Qeisi et al. (2014) examine the key characteristics of website design quality from the user’s perspective and propose an influence of the website on attitudes and purchase intentions of web consumers. The first component of this model is the technical dimension, which refers to website characteristics such as security, ease of navigation, search facilities, site availability, valid links, personalization or customization, speed of page loading, interactivity, and ease of access. The second component is the general content, which includes characteristics such as content usefulness, completeness, clarity, currency, conciseness, and accuracy. The third component is the specific content, which entails characteristics such as contact information, general company information, product/service details, consumer policies, and customer support. The final component is the appearance, which refers to characteristics such as attractiveness, organization, proper use of fonts, colors, and proper use of multimedia. Attitude toward website (AST) measures a consumer’s predisposition to respond favorably or unfavorably to web content. Important drivers of AST are emotion-based evaluations of website atmospherics, such as entertainment (e.g., fun to browse, exciting) or effectiveness (e.g., convenient, accurate) (Mazaheri et al., 2011). Therefore, higher AST may result from emotions that consumers feel when using a website congruent with their cultural selves. In addition, particularly on the Internet, which lacks physical surroundings or human touch, brands play an important role in the development of site attitudes and trust.

Past researchers have conceptualized websites as hedonic and utilitarian and argued that in order to attract customers e-retailers should incorporate the online shopping entertainment attributes along with functional attributes (Al-Qeisi et al., 2014). E-retailers should use a high level of aesthetic formality when website visitors are pursuing a purchase task, whereas a high aesthetic appeal should be used when website visitors do not have an immediate shopping goal. Websites offering utilitarian
experiences facilitate consumers’ information processing and goal-attainment and are positively associated with the effectiveness of the website (Cyr and Head, 2013), whereas websites offering hedonic experiences furnish sensory gratification and are positively associated with enjoyment (Al-Qeisi et al., 2014). That is, utilitarian websites have been shown to satisfy utilitarian and more pragmatic needs (Chang and Tseng, 2013). In contrast, hedonic websites have been shown to satisfy hedonic and more affective needs. Recently, some scholars have studied the concept of online store image. Chang and Tseng (2013) regarded website image as a collective perception and concluded that website image has a significant influence on consumers’ behavior.

FIRMS’ STUDIES

The benefits of the Internet for firms

Studies show that the Internet has a positive effect on firm information availability and the development of business networks in international markets, as well as an improvement in firm performance. The Internet allows organizations to establish a direct interface with customers and suppliers and provides export marketers with Internet marketing capabilities by strengthening advertising, sales, market research, service, and procurement. The availability of export information and the development of business network relationships are seen to facilitate the development of organizational capabilities, such as marketing research capacity or customer relationship ability. Glavas and Mathews (2014) suggests that the Internet can substantially improve communication with actual and potential international customers, suppliers, and partners. The Internet generates a wealth of information on worldwide market trends and can also be a very powerful promotion and sales tool. The Internet facilitates conducting export business and supports promotion, information delivery, and export revenue growth. Additionally, the Internet can be an efficient tool to reduce entry costs and provide relevant information, which may help to increase relationship development. However, accumulating valuable resources is not enough to achieve a competitive advantage (Lin and Wu, 2014) and investments in information and communication technology may not necessarily benefit firms. Internet technology as a resource is easily imitable and does not necessarily lead to a competitive advantage for firms. Bianchi and Mathews (2016) examine the value of technology resources and find that the Internet’s impact on other complementary firm-level capabilities positively influences firm performance by improving customer retention and satisfaction. Thus, embedding the Internet within organizational processes can generate a competitive advantage, which in turn impacts a firm’s performance.

Typical disadvantages of SMEs such as resource constraints, lack of appropriate strategic planning and difficulties in expanding market share could hence be overcome by the Internet. For instance, by
building different, inter-organizational systems on the Internet to facilitate and support inter-organizational relationships, small businesses can assist each other to access potential markets which would otherwise require expensive market research and communications campaigns. The Internet does not only help SMEs to begin to internationalize but in helping to maintain a strong position in foreign markets through such activities as marketing intelligence, global sales promotion and inter-firm R&D. In fact, because it is a gateway to foreign markets, the Internet enables SMEs to become international whether it was planned or not. The Internet provides such activities the same as marketing intelligence, global sales promotion and communications. Unfortunately, the advantages conferred by Internet seldom meet the high expectations. Relatively few foreign markets can be penetrated by SMEs using the Internet alone. Except for standardized products or commodities, the Internet has not been able to replace the person-to-person contact generally required to build the necessary trust for successful international transactions. For many products the Internet cannot replace physical distribution channels. Moreover the Internet exposes SMEs to global and greater competition, particularly regarding price.

The impact of Internet on internationalization

An increasing number of studies emphasize the importance of the Internet in firms’ international activities (Biamchi and Mathews, 2016). Specifically, the Internet supports the international expansion of exporters, and increases international market growth of firms. Reuber and Fischer (2014) find that firm resources such as Internet technology are pivotal in the pursuit of international marketing opportunities. Other ways in which the Internet can help improve export performance is by finding the right overseas agent, gathering market intelligence to aid export planning, and electronic communication to support networks. The Internet also enables firms to reach potential clients around the world, making the Internet a relatively inexpensive form of marketing. Beck and Rigl (2015) argue that firms use the Internet to generate revenue by selling more to existing customers and by attracting new customers because neither location nor time constrains the Internet.

Therefore, internet technology has become an effective tool in conducting successful business particularly in developed country markets. The firms are benefited from the Internet as it significantly helps in developing communications with new and current importers, suppliers and agents in the value chain. As Frackiewicz and Grzesiuk (2013) suggest, the benefits offered by the Internet to small firms include image improvement, cost cutbacks, increased sales and access to market research, eventually making their entry into international markets quick and cost effective. As suggested the use of the Internet in exporting enables firms to leapfrog the traditional stages of internationalisation as it carries the potential to remove all export impediments such as psychic distance, practical export
problems, resource constraints, trade restrictions and market risks. The Net reduces the export barriers for small firms. Nevertheless, the owner/managers of the firms play a crucial role in determining the extent of the knowledge that supports the international activities of the firm. Sinkovics et al. (2013) also suggest the existence of such virtual export channels with the use of creative web sites which interface with existing channels for exporting.

Small firms in the international business need to understand the culturally diverse population since such awareness of the differences can help small firms to adopt appropriate e-commerce dealings. A number of literature highlights that e-commerce among businesses in the world are also challenged by the different legal support systems available for virtual transactions and certification requirements among different countries. The properties of e-commerce are sometimes described in terms of the ‘death of distance’. However, the reduction in psychic distance due to online interaction also carries the danger of falling into what we call the ‘virtuality trap’, that is a perception by the internationalising firm that the learning generated through virtual interactions obviates the need for learning about the target markets through non-virtual means.

**DISCUSSION**

According to the studies that we have read, we have developed the following framework:

<table>
<thead>
<tr>
<th>Unit of analysis</th>
<th>Object of analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Consumers</strong></td>
<td>Evaluate the mediating role of COO and Country variable in the store choice</td>
</tr>
<tr>
<td><strong>State of the art</strong></td>
<td>Consumers perceive differently products among different retailers (Escobar-Rodriguez and Bonson-Fernandez, 2015; Thakur and Srivastava, 2014)</td>
</tr>
<tr>
<td><strong>Future studies</strong></td>
<td>Study on the different perceived images in various cultures</td>
</tr>
</tbody>
</table>
In this framework we can identify the state of the art in the specific issue and the future studies needed. So, there is obviously a major need for studies that consider cultural variables and that involve more countries.

**CONCLUSIONS**

Globalization and information technologies (IT) are radically changing the face of business and organization. There is a growing interest in the use of electronic commerce as a means to perform business transactions. For many businesses, it has become a priority and companies are making large investments in e-commerce applications but are pressed to evaluate the success of their e-commerce systems. The online opportunities have led firms to consider the Internet as both a replacement of other channels and as an integration of pre-existing ones. However, in literature, the evidences about the e-commerce and the online channel seem already confused. Another part of the studies focuses on the demand side of the market and tries to analyse the characteristics and the variables that affect consumers’ intention to shop online. In particular, researchers want to understand how consumers choose the store where to shop and what affects their decision. These studies combine factors that are found to influence the consumer's purchasing decision in online and offline stores for apparels. It includes the price attractiveness, time saving, perceived risk, enjoyment and excitement, tangibility and high interactivity. All of these factors will contribute to the study of customer's purchasing intention for apparels on both stores which includes online and offline shopping. Online marketers or retailers should be aware of the problems faced by the consumers and their perceived risk to increase their intention to shop in online.

This paper has examined the literature about these themes in order to gain a full comprehension of the gaps in research about e-commerce. In order to make this review fruitful, a model is developed.
This review will provide a source for anyone interested in EC research and help simulate further interest.
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ABSTRACT
The internationalization process is widely believed to be one of the most relevant dimensions in companies across countries. Nevertheless, operate abroad might not be easy for new ventures. This study approached the Venture Capitalists (VC)’s intervention in this kind of firms. It provides empirical data that VCs might take a decisive role, supporting International New Ventures (INVs) in their international path, through their capabilities, resources or international networks. Using a sample of Portuguese VCs, this study’s results suggest that industry knowledge, prior international experience, syndicated investments or “social status” are some examples of the VC’s important characteristics within foreign markets. VC-backing might be especially useful, in terms of the involvement in the new venture’s board, networks and international activities.
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INTRODUCTION
The financing takes an important role in the economic growth. In fact, in order to be more efficient, economies need a solid financing system. This study intends to present a different approach about one type of financial support: the venture capital. The venture capital market is important all over the world. For example, some American companies were founded by venture capital, such as Intel, Oracle or Sun Microsystems. In the opposite side of the world, it happens in the same way. China and Taiwan are very clear examples of that. Quanta, the well-known notebook producer and Asustek, the motherboards maker, were supported by venture capital funds (Kenney et al., 2004). However, this support is not just about money and this study is focused on the interesting relation between venture capitalists (VCs) and International New Ventures (INVs), in the internationalization process. Actually, it aims to analyze and reach pertinent conclusions about the influence of VC’s support in the internationalization of this kind of firms. In other words, it is important to clarify whether that support is effectively relevant and find out which are their main dimensions.
INVs, which are companies developing international activities since their inception (Oviatt and McDougall, 1994), are well-known as “born global” firms because, for them, the internationalization is a short-term plan and is viewed as a priority (Rennie, 1993). Cooper and Daily (1996) stated that “entrepreneurial teams are at the heart of any new venture”. According to this evidence, VCs might take a relevant strategic role in the INV’s management, for example, in terms of their professionalization (Hellmann and Puri, 2002), improving their international competitiveness. However, this study focuses on the “early stage”, when already exists a product, ready to be commercialized. Within this first-stage of financing, the INV starts growing and some expenses are coming up (Bachher and Guild, 1996). However, in their first stage, small firm’s managers are worried about the domestic investment and just after some time they start working abroad. This stepwise growth may be the cause to lose interesting opportunities and develop international activities (Rogers, 2004). The success of operate abroad is strongly associated to the managerial expertise and firm networks (Chandler and Hanks, 1994). Actually, VC’s networks and connections are likely to enlarge over time (Sorenson and Stuart, 2001) and INVs might take very important benefits from the venture capital investment.

Within the early stage, there is a high risk level and the investment necessities are crucial (Howell, 2015). This study’s approach will focus on the venture capital investments including INV and VCs from Portugal. Usually, in Portugal, this process is divided in two types of support: financial and strategic. In fact, VCs may provide both of them, since they might be aware of the INV’s conditions. Further, if the INV are aware of the performance from previous venture capital investments (and their influence within foreign markets), more partnerships will be successfully developed. Hence, being aware of this type of knowledge might be an important step for this type of new ventures, in terms of the internationalization path, and it can turn this international process into an easier one.

**REVIEW AND SYNTHESIS OF LITERATURE**

*Informational intervention:*

VCs might be able to analyze foreign markets in order to minimize the INV’s informational problems. Guler and Guillén (2010b) gave special attention to the legal protection of investor’s rights. According to this evidence, VCs may be able to anticipate any kind of change in the legal systems within foreign markets (such as the property right’s protection) and analyze the foreign market’s political/regulatory stability (Guler and Guillén, 2010b). However, VCs may be an important partner through another point of view: their experience. Sorenson and Stuart (2001) highlight the VC’s prior international investment experience as an important factor reaching new markets, overcoming...
obstacles and enlarge their future international scope. Delineate contract’s characteristics or evaluate business opportunities abroad are some examples of that. Actually, the VC’s international networks increase over time, with the internationalization of the venture capital industry. Additionally, syndicated investments abroad also contribute to a raise of international knowledge, which is significant in order to identify new business opportunities abroad (LiPuma, 2014). However, networks within home country deserve some attention, too. Home country partners may possess some relevant information about the firm, which can be useful for foreign market’s stakeholders (Guler and Guillén, 2010a). Without that support, the firm could face some problems, in terms of signal its reliability (e.g. showing foreign stakeholders that it is trustworthy). It can reduce the venture’s foreignness liabilities. Indeed, the “VC’s social status” is an important characteristic and it can easily influence the stakeholder’s (e.g. customers or suppliers) perceptions about the new venture’s qualities and outputs (Stuart et al., 1999).

According to LiPuma (2014) informational problems are more likely to occur with a greater geographical distance. Thus, if there is a large distance between investors and new ventures, VCs are likely to use more stages of funding with shorter durations between them, in order to develop an efficient monitoring. However, on average, VCs prefer to be near the ventures in which they invest, in order to oversight their activities as well as maintain narrow connections with venture’s founders (Sorenson and Stuart, 2001).

Sorenson and Stuart (2001) also approached the VC’s networks coming from venture capital environments (from participants in this process). These networks might have a decisive role, accessing the international information, which might be important to reach new markets. Connections can be established with another VCs, experts or new entrepreneurs. Those are commonly established within the same industry. Actually, the VC may be investing in the same industry for a long period, which can bring some important connections, from different parts of the globe (Sorenson and Stuart, 2001). Concerning the networks effects, the VC’s type might also be a relevant point, within the internationalization path. According to Schildt et al. (2005), corporate venture capital (CVC) is likely to possess more international networks, for example, in terms of potential foreign customers. However, syndicate investments may be another activity, which can bring some important connections between VCs. This type of venture capital investment might also have some advantages, such as the risk diversification or the second opinion in the decision making process (Gompers and Lerner, 2001). Further, VCs with many syndicated investments are likely to possess important networks and they access to a high amount of information, either in terms of industries or geographic regions (Sorenson and Stuart, 2001). Nevertheless, the existence of a local syndicate partner might increase the likelihood of a successful exit (LiPuma, 2014).
**Functional intervention:**

Functional dimension might be also an essential one. Arthurs and Busenitz (2006) found greater dynamic capabilities in backed ventures, in terms of the product and management development. Additionally, Fried et al. (1998) showed that backed ventures might have an important advantage, since their boards show a greater involvement in the strategy’s development and monitoring, than non-backed ones. Further, Fried et al. (1998) found that the board’s involvement have a positive influence on the backed-firm’s performance.

According to Arthurs and Busenitz (2006), there is a valuable support provided by VCs, in the early stage. At this stage, a competent management team is a crucial necessity. Hellmann and Puri (2002) analyzed this theme and found that VCs develop their activities, in order to “professionalize” the firm, which is likely to be a faster process in venture-backed firms (Hellmann and Puri, 2002). This professionalization might consist in hiring new management teams and some positions may be switched, including the replacement of the CEO (Hellmann and Puri, 2002). However, this changes within the management teams are likely to appear through four main dimensions, which are the recruitment practices, the human resources policies, the stock options planning and the recruitment of vice president of marketing and sales (Hellmann and Puri, 2002). Stock options, “which give the recipient the right to buy a share of stock at a pre-specified exercise price for a pre-specified term” (Hall and Murphy, 2002, p. 1), is an option to manage/retain the human resources and compensate managers. In terms of these stock options, Hellmann and Puri (2002) found a strong relationship between obtaining venture capital and adopting a stock options plan. Actually, backed-firms possess more than twice of the likelihood of having such plan, comparing with non-backed ones. In terms of the vice president of marketing and sales, it happens in the same way: a vice president of marketing and sales is more likely to be appointed with the intervention of VCs. Hellmann and Puri (2002) also found that VCs have a significant role in the human resources planning, defining policies according to their knowledge. Specifically, one dimension was deeper analyzed, which is the recruitment process. Backed-firms are more likely to use (professional) networks, in order to hire some type of human resources, such as the sales, marketing, administrative and managerial personnel. The use of networks within the recruitment process is one indicator about the firm’s level of professionalization, in terms of their relationship with its business environment (Hellmann and Puri, 2002).

Some financial aspects were included in the functional ones, in terms of the VC’s intervention, such as the shortage of working capital to invest. According to Hellmann and Puri (2000), VCs possess business knowledge and they are aware of industry’s conditions, that is why they may be able to choose right firms to invest in, those with high future potential. This evidence brings the idea that VCs
are likely to be aware of the right time to execute the rounds of financing, since they possess expertise not only about venture's features but also about their market.

*Marketing intervention:*

Venture’s marketing needs are related to some factors, such as the product, price or distribution. In terms of the product ones, VCs possess assets that are likely to reduce the time to market, which is considered the “time from the birth of the company to the date of first product sale” (Hellmann and Puri, 2000, p. 15). According to Hellmann and Puri (2000), venture capital is considered as being decisive to accelerate the venture’s product launch. Additionally, adapt the venture’s product might be difficult, in order to reach new markets and meet their specific requirements. In fact, this task might be associated to a high level of uncertainty. Arthurs and Busenitz (2006) approached the venture backing importance for the INV’s product development. It seems that “the market perceives that venture capitalist-backed ventures are better able to address product-related weaknesses and threats” (Arthurs and Busenitz, 2006, p. 207). This product constraint may be minimized through the right choice about the management. Actually, VCs are likely to have close connections with important managerial expertise, assuring the INV’s quality. For example, VCs might convince senior managers with high industry experience to integrate the venture’s project (Arthurs and Busenitz, 2006). This type of “dynamic capabilities” might contribute to explain the reason why the markets value VC-backed ventures, comparing with non-backed ones, when there are high product-related risks (Arthurs and Busenitz, 2006).

The inexistence of economies of scale may be an important constraint within foreign markets. According to Fischer and Varga (2002), inter-firms cooperation/networks might have an important role achieving economies of scale, reaching new markets, or accessing new technologies. Those economies of scale may come up through an alliance with R&D and/or producing institutions. Zeng et al. (2010) approached the relationship between different types of networks and innovation, which requires scale, of small and medium enterprises (SMEs) in China. Their findings point out a high importance of different types of cooperation: inter-firm cooperation, cooperation with intermediary institutions and cooperation with research institutions. These types of organizations are crucial to the small firm’s innovative performance. Furthermore, Zeng et al. (2010) found a higher importance of vertical connections with customers, suppliers or other firms, comparing with the horizontal connections with research institutions. Additionally, the literature’s review also shows the VC’s importance, reaching potential foreign customers and suppliers (Gorman and Sahlman, 1989; Schildt et al., 2005).
METHODOLOGY

Sample and data collection method:

In order to obtain a broader knowledge about the VC’s intervention in backed firms, it was chosen a qualitative methodology. This is an approach, which is likely to explore a single or multiple case, through an in-depth data, based on some specific sources of information and it is likely to achieve case-based themes (Creswell et al., 2007). Usually, data collection methods are questionnaires or interviews and the evidence is qualitative (words). One of the objectives of this type of data collection is to provide a description about the subject (Eisenhardt, 1989) and this study intends to be a descriptive analysis.

In line with Yin (2015), institutional responses may be studied through this type of qualitative data. Actually, the collected data were provided by a group (8) of Portuguese VCs (view Table 1). However, twenty-four VCs were contacted, in order to have the opportunity to collect different and complementary perceptions about VC-backing and its importance for the new venture’s internationalization. The answer rate was 58.3%. However, just eight of them had a positive feedback, in terms of the availability for meetings and all of these ones were interviewed. In these meetings, VC’s members (mainly managing partners and business analysts) were interviewed. The main purpose was to compare the Portuguese VC’s intervention with the literature’s evidence.

Interview’s structure:

Each interview was supported by a script, in order to approach the most important aspects in the literature’s review. Similarly to the literature, the approached aspects, throughout the interviews, were related to the three main dimensions of the venture capital investment: informational, functional and marketing intervention. Specifically, the interview’s questions were divided in 4 main parts: i) study’s presentation; ii) VC’s presentation; iii) VC’s standard intervention in their INVs; iv) VC’s international intervention in their INVs. However, these interviews had an exploratory direction and the interviewed had the total freedom of add some relevant aspects, in order to illustrate its reality supporting their backed firms, operating abroad. Additionally, outcomes from previous interviews were being questioned in the subsequent interviews, in order to find out their relevance for this study.

Outcome’s analysis method:

Seven of the interviews were recorded and transcribed. Then, all of them were organized, through the software NVIVO. Similarly to Creswell et al. (2007), the transcripts from the 7 interviews were analyzed and the most significant statements, sentences or quotes were highlighted. Each of them fitted a specific meaning unit. One of the interviews was analyzed through a note-taking method, but it
was also included in the software NVIVO. Actually, the information was analyzed and classified, according to the aforementioned method (literature’s evidence and interviews additional information).

With the chosen methodology, the researcher is likely to collect data from a variety of sources and aggregate them to illuminate the case (Baxter and Jack, 2008). Thus, it was possible to identify how many VCs (“sources”) mentioned each item and the content of the emerging information about each one of those items (“references”). In fact, through this analysis, it was possible to develop an overview about the most relevant aspects and the existence or inexistence of any relationship with the literature’s aspects.

<table>
<thead>
<tr>
<th>Interview’s number</th>
<th>VC’s name</th>
<th>Interviewed</th>
<th>Date</th>
<th>City</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vallis Capital Partners, SGPS, S.A.</td>
<td>Francisco Seixas (Analyst)</td>
<td>16/03/2017</td>
<td>Porto</td>
</tr>
<tr>
<td>2</td>
<td>Inter-Risco - Sociedade De Capital De Risco, S.A</td>
<td>João Amaro (Managing Partner)</td>
<td>03/03/2017</td>
<td>Porto</td>
</tr>
<tr>
<td>3</td>
<td>x)*</td>
<td>x)*</td>
<td>17/03/2017</td>
<td>Porto</td>
</tr>
<tr>
<td>4</td>
<td>2Bpartner - Sociedade de Capital de Risco S.A</td>
<td>Ana Rangel (Business Manager)</td>
<td>23/03/2017</td>
<td>Braga</td>
</tr>
<tr>
<td>5</td>
<td>BCP Capital - Sociedade de Capital de Risco S.A</td>
<td>Pedro Pintassilgo (Director)</td>
<td>01/03/2017</td>
<td>Lisbon</td>
</tr>
<tr>
<td>6</td>
<td>Change Partners Capital - Sociedade de Capital de Risco S.A</td>
<td>Mário Pinto (Chairman)</td>
<td>27/02/2017</td>
<td>Porto</td>
</tr>
<tr>
<td>7</td>
<td>Explorer Investments, Sociedade de Capital de Risco, S.A</td>
<td>Pedro Valente (Analyst)</td>
<td>07/03/2017</td>
<td>Lisbon</td>
</tr>
<tr>
<td>8</td>
<td>Novabase Capital - Sociedade de Capital de Risco, S.A</td>
<td>Henrique Gomes (Investment Analyst)</td>
<td>01/03/2017</td>
<td>Lisbon</td>
</tr>
</tbody>
</table>

x)* This VC asked for confidentiality of the provided information.

Table 10. VC’s presentation

INTERVIEW’S GENERAL OUTCOMES

Emerging aspects from interviews

The interviews provided some additional information, comparing with the approached aspects in the literature’s review. The interview’s number is available in the Table 1.

The VC’s involvement in the backed firm’s board is one of them. Generally, VCs are likely to appoint 1 or 2 members for the backed firm’s board, developing activities as non-executive directors (NEDs) (4th, 5th, 6th and 8th interview). This aspect was referred in 4 interviews. However, one of the interviews revealed a different approach about the backed firm’s control, which is the CEO’s
appointment for just one year (6th interview). Additionally, most of the VCs usually take minor positions, in terms of the share capital (pointed out in 4 interviews – 3rd, 4th, 5th and 6th interview).

Another emerging aspect from interviews was the services provided by VCs. In fact, they are likely to improve the internal information/reporting systems, in order to make the backed firm’s communication easier and more efficient between their members (1st and 5th interview). However, the definition of pricing models to reach any specific type of foreign customers was another service, which may be provided by VCs (8th interview).

VC’s networks are also an important aspect in terms of the venture capital investment. In the interviews, some VCs are likely to recruit venture’s members, based on their networks. One of the referred activities were the introduction of industry experts to the backed firms and this members may take a position in the board (8th interview).

According to the interviews’ information, VCs are likely to invest in industries related to the academic background or professional experience of their members. In fact, according to this aspect, industry knowledge might be strengthen by VC-backing (3rd interview).

VCs might also have an important role searching for investors to support the backed firm’s project (4th and 8th interview). New investors can improve the foreign market’s approach. National VCs may syndicate investments with foreign VCs from foreign markets, which can bring some advantages in the international path. With this kind of activities, VCs are able to bring not only international funds, but also international knowledge and local important networks (e.g. connections with customers, suppliers, distributors…) (4th interview).

Additionally, VCs might find other institutions to syndicate investments, such as banks or private investors (5th and 6th interview), which might bring several advantages such as the board’s heterogeneity or compliance mechanisms, in order to oversight the activities related to the backed firm.

Foreign markets analysis is another activity, in which VCs can be very important. For example, VCs are likely to develop some international activities, such as the international visits to know the main local stakeholders (2nd interview) or they might search for the most valuable groups of foreign customers in the market (1st interview). However, VC’s international experience might turn the international path into an easier one. Actually, prior investments within foreign markets might benefit future investments in the same countries (2nd, 3rd, 7th and 8th interview).

Finally, VCs are likely to examine some opportunities to acquire firms, in the national market or abroad. This activity might be a relevant one, since international firms can provide some industry or market knowledge to the backed firm (2nd interview).

*Literature’s aspects supported through the interviews*
Some of the literature’s aspects were supported in the empirical data. According to the interview’s outcomes, VC’s geographic reach is likely to enlarge with syndicated investments (6th interview). Sorenson and Stuart (2001) considered the same aspect through a different perspective, which is that VCs are able to enlarge their social and geographic reach, due to the effects of successive investments. For example, they might establish connections with some actors in the venture capital market (entrepreneurs, other VCs, experts…), from different countries.

Industry knowledge from the ongoing investments in the same industry was also pointed out by the literature’s review (Sorenson and Stuart, 2001) and supported by VCs (1st interview). Indeed, both sources considered this kind of investments as an important mean to establish some valuable ties within the industry (e.g. suppliers or customers).

In terms of the local connections, it is important to highlight the existence of a local syndicate partner. Although its advantages were recognized by the interviewed VCs (2nd interview) and LiPuma (2014), the empirical data deepened this aspect, exploring the usefulness of these local partners.

Concerning the foreign market’s analysis, regulatory aspects might be relevant and they were approached either in the literature or the empirical data. Actually, according to Guler and Guillén (2010b), VC’s may be able to anticipate any kind of regulatory change within foreign markets, such as the property right’s protection. Thus, this kind of foreign market’s study might be useful, in terms of its analysis. In the empirical data, the same trend was supported. According to the 3rd interview, some industries and markets have stronger regulatory conditions and VCs might be able to analyze it, for example, through a comparison with other backed firms operating within the same markets.

Regarding the board’s involvement in the backed firm’s strategy and monitoring, there is also a correspondence between empirical data and literature. In fact, Fried et al. (1998) considered that boards from backed firms are likely to present greater involvement in the strategy’s development and monitoring. The interviews (4th, 5th, 6th and 8th interview) are likely to corroborate this theory, since most of the VCs might appoint 1or 2 members for the backed firm’s board (as NEDs), in order to support the development of the backed firm’s strategy as well as its monitoring.

The backed firm’s teams are likely to change with the venture capital intervention. This evidence was brought from the literature (Hellmann and Puri, 2002), with the appointment of new management teams. Actually, this evidence was supported by empirical data (2nd, 5th and 6th interview), since there is the possibility of switching the management teams, especially, in “C-level positions” (CEO or CFO, mainly).

Human resources policies were also referred previously in the literature (Hellmann and Puri, 2002) through two main examples: the adoption of a stock options plan or the recruitment process, based on VC’s networks. In the empirical data, this evidence was corroborated, since VCs might be
important either in the recruitment process (1st interview) or in the implementation of some human resources policies, illustrated with an adoption of a stock options plan (8th interview).

The recruitment process and changes of management teams deserve some attention, too. In the literature, Arthurs and Busenitz (2006) approached the possibility of VCs bring senior experienced managers (experts) to the venture’s board. Actually, this fact was referred in the interviews (8th) and it might give some expertise to the venture’s board, in terms of the industry knowledge.

Syndicated investments with another VC might also represent a relevant aspect, in terms of the advantages in the decision making process. In fact, firstly, Gompers and Lerner (2001) referred the importance of having a second opinion in the decision making. In reality, the empirical data (6th interview) took a position in the same direction and revealed that the information sharing between investors might be important in the backed firm’s success.

Interviews’ most referred aspects

Some aspects assumed a higher importance, since they were mentioned more times than the others. Although these points have not been mentioned in the same way, they are likely to present complementary ideas, concerning the same subject. For example, in terms of the backed firm’s control and board’s involvement, it was possible to conclude that most of the VCs are likely to take a minor position in the share capital (3rd, 4th, 5th and 6th interview) and appoint 1 or 2 members for the backed firm’s board, as NEDs (4th, 5th, 6th and 8th interview).

Prior international investments were considered as an important characteristic in the literature. However, the interviews went further and they considered that prior investments within foreign markets are likely to benefit future investments in the same markets (2nd, 3rd, 7th and 8th interview).

VC’s networks (personal and professional) were deeply analyzed in the interviews, through some different perspectives. Mainly, these connections were approached through 3 main dimensions, which are their usefulness: i) to appoint some industry experts for the backed firm’s board, as NEDs (1st interview); ii) to support another firms in the same industry (7th interview); iii) to reach foreign VCs, in order to syndicate investments with them (4th interview). However, VC’s personal connections were also one of the most referred points (1st, 4th and 7th interview). Actually, these personal connections are likely to benefit backed firms abroad, essentially, reaching foreign stakeholders.

VCs might be likely to develop activities within foreign markets and they might assume a high importance, with many purposes. For example, VCs are likely to visit foreign markets, in order to explore their opportunities and have a better perspective about the main local stakeholders (2nd interview). Additionally, VCs might go along with the management of the backed firms, in order to support them in international meetings (3rd and 7th interview).
Literature’s non-referred aspects (in the interviews)

One of the non-referred aspects was the influence of Corporate Venture Capitalists (CVCs) in the internationalization of their backed firms. According to Schildt et al. (2005), CVCs are likely to possess more international networks (for example, in terms of potential foreign customers) than IVCs. Nevertheless, CVCs were just approached once in the empirical data (8th interview). This interview just approached the CVC’s industry-related knowledge, since CVCs are likely to support backed firms within the same industry.

In line with the literature, home country partners might have a high importance in the backed firm’s international path, since they may possess relevant information about the backed firm and it can be useful for stakeholders within foreign markets (Guler and Guillén, 2010a). Actually, according to this evidence, home country partners may facilitate the backed firm’s international approach through the minimization of informational lacks, but this trend was not referred in the empirical data.

Sorenson and Stuart (2001) considered that VCs are likely to be near the backed firms to oversee their decisions and maintain close connections with their founders, but this point was not supported by the empirical data, since international VCs might be involved in the investments (4th interview).

Product development was not deeply approached by empirical data. According to Hellmann and Puri (2000), VCs are likely to reduce the backed firm’s time to market, since they might possess assets which can make the product launch faster. Nevertheless, this aspect was not approached in the interviews. In fact, most of the VCs highlighted their influence on strategy-related aspects, instead of product-related aspects.

In the literature’s review, the achievement of economies of scale was one of the identified small firm’s constraints operating abroad. Zeng et al. (2010) referred that inter-firms might give easier access to the economies of scale, which might come from an alliance with R&D and/or producing institutions. Thus, this type of actions could be taken by VCs but this point was not approached in the empirical data.

CONCLUSIONS AND DISCUSSION

Concerning the interview’s outcomes, VCs are likely to develop some important activities, supporting their backed firms within foreign markets, through some transversal backed firm’s dimensions, such as the VC’s connections, their international activities or their involvement in the venture’s board. In fact, board’s involvement was considered a relevant point by this study. Actually, Fried et al. (1998) highlight this subject and this investigation’s outcomes point out the same direction.
According to Fried et al. (1998), backed firm’s boards are likely to present a greater involvement in the strategy’s development and monitoring than non-backed firms. In terms of the approached VCs, although most of them take a minor position in the share capital, they are likely to appoint 1 or 2 members for the backed firm’s board, as NEDs. In line with Hellmann and Puri (2002), with the VC’s intervention, the venture’s management teams may be switched. This evidence was supported, not only through the appointment of NEDs, but also through the VC’s influence (in some cases), appointing some of the “C-level positions” in the backed firm’s board (CEO or CFO, mainly).

Prior international investments were another point with an important relevance in this study’s results. In the literature, prior international investments are likely to enlarge the VC’s networks and scope. Actually, some obstacles may be easier to overcome in foreign markets, such as the negotiation constraints (Sorenson and Stuart, 2001) and the informational lacks may be reduced. Although the empirical data have agreed with this evidence, it went further. Prior investments within foreign markets are likely to benefit future projects in the same markets.

VC’s professional and personal networks were also approached through the empirical data in three main dimensions, which were their usefulness: i) supporting firms in the same industry; ii) appointing some industry experts for the backed firm’s board, as NEDs; iii) reaching foreign VCs, in order to syndicate investments with them. Arthurs and Busenitz (2006) considered that VCs might be able to bring senior experienced managers to collaborate in the venture’s project and these members may be recruited, through the VC’s partners networks (personal connections). In fact, according to the 1st interview, VC’s connections may be useful through this way and they can make the venture’s board more valuable, in terms of the industry knowledge. Additionally, industry knowledge might also be improved by VC’s backed firms in the same industry. This interaction with other backed firms might be important, in order to share experiences or obstacles and the international path may be easier for new ventures. Syndicated investments were also approached in this study. Actually, the international syndicated investments were highlighted as another example, in which VC’s networks may be important, either in terms of industry knowledge or market knowledge. Czinkota and Ronkainen (2001) considered that backed firms must be aware of cultural assumptions within foreign markets, such as the necessity of formal or informal procedures within each stage of negotiation. Indeed, syndicate investments with foreign VCs may be a useful method (coming from VC’s networks), in order to be aware of this specificities of foreign markets. Nevertheless, VC’s personal connections might also be important through more points of view, such as reaching foreign stakeholders (e.g. customers or suppliers).

With the purpose of reaching a better understanding about foreign market’s characteristics, VCs can develop some activities, within those markets, where their backed firms will operate. In the
literature, VCs present a high importance reaching foreign potential customers and suppliers (Gorman and Sahlman, 1989; Schildt et al., 2005). Indeed, the empirical data brought some relevant information, concerning this internationalization process of new ventures. VCs are likely to visit foreign markets, with the purpose of exploring their business opportunities and know the main local stakeholders. Additionally, VCs might be with the management team in international meetings.

In short, VCs are likely to have an important role in the international path of their backed firms, mainly, in terms of the involvement in the new venture’s board, networks and international activities. In reality, new ventures might have some important advantages with VC-backing, operating internationally.

This study presents some limitations, which may be referred, in order to obtain a better understanding about the venture capital market, analyzed throughout the study. Actually, the sample (interviewed VCs) was not perfectly homogeneous. Some of these Portuguese VCs have a different scope, in terms of their backed firm’s profile. Some of those firms were not within their first stage of development. However, all of the VC’s information might be valuable, since the VC’s intervention may be useful in different occasions with different backed firms. Additionally, the VCs had different purposes, since their portfolios had different characteristics between each other. In other words, the VCs were likely to invest in different sectors and different type of support may be provided. Indeed, this aspect may be relevant since the sample might be considered as a non-homogeneous one through this way and the VC’s intervention and knowledge might be biased by the backed firm’s sector. Another limitation is the origin of the VC’s funds. Some of them might come from different proveniences and the VC can be “obliged” to develop some specific type of activities, according to the will of those resource providers. In these situations, the VC’s intervention (for example, in terms of the international activities) and their decisions may be shared with different players or investors.
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CONCEPTUALIZING PUBLIC VALUE DESTRUCTION
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ABSTRACT

The research aims to map the different types, configurations and 'constellations' within the Italian galaxy (De Graaf, Nabatchi, Van Der Wal, 2012) or universe (Jorgensen, Bozeman, 2007: 359; Johnson, 2012) of public (dis)value, trying to develop a conceptual model based on the notion of public value (PV) and on the processes that allow its generation and 'visualization' (Guthrie, Farnsworth, 2008). PV is a variously definable abstract quantity, and not a measure quantity such as income (Onida, 1968: 558), which is used in its various stages of creation, transformation and destruction to help define public governance features (Sòstero, 2003) when assessing the sustainability of public policies (Moore, 1995, 2002; Stoker, 2003; Benington, Moore, 2011; Guthrie, et al., 2014).

The capital that generates or compromises PV is not abstract, though: it is the political capital, a specific component or sub-configuration of social capital that is behind political action (Birney, 2010) and can be seen as a complex and ever-changing combination of cultural paradigms, ideologies, skills, relations and ligatures (Dahrendorf, 1994: 42.193).

Not much attention has been devoted in literature, particularly by Italian business science, to public (dis)value issues (abstaining from voting, corruption, tax evasion, (ab)use of power, (ab)use of law, State capture), to the difficulties in composing the frictions and tensions existing between apparatuses and people, between bureau-cracies and demo-cracies (Aucoin, 1991, 2012; Blaug, 2006) and to the increasing risk of silent autarkic, anarchist, revolutionary tendencies or worse, all potentially subversive of democratic representation.

Further goals of the present work are:

i) to draw logical and conceptual cognitive maps able to identify and codify the distinctive elements that mark most situations of public (dis)value (Rutgers, 2008; Nabatchi, 2011), visualizing changes in value (either increasing or decreasing), evaluations and (re)evaluations (Masini, 1955). Such mapping process would also highlight hidden reserves resulting from the re-evaluation through co-generation and/or re-generation of new public value within an initially compromised context/situation (Borgonovi 2007: 606), for example by 'freeing' and converting properties confiscated from the Mafia in public goods available to the community (Plus-Value);

ii) to verify the nature of any relationship existing between the degree of accountability that a...
The research aims to map the different types, configurations and 'constellations' within the Italian galaxy (De Graaf, Nabatchi, Van Der Wal, 2012) or universe (Jorgensen, Bozeman, 2007: 359; Johnson, 2012) of public (dis)value, trying to develop a conceptual model based on the notion of public value (PV) and on the processes that allow its generation and 'visualization' (Guthrie, Farnsworth, 2008). PV is a variously definable abstract quantity, and not a measure quantity such as income (Onida, 1968: 558), which is used in its various stages of creation, transformation and destruction to help define public governance features (Sòstero, 2003) when assessing the sustainability of public policies (Moore, 1995, 2002; Stoker, 2003; Benington, Moore, 2011; Guthrie et al., 2014).

The capital that generates or compromises PV is not abstract, though: it is the political capital, a specific component or sub-configuration of social capital that is behind political action (Birney, 2010) and can be seen as a complex and ever-changing combination of ideologies, skills, relations and ligatures (Dahrendorf, 1994: 42.193).

Not much attention has been devoted in literature, particularly by Italian business science, to public (dis)value issues (abstaining from voting, corruption, tax evasion, (ab)use of power, (ab)use of law, State capture), to the difficulties in composing the frictions and tensions existing between apparatuses and people, between buro-cracies and demo-cracies (Aucoin, 1991, 2012; Blaug, 2006) and to the increasing risk of silent autarkic, anarchist, revolutionary tendencies or worse, all potentially subversive of democratic representation.
Further goals of the present work are:
i) to draw logical and conceptual cognitive maps able to identify and codify the distinctive elements that mark most situations of public (dis)value (Rutgers, 2008; Nabatchi, 2011; Esposito, Ricci, 2014, 2015, 2016, 2017), visualizing changes in value (either increasing or decreasing), evaluations and (re)evaluations (Masini, 1955). Such mapping process would also highlight hidden reserves resulting from the re-evaluation through co-generation and/or re-generation of new public value within an initially compromised context/situation (Borgonovi 2007: 606), for example by ‘freeing’ and converting properties confiscated from the Mafia in public goods available to the community (Plus-Value);
ii) to verify the nature of any relationship existing between the degree of accountability that a public administration can implement and consolidate (Anessi Pessini, Borgonovi, 2000; Ricci, 2005, 2010; Lapsley, Ezzamel, Hyndman, Johensen, 2009; Parker, Guthrie, 2010; Anessi Pessina, Nasi, Steccolini, 2010), and the increasingly frequent depletion phenomena occurring within the Public Administration with relation to value (either tangible or intangible), finance, property and reputation (Birney, 2010: 4,5);
iii) to analyze through a case study an example of the pathological situations compromising public value and integrity that increasingly often occur in the management of public bodies (Bianchi, 2012), and showing how the pursuit of individual happiness is detrimental to the degree of happiness referable to the community as a whole.

2. RELEVANCE OF THE RESEARCH TOPIC IN THE ITALIAN CONTEXT

The relevance of the research topic for the scientific community in question is provided by different data processed and presented by different national (Corte dei Conti, Istat, Banca d'Italia, CNEL, Alto Commissariato per la prevenzione della corruzione, AVLP) and international (World Bank, OECD, IMF, Asian Development Bank, Transparency International) institutions on the public (dis)value generated by phenomena of corruption, tax evasion, abuse of law and State capture (Edwards, 2010).

As to phenomena of corruption in local public administrations and Italian problems of economic development and growth, the focus on them by national research institutes such as CNEL and Istat and international organizations such as OECD and World Bank is strong.

CNEL in particular, through its socio-economic Observatory on crime, has focused since the mid-90s on the obstinacy of corruption phenomena in public management (1996), also highlighting the risk of infiltration by organized crime in EU funding processes (Law 488/1992), in large public works and also in several local bodies in northern Italy, in what looks like a silent conquest of entire chunks of legal economy. Investigative bodies and DIA have been recently strengthened, also by stipulating...
inter-institutional agreements with CNEL and Alto Commissariato per la prevenzione della corruzione (the latter watchdog was subsequently suppressed); clear guidelines have also been provided by organizations such as Confindustria, by expelling those businessmen and industrialists who do not report bribing phenomena, this way fueling the culture of lawlessness and the silence of illegality. Also growing is the production by the national legislator of standards and measures for the prevention, law enforcement and fight against corruption (Anti-Corruption Bill), and to ensure free market standards in procurement procedures and public tenders through the establishment of a legality rating (Law 18/05/2012 n.62; also the regulation issued by Autorità garante della concorrenza e del mercato on 14th November 2012), in order to define a white list of companies able to take part to public procurement procedures.

3. SOME EMPIRICAL EVIDENCE OF PUBLIC DIS-VALUE

Below is some empirical evidence that can help visualize the economic and social amount of public dis-value:

Corruption

Recent data from Corte dei Conti (2012) show that phenomena of 'informal economy' (in the absence of price, tariffs and/or measurement units of the exchange utility) that are erosive of public value, amount in Italy to about € 60 billion a year with regard to corruption, and to € 120 billion a year as a result of tax evasion (Bank of Italy, 2011), thus siphoning off crucial resources which could otherwise be employed to support education, health and social policies.

It should be added that less than 60 million euros - out of the annual 60 billion dis-value, which are recovered each year by Corte dei Conti (Vannucci, 2012).

Tax evasion

Delays in terms of tax revenue assessment and collection policies compared to other OECD countries (Locarno, Staderini, 2007), have affected the cultural and financial dimension of tax evasion in Italy.

Figure 1
Recent data from *Corte dei Conti* (2012) show that the erosion of ‘public value’ by tax evasion amounts to about € 120 billion a year in the Italian economy (Bank of Italy, 2011). Below are 2011 data from *Agenzia delle Entrate*, broken on regional and provincial basis.

*Figure 2: Tax Evasion*

Debt due to tax evasion  
Debt without tax evasion

Source: *(Agenzia delle Entrate, 2011)*
Even more alarming are 2012 *Istat* data regarding tax evasion, whose size is measured in about 275 billion Euros. Italy holds in fact the top position in Europe for the size of its hidden economy and, consequently, for tax evasion. The unpaid amount in taxes amounts to about five annual budgets, almost one third of the total State revenue.

*Figure 3: Tax Evasion*

<table>
<thead>
<tr>
<th>Geographical Distribution</th>
<th>BankItalia (sample survey 2012)</th>
<th>Tax Returns (Sogei data)</th>
<th>Per capita tax evasion</th>
<th>Difference between Sogei and BanckItalia income per capita</th>
<th>Tax evasion rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Taxpayers (million)</td>
<td>Average per capita income (euro)</td>
<td>Taxpayers (million)</td>
<td>Average per capita income (euro)</td>
<td></td>
</tr>
<tr>
<td>north</td>
<td>19.7</td>
<td>€ 17.068</td>
<td>20.0</td>
<td>€ 14.530</td>
<td>€ 2.532</td>
</tr>
<tr>
<td>center</td>
<td>8.5</td>
<td>€ 16.850</td>
<td>8.1</td>
<td>€ 13.914</td>
<td>€ 2.936</td>
</tr>
<tr>
<td>south</td>
<td>12.8</td>
<td>€ 12.030</td>
<td>12.3</td>
<td>€ 11.080</td>
<td>€ 950</td>
</tr>
<tr>
<td>total</td>
<td>41.0</td>
<td>€ 15.449</td>
<td>40.4</td>
<td>€ 13.356</td>
<td>€ 2.093</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Taxpayers type</th>
<th>BankItalia (sample survey 2012)</th>
<th>Tax returns (Sogei data)</th>
<th>Per capita tax evasion</th>
<th>Difference between Sogei and BanckItalia income per capita</th>
<th>Tax evasion rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Taxpayers (million)</td>
<td>Average per capita income (euro)</td>
<td>Taxpayers (million)</td>
<td>Average per capita income (euro)</td>
<td></td>
</tr>
<tr>
<td>Employee</td>
<td>16.5</td>
<td>€ 14.690</td>
<td>17.7</td>
<td>€ 17.931</td>
<td>€ 240</td>
</tr>
<tr>
<td>Pensioner</td>
<td>12.2</td>
<td>€ 10.940</td>
<td>13.6</td>
<td>€ 11.023</td>
<td>-83</td>
</tr>
<tr>
<td>Self employer and business</td>
<td>4.6</td>
<td>€ 27.020</td>
<td>4.3</td>
<td>€ 11.798</td>
<td>€ 15.222</td>
</tr>
<tr>
<td>Pensioner and employee</td>
<td>1.1</td>
<td>€ 21.286</td>
<td>1.1</td>
<td>€ 3.462</td>
<td>€ 17.824</td>
</tr>
<tr>
<td>Self employer and employee or pensioner</td>
<td>1.1</td>
<td>€ 21.065</td>
<td>0.7</td>
<td>€ 22.694</td>
<td>€ 1.629</td>
</tr>
<tr>
<td>Other</td>
<td>4.6</td>
<td>€ 11.494</td>
<td>1.9</td>
<td>€ 16.942</td>
<td>€ 5.447</td>
</tr>
<tr>
<td>Total</td>
<td>41.0</td>
<td>€ 15.449</td>
<td>40.5</td>
<td>€ 13.356</td>
<td>€ 2.093</td>
</tr>
</tbody>
</table>

*Source: (Agenzia delle Entrate, 2011)*

**Eco-Mafia**

In Italy, the financial dimension of the disposal of waste generated by eco-mafia and the consequent costs sustained to restore the healthiness of the areas involved are remarkable (*Legambiente*, 2012).

*Figures related to environmental lawlessness in Italy grew significantly also in 2011. Reported offences were 33,817, 9.7% more than in 2010, a year when the same figure was already 7.8% up compared to 2009. This means that in two years reported crimes against the environment established by the police, by the Coast Guard*
and by provincial police forces went up by 17.5%. The number of crimes committed every day exceeded 92, an average of 3.8 offences per hour. Up were also the figures related to reported offenders (27,969, a 7.8% increase compared to 2010) and especially of those subsequently arrested: 305, 100 more than in the previous Ecomafia report, with a 48.8% increase. The number of seizures was on the other hand stable: 8765, against 8771 operated in 2010 (Legambiente, 2012).

Environmental crimes:
- **In the waste disposal cycle (illegal landfills)**

**Figure 4**

<table>
<thead>
<tr>
<th>Region</th>
<th>Crimes 2011</th>
<th>People reported</th>
<th>People arrested</th>
<th>Seizures</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Campania</td>
<td>5.327</td>
<td>4.234</td>
<td>97</td>
<td>1.234</td>
</tr>
<tr>
<td>2) Calabria</td>
<td>3.892</td>
<td>2.561</td>
<td>42</td>
<td>980</td>
</tr>
<tr>
<td>3) Sicilia</td>
<td>3.552</td>
<td>2.842</td>
<td>20</td>
<td>900</td>
</tr>
<tr>
<td>4) Puglia</td>
<td>3.345</td>
<td>2.971</td>
<td>57</td>
<td>1.281</td>
</tr>
<tr>
<td>5) Lazio</td>
<td>2.463</td>
<td>1.982</td>
<td>10</td>
<td>597</td>
</tr>
<tr>
<td>6) Sardegna</td>
<td>2.192</td>
<td>2.008</td>
<td>23</td>
<td>564</td>
</tr>
<tr>
<td>7) Toscana</td>
<td>2.187</td>
<td>1.939</td>
<td>12</td>
<td>678</td>
</tr>
<tr>
<td>8) Lombardia</td>
<td>1.607</td>
<td>1.442</td>
<td>4</td>
<td>390</td>
</tr>
<tr>
<td>9) Liguria</td>
<td>1.464</td>
<td>1.340</td>
<td>1</td>
<td>240</td>
</tr>
<tr>
<td>10) Abruzzo</td>
<td>1.054</td>
<td>919</td>
<td>8</td>
<td>222</td>
</tr>
<tr>
<td>11) Emilia Romagna</td>
<td>1.030</td>
<td>1.240</td>
<td>1</td>
<td>347</td>
</tr>
<tr>
<td>12) Basilicata</td>
<td>876</td>
<td>425</td>
<td>4</td>
<td>101</td>
</tr>
<tr>
<td>13) Piemonte</td>
<td>874</td>
<td>693</td>
<td>8</td>
<td>162</td>
</tr>
<tr>
<td>14) Marche</td>
<td>856</td>
<td>872</td>
<td>3</td>
<td>206</td>
</tr>
<tr>
<td>15) Veneto</td>
<td>837</td>
<td>930</td>
<td>0</td>
<td>195</td>
</tr>
<tr>
<td>16) Umbria</td>
<td>783</td>
<td>647</td>
<td>0</td>
<td>175</td>
</tr>
<tr>
<td>17) Friuli Venezia Giulia</td>
<td>627</td>
<td>468</td>
<td>11</td>
<td>313</td>
</tr>
<tr>
<td>18) Molise</td>
<td>413</td>
<td>268</td>
<td>4</td>
<td>84</td>
</tr>
<tr>
<td>19) Trentino Alto Agide</td>
<td>380</td>
<td>129</td>
<td>0</td>
<td>80</td>
</tr>
<tr>
<td>20) Valle D’Aosta</td>
<td>58</td>
<td>59</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>33.817</strong></td>
<td><strong>27.926</strong></td>
<td><strong>305</strong></td>
<td><strong>8.765</strong></td>
</tr>
</tbody>
</table>

Source: (Legambiente, 2012)

- **In the concrete and public works cycle (illegal building activities)**

**Figure 5**

<table>
<thead>
<tr>
<th>Environment crimes in regions with high Mafia density, 2011 data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Infringements (offences)</td>
</tr>
<tr>
<td>% of the national total</td>
</tr>
<tr>
<td>People reported</td>
</tr>
</tbody>
</table>
People arrested  97  57  42  20  216  
Seizures  1.234  1.281  980  900  4.395

Source: Legambiente, based on data provided by the police, provincial police forces and the Coast Guard (2011).

Archeo-Mafia

Theft of cultural and archaeological treasures has grown steadily in Italy: 1,112 offences were recorded in 2011, with a 13.1% increase on the previous year. A significant police activity brought to report 1,302 offenders and to the arrest of 53 of them. The amount of the related business estimated by the police is also on the rise at more than € 316 million in 2011, almost a million a day, exactly 100 more than in 2010. Campania is the region with the highest number of thefts (169, 15.2% of the national total) knocking Lazio off the top of the ranking of the most affected areas, now in second place with 150 thefts; third is Lombardy (143), fourth Tuscany (95), and fifth comes Sicily (83). (Legambiente, 2012).

Again, most thieving is concentrated in churches, museums and public libraries. It is the theft of public value (dis-value) related to the national cultural heritage, either artistic (objects and works of art) or regarding manuscript and print (archeo-mafia).

It is the archival and library system to suffer the most serious attacks with as many as 9,886 items stolen in a single year, that constitute public goods and value removed from the community. The theft of books, old documents and archival heritage perpetrated to the detriment of institutions, agencies and libraries, either public or private, is indeed a pressing issue (Legambiente, 2012). In most cases the shortfalls are ignored by the institutions themselves, due to incomplete and ineffective cataloguing procedures, or the extreme ease of transportation, concealment and fragmentation of the assets stolen.

Figure 6
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<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Artifact thefts</td>
<td>1.112</td>
<td></td>
</tr>
<tr>
<td>People reported</td>
<td>1.302</td>
<td></td>
</tr>
<tr>
<td>People arrested</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>Seizures part of protective activities</td>
<td>365</td>
<td></td>
</tr>
</tbody>
</table>

Source: Legambiente, based on data provided by the police, provincial police forces and the Coast Guard (2011).

These figures are even more alarming for current and future communities, in view of the growing scale of the crisis and consequent shortage of financial resources that, apart from causing additional effects on the taxation of individuals and businesses, also produce further financial, social and existential inequality.
4. RESEARCH METHOD

This study aims to achieve its research goals through the adoption of an inductive/deductive method (Yin, 1984, 1995). It is the approach followed by Bozeman and Jorgensen in 2007, also the starting point to highlight some obstacles in the advancement of studies and future investigations on PV (De Graaf, Nabatchi, Van Der Wal, 2012; Taylor, Pierce, Blackmar, 2012), using the ‘constellation-based’ reference model, which nevertheless displays both advantages and disadvantages (Jorgensen, Bozeman, 2007). The advantages are represented in our study by the empirical evidence of re-acquisition of assets seized to the mafia and of ethical re-generation of new public value from previous forms of dis-value by returning freed goods to the reference community. As to the disadvantages, we can mention the ‘visualization’ and identification of public value by denying the notion of value itself, that is by determining its conceptual inversion: the (dis)value. In other words, the model in question does not measure value or, better, its determination produced by public actions and policies, through the quantitative measurement of value changes brought by such actions (Corte dei Conti, 2010, 2011, 2012).

In the first part of the work, after a thorough analysis of the available literature, we shall try to answer the following research questions (RQs): RQ1: Is it possible to define or display public value through the measurement of public disvalue? RQ2: What is the empirical evidence of public disvalue in Italy? What are its main causes? RQ3: What tools can we reasonably use to fight the causes of public disvalue?

In the second part of the paper, we shall analyze the case of re-generation of public value and political capital through the liberation, the conversion and subsequent management of assets seized from the mafia and returned to the community of reference.

5. THE METAMORPHOSIS OF PUBLIC VALUE: A CONCEPTUAL PREMISE

Speaking of public value is not easy. Before trying to define it, we are supposed to tackle fundamental philosophical issues relating to its existence, its nature and the conditions necessary to individuate this aspect of human action. Through their social action, in fact, men more or less consciously create or destroy value for themselves or for others. Also, such value should not be exclusively considered in terms of economic utility. It: 1) exists, as it constitutes one of the main purposes of human action; 2) has a hybrid nature, as it can be observed for different aims and from different points of view; 3) changes and can be measured, albeit in a complex way, with relation to social, cultural, environmental and anthropological factors affecting its very origin.
Let us proceed with more order. First of all, we can say that public value can be pursued by each individual, either considered on his/her own or organized with other individuals. It is quite clear that, if each individual is able to pursue it, such value should only be considered public if the effects of human choice or action involve other individuals, under any (social, economic, psychological, etc.) profile. It is worth pointing out, however, that it is very difficult to think about individual choices that are not able to affect, in one way or another, other people's lives. Bearing this in mind, we could get one day to a full and comprehensive assessment regarding the relevance and significance of all individual choices, taking into account the fact that a social person is always a political person, i.e. someone called to participate in and contribute to the life of any form of human association (Tronti, 2010).

The present study aims to address the issue of individual political action and of the political capital consequently produced in favour of the community. More in detail, it will examine the actions taken by an individual who has been specifically appointed to run public affairs, that is to choose priorities, lead towards certain targets, implement plans, control the action, produce or take part to the production of a public service that could benefit the reference community (welfare community). Even the exercise of voting rights is a necessary condition for good political governance and as such it is of crucial importance to the community (Brennan, 2011), but this is a topic we shall not be addressing here.

Value is created and destroyed whenever an individual is called upon to perform any of these activities in relation to a public service (Denhardt J. and Denhardt R., 2003; Kelly, Mulgan and Meurs, 2002). In theory, these actions produce disvalue when their actual target becomes different from the one they were supposed to reach when they originated. This means we are able to understand whether a certain behaviour - or an omission - by a politician are such as not to create or even destroy value, when we are able first to measure and then evaluate the effects of such variance. It is therefore paramount to understand what the good pursued by political action is, what originates and motivates political action, that ultimately is any action carried out in the society and for the society. In order to better understand the significance of this statement, it seems extremely useful referring to Aristotle (Natali, 2003; Laurenti, 2009) and going back to over 2300 years ago. The great philosopher addresses the question as follows: "(...) all knowledge and every pursuit aims at some good, what it is that we say political science aims at and what is the highest of all goods achievable by action. Verbally there is very general agreement: (...) it is happiness" (Nicomachean Ethics, Book 1). Happiness should therefore be the good to be pursued through politics. From what is considered happiness depends therefore whether and how public value is created or destroyed after meeting an ever changing (Dahrendorf, 1981, 1995) social desirability (Dahrendorf, 1994: 30). Everything seems to balance if we
stay away from the relevant moral and religious considerations which we are not going to address here. However, it is almost impossible to reach a univocal definition of happiness: philosophical inquiry is as wide as uncertain and complex, and above all endless. Many questions come to one’s mind, including: is happiness the same for everyone? Is it accessible to all? Does it coincide with the material well-being of all or at least most of the individuals belonging to a community? Again, can it be taught or become a habit? “(...) For if what was said in the Ethics is true, that the happy life is the life according to virtue lived without impediment, and that virtue is a mean, then the life which is in a mean, and in a mean attainable by every one, must be the best” (Aristotle, Politics, Book 4). But how can Aristotelian happiness, either individual or collective (of the polis) actually be found? How can it be achieved? These are truly complex questions. This paper therefore only aims at studying the metamorphoses of public value, trying to understand what kind of political action public sector companies should take in order not to overlook the general end, creating the conditions necessary for each individual to gain in terms of current benefits or future opportunities, either directly or indirectly. Following this approach, public sector companies and administrations are the means by which a community solves practical problems regarding political action, which aims to make community members ‘happy’ (simplifying, today we would just say satisfied). By replicating Bozeman and Jorgensen’s model (Bozeman, Jorgensen, 2007: 361) of ‘visualization’ of logical-cognitive ‘constellations’ and conceptual maps of the public value universe, we can say that:

1. each individual, as a member of his/her community, is a political person;
2. human action, and particularly political action, affects other people’s lives;
3. political action also involves the government of public affairs;
4. the good pursued by political action is individual and collective happiness;
5. happiness implies the satisfaction of material and immaterial needs;
6. some material and immaterial needs can be met through the government of public affairs;
7. public value is one of the expressions of collective happiness;
8. public value can increase or decrease as a result of political action;
9. metamorphoses of happiness result from changes of complex and different (sociological, institutional, political, etc.) nature;
10. metamorphoses of happiness involve metamorphoses of public value.

It seems therefore totally impossible to talk about public value and especially to consider its whole multidimensional nature without tackling, at least in part, some issues about its meaning. What concerns us here is to show how political action can create disvalue whenever it moves away from the common good, that is whenever collective happiness is jeopardized, as we can reasonably associate the latter with the common good and the general interest: essential rights, development of personal
skills, recognition of human dignity. What makes a family or a worker happy with relation to the conduct of a public administration? What does one expect and what gives satisfaction to a patient with relation to public healthcare? What are the effects of widespread corruption among public officials? What public policies tend to maximize the pathological behaviour of officials and politicians? The ‘strategic triangle’ approach to public value by Moore (1995), despite being an important tool for the study of public action success, does not thoroughly cover the issues regarding how to visualize and determine value, and how to prevent harmful behaviour. Experience from the world of professional consulting (Accenture, 2004), however useful to understand the empirical relevance of public value, does not seem to account for all the different notions of it and for its metamorphoses (Cole, Parston, 2006). On the one hand, theoretical approaches tend to confine research on public value within a paradigmatic debate, or one which is too often about the abstract identification of conditions at the basis of public administration activities (NPM), while on the other hand more practical approaches risk to restrain the notion of public value within economic and financial determinations that are often too narrow. The real challenge of the coming years will be entirely about intellectual capital, in its most important form: the political capital. It is the set of ideologies, relations, skills and combinations of those, expressed by public sector companies and the relevant ruling class, either political or managerial, that contributes to the creation of public value. Such capital can combine and coordinate appropriate levels of equality and collective utility (Borgonovi, 2004: 344).

The political capital can be visualized in terms of trust or reliability the community ascribes to public entities. Such attributes are based on different parameters: detail and incisiveness of rules, transparency of information, degree of corruption and of technological innovation, state of the culture etc. (Morin, 2012). They also change as the notion of public value changes. Following this approach, public value should not be calculated as a mere difference between the value of the utility produced for the community and the value of the costs borne by the latter to reach it. Such differential factor would be very difficult if not impossible to determine, as utility produced is not always measurable being it of cultural, historical, legal or social nature. Even if it was, it would still be of no real significance, as its relationship with time is not univocal. Public value may be, however, identified in a set of factors that constitute both the goal and the mean of political activity, and still express human action potential that can lead to good administration and collective happiness.

Overcoming some long-established ideological positions, or in some cases their exclusive strengthening, do not imply – respectively – that those positions no longer exist or instead that they are paramount in the process of creation of public value, which should be eventually seen – with Aristotle – as the decisive factor in the removal of all obstacles to the expression of human virtues. Public value is created when the community promotes and enables the realization of all human
capabilities (Nussbaum, 2011), while the same is destroyed when the community is prevented from doing so.

There is a further issue, though, one which is not at all secondary: how does public value, as generated by political capital, change following the apparent cultural and anthropological transformation of happiness?

In other words how does a better quality of life, in terms of material and immaterial well-being, affect both the creation and destruction of public value? Are changes of political action, determined in turn by a transformation of the factors that shape a community (religious sense, education, value system, but also skills and sense of civic duty), able to affect public value or not?

6. PUBLIC VALUE (PV) AND PUBLIC VALUES (PVS).

The theme of public value has long been the subject of attention in academic community. In recent years it has become also known among a non-specialist audience, this way becoming part of what we can call a new ‘management frenzy’ (Abrahamson, 1991, 1996). From a theoretical point of view, the research work was inspired by the debate that, according to some authoritative authors, began in 1995 with Moore, who was at that time dealing with the subject of quality in PA (Jorgensen, Bozeman, 2007: 361). Through further elaboration, clarification and contextualization, it has then developed into a model that features the theory of public value as a new paradigm – integrative or even alternative to NPM – that was named Public Value Management (Stoker, 2006; O’Flynn, 2007; Alford and O’Flynn, 2009). The rationale behind our research lies therefore in the multidimensionality of the notion of public value and in its obvious implications for public governance, following a path that has led us to focus, both theoretically and empirically, on the study of public value measuring methods and on their application to the case of Italian public administration.

TRENDS

During the 80s and the 90s the scientific debate on public sector reforms was marked by theories, notions and values then constituting the framework of the new public management (NPM), an approach that undoubtedly broke with the traditional bureaucratic paradigm of public administration. Within the rich literature on NPM we find key notions and ideas such as the transition to a professional management, the use of standards and performance indicators, the emphasis placed on the control system, organizational decentralization, the establishment of competitive procedures and processes, the adoption of management styles typically used in the private sector, a more effective and efficient use of resources, the equalization of the citizen to the customer (Savas, 1982; Hood, 1991; Broadbent and Guthrie, 1992; Osborne and Gaebler, 1993; Kelly, 1998; Pollitt and Bouckaert, 2004). By
the mid-90s the NPM approach, seen as a synthesis of managerial innovation experiences carried out in the public administrations of the most advanced countries, but also as the philosophy behind the role of the public administration as a key player in the quasi-market, started to be reviewed and reconsidered. Scholars have gradually become aware of the fact that certain principles stated by NPM cannot support the need of the community for a government able to ensure the creation of public value that, by its very nature, is radically different from any value generated by companies operating within the free market (Moore, 1995; cfr. Bozeman, 2002; Blaug et al, 2006; Spano, 2009). The basic idea is that the creation of public value (Rebora, 1999; Valotti, 2000; Borgonovi, 2007) should be paramount not only in policy makers' choices, but also in public managers' actions, in exactly the same way private value is crucial to private managers' decisions (Moore, 1995; Stoker, 2006; Flynn 2007).

CHALLENGES

Scientific literature has shown how public managers are given a much more demanding task, which is to combine purely political issues with those of a more technical nature, in order to ensure the creation of public value (Hefetz and Warner, 2004). This re-assessment of changes occurring in public administrations had the effect of reducing the expectations towards the NPM model of a public sector based on free market mechanisms while - perhaps not without critics - has the merit of sorting, at least partially, the logic according to which the public sector works from free market logic, bringing the focus back to values typical of the former. The approach to public value was born at the beginning of the '90s, independently from NPM studies, and it has gradually become an important part of their development and revision, first by highlighting and then by filling and amending their gaps and inconsistencies, respectively. This has led in some cases to significant changes of direction in the process of modernization of public administration compared to originary NPM issues. It has been restored, in particular, the notion that policy makers should take into account multiple goals. According to this relatively new approach, the citizen is not seen as a customer, but rather as someone who contributes to shape decisions and public policies that are ultimately taken by managers operating with transparency and providing quality public services, so as to increase not only the effectiveness and efficiency of the action itself, but also the legitimacy and trust placed in politics and institutions (Osborne, 2006, 2010). The theory of public value is based on the need to assess public services and to achieve higher levels of efficiency and effectiveness. This would in turn facilitate the establishment of an accountability culture where the public management should be held responsible as much towards citizens as they are towards politicians, overcoming a static approach based on top-down models where public managers try to reach targets set at central level following performance management criteria. It was argued (Blaug et al., 2006) that the public value model tries to compose the tension between bureaucracy and democracy. The assumption at the basis of the public value
theory is the acknowledgement of needs and preferences of the citizens, who are the recipients of public services, in order to avoid that any decision regarding quantity and quality to be delivered stays only in the hands of politicians, public managers or of the private companies in charge of providing the services in question. Public value should therefore be seen as a key factor in the design and implementation of political decisions and strategies regarding the services to be provided and should involve the entire decision-making process, right up to the final stage when the service is offered/provided to citizens (Lapsley, 1999; Sevic, 2001; Marcon and Russo, 2008). The design of the public value of a service begins therefore from the moment the service is planned according to what is expected by the community and its potential users.

7. CONFUSION REGARDING THE DEFINING PERIMETER OF ITALIAN PV and PVs

In recent years there has been in Italy a perception and ‘visualization’ of public value almost on a molecular scale, and at the same time we have witnessed conceptual contradictions originated by growing confusion (De Graaf, Nabatchi, Van Der Wal, 2012), perhaps due to terminological and definitional ambiguity of the following terms (Jorgensen, Bozeman, 2007: 355):

Public Value
Public Values

not acknowledging the importance and influence that public values, defined according to different hierarchical taxonomies (Jorgensen, Bozeman, 2007) and expressed by constitutionally guaranteed rights (Bozeman, 2007; Borgonovi, 2001, 2008), have in determining and affecting the perception, ‘visualization’ and generation of public value.

CONTRADICTIONS

In a State where rights, responsibilities, freedoms and democratic boundaries change rapidly over time, where the different dimensions of public value become growingly central to the government of citizens and the life of communities, there may be the risk to confuse cause and effect, returns and investments, ends with means. It is possible to find in scientific literature several definitional and conceptual perimeters regarding the notion of public value, which consider citizens either direct beneficiaries (Dicke, 2006), or direct generators through the manifestation of their preferences (Moore, 1995; Kelly, 2002: 4; Borgonovi, 2004, 2005: 47; Brennan, 2011). We can talk about public value when there is a community of individuals who benefits from such value (De Bruijn, Dicke, 2006: 719). The inadequacy of political capital, caused by poor combinations of ideologies (now diluted), relations, skills, ligatures (Dahrendorf, 1994) generates transformation, dispersion and destruction of public value (dis-value), compromising the quality of administrative decisions, and of political and social choices, with harmful effects brought over time by their financial and economic manifestations.
Our PV is the effect of an investment in a political capital that is at boiling temperature and whose state has been constantly changing. Such metamorphoses have led it to ideological liquefaction and to a confused and chaotic dispersion of ethical behaviour (Brennan, 2011), of ideological orientations, skills and social ligatures in constant contradiction, and to conflictualism (Dahrendorf, 1981) between happiness of the individual and happiness of the community, or between the happiness of a State and the happiness of more States in order to preserve the specific happiness of other single States and interest groups (e.g., Greece and the EU). The public values that can affect and shape a different perception and visualization of happiness, i.e., of the capacity of the Italian Public Administration to detect and meet the needs of our community, are in turn affected by the specific cultural and ideological background (secular and Catholic) where public value originates and grows. In Italy, more than in other countries, dominant religious values have affected the political capital and thus the production of public value being created and/or destroyed, and sometimes regenerated again (plus-value) (Pollitt, 2010). It is precisely due to the strong presence of some dominant religious and cultural values (Catholic Church), such as the centrality of the family with its distortions (Banfield, 1954) that in Italy we can find, still contaminated by other ideological and cultural factors, different public values within which it is possible to visualize PV (Guthrie, Farneti, 2008; Spicer, 2012).

8. PV AND P(DIS)V

The Constellation Theory: Public Universe (Value, disValue, PlusValue) The research aims at visualizing the public (dis)value, an abstract quantity in public administration government systems, according to the model describing the ‘constellations of the public disvalue universe’, proposed by Bozeman with relation to public value (Bozeman, Jorgensen, 2007). It is a conceptual framework based on the abstract character of the public value universe, that mirrors constellation patterns we identify within an observable radius (Galileo, 1609; Kepler, 1599).

Figure 7 - The constellations of the PV universe
Literature analysis takes into account corruption phenomena within public institutions that led to social, institutional and financial weakness also within part of the private, free-market system (Borgonovi, Fattori, Longo, 2008), which represents a failure of part of the reform process and in general of the reformitis trend (Ricci, 2012) that has affected the Italian Public Administration for the past twenty years, also causing:

a) the failure of NPM implementation in Italy (through the emphasis placed on good governance and on PV measurement);

b) an identity and financial crisis affecting the whole country;

c) a weak sense of belonging to the community displayed by citizens, and unwillingness to change/progress on the part of public managers;

d) an unbalanced system of creation and preservation of electoral support and of political capital (essential prerequisite for the production or destruction of value).

From the literature analysis (attached), it is possible to see a whole universe of public dis-value and the different constellations that form the reticular connective tissue between the structural determinants of corruption and the creation of political support and capital; autonomy, dependability (loyalty), governance (Reichard and Wegener, 1988; Frey and Benz, 2004; Kooiman and Van Vliet 1993; Cassese, 2002, 2004), social forms of self-organization (Kickert 1995; Meneguzzo, 1996), accountability (Jones, Schedler, Mussari, 2004; Metcalfe, 2000; Jordan, 2005; Osborne, 1995; Pezzani, 2003; Ricci, 2010), all forming a conceptual perimeter where corruption can only represent an acute symptom of the Country's democratic and institutional weakness and probably of the inadequacy of the culture behind the control systems and the management techniques adopted (Von Maravic, 2007). Our approach led us to identify three constellations. The first two are the political capital and its generation of dis-value, or degeneration (destruction) of value. The third constellation is described in the final part of the case study. In this constellation, accountability (part of the sixth constellation in Jorgensen, Bozeman, 2007: 368) and its various manifestations are useful tools to tackle or prevent the destruction of value (dis-value), and the transformation and re-generation of new value. The figure below shows the reticular pattern according to which political capital, a component of social capital (Putnam, 1993), can be weakened and compromised by the different factors that together are able to destroy public value, as they can either satisfy social desirability or cause (un)happiness in the Aristotelian sense of the word among the whole community.
Fig 8: (Determinants of political capital)

<table>
<thead>
<tr>
<th>Public Dis-Value</th>
<th>=</th>
<th>f</th>
<th>(political capital):</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ \text{Political capital} = f (\text{electoral abstention, abuse of power, ideological dilution, poor regulation, low competence of representation, dependability, accountability, State Capture, lobbying, nepotism, corruption, tax evasion, control and transparency}). ]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

T1 = the determinants of political capital = f (Ab-use of power, ideological dilution, poor regulation, low competence of representation, lobbying, nepotism, corruption, tax evasion, control, transparency)
T2 = individual and existential damage
T3 = weakening of the State
T4 = weakening of the market
T5 = weakening of control
T6 = reputational damage
T7 = damage to public integrity
T8 = damage to public integrity over time - future generations
T9 = dependability and lack of autonomy

In literature, given the already mentioned limitations regarding the use of economic goods compared to the collective needs to be met (such discrepancy determines in fact the condition otherwise known as scarcity of resources), corruption within the public administration contributes to distort reality and
public policies in Italy \((RQ1, RQ2)\), where the public disvalue, i.e., the destruction of value, is caused and created by the loss of political capital (through the different determinants involved, and their possible combinations). They can be summarized here as follows:

- electoral abstention, renunciation to voting and to adequate levels of democratic representation;
- disruption of the financial balance of public finances (tax evasion);
- diminished capacity of affecting reality by planning and control systems, now mere bureaucratic tools set by the respective internal stability pacts;
- inequality of taxation with relation to citizens living in areas with a lower fiscal capacity per inhabitant, due to the implementation of an incomplete and confused federal system (\((ab)\ use of power\);
- unpopular tax planning decisions (\(tax\ amnesty\)) with increased levels of local, regional and national taxation sometimes unjustified if compared to the services provided;
- public budget rigidity and financial losses arising from off-balance-sheet management and off-balance-sheet debt (lack of financial coverage);
- existence of asymmetric information between guidance and control activities operated by local authorities.

**Fig. 9:**

*(Constellations of the public dis-value universe)*

T1 = lack of revenue to fund public policies for citizens

T2 = individual and existential damage

T3 = weakening of the State

T4 = weakening of the market
Scarce political capital resources invested in different representative and democratic processes cause therefore destruction of value, (dis)value, that prevents a sustainable and transparent development of public policies and is marked by persistent decision-making discretion, arbitrariness and abuse of political power, all erosive of public value and of the connective fabric between the systems and the ethical infrastructures of a community on the one hand, and the sense of belonging to it manifested by its citizens on the other (Moore, 1995, 2002; Stoker, 2003; Benington and Moore, 2011). One might wonder where this opportunistic and perverse behaviour (RQ2) comes from. The answer to this phenomenon is rather complex: control of the territory can be seen as competing with the state authority up to the point of defining it as a parallel authority that is organized and operates using the same tools of traditional PA, i.e., legitimacy, public resources and authority over all those people who have been co-opted into the vicious circle of corruption. The ‘grey area’ between the two authorities has grown dramatically in recent years, as testified by the growing number of corruption and bribery offences. It is the mismanagement of public affairs that prepares the ground for corruption. Corruption ‘is a malignant tumor that surrounds the most vital and active ganglia in the country and does not seem to go away’ (Corte dei Conti, 2010).

This phenomenon is not even affected by the current financial crisis, as it is exactly this kind of situation that usually boosts the value of assets belonging to criminal organizations. Instability causes a fast and significant wear of the political-institutional system and ‘plows the ground’ for the growth of groups, lobbies, special interests, either lawful or, in many cases, unlawful (Cavaliere, 2004). Examples of this are healthcare mismanagement, illegitimate appointments, a frequent use of negotiated procedures, an opaque system of public procurement, EU fraud schemes and scams related to local tax collection, appointments related to the performance and delivery of local public services, which have been since the ‘70s perhaps the most striking case of ‘cost of democracy’.

The companies involved, in most cases publicly owned and sponsored by politicians, were plagued by financial scandals and very poor industrial strategies (Gallino, 2005) as their unwritten goal was that of ensuring administrative continuity through the establishment of durable electoral pacts (Ricci, Esposito, Landi, 2010; Esposito, 2010). It is possible to represent this form of corruption as follows (Figure no. 10):
The cases examined by the Italian accounting judiciary (Corte dei Conti) are examples of low public and political responsibility, or of social irresponsibility (Gallino, 2005), while social responsibility should be one of the most important features required to run public affairs (Borgonovi, 2002, 2005). The growing importance of the system of political parties (electoral laws), leading to the pathological situations described above (public procurement procedures, public service management) has no justification whatsoever in art. 49 of the Italian Constitution which states that all citizens have the right to freely associate in political parties to contribute, within a democratic process, to determine national politics. The constitutional right regarding freedom of association in political parties is the result of a protective idea of the Constitutional legislator aimed at overcoming the objective impossibility for the individual citizen (user/voter) to make him/herself heard (Ricci, 2010). There are currently different studies, drawn especially by general economists, regarding the determinants of corruption which consider it as dependent on the quality of governments and institutions and on the degree of openness to trade of a Country (Broadman, Recanatini, 2001; Cepiku, 2002, 2004; Mussari, Jones, Schedler, 2007; Von Maravic, 2007).
Formula on corruption

\[
\text{Corruption} = f (\text{quality of governance, quality of political institutions, openness to trade}) = B_1 + B_2 \\
\quad (\text{institutional indicators}) + B_3 (\text{democracy index}) + B_4 (\text{trademarks, designs and index systems})
\]

(Source: Broadman and Recanatini, 2001)

International organizations have been trying to monitor and prevent corruption phenomena and the generation of public disvalue. Transparency International\(^9\) presents each year the world ranking according to the corruption perception index (CPI) referred to 180 States, thanks to the work of institutions (World Bank, UN, Asian Development Bank) that systematically carry out investigations regarding corruption levels in certain States or geographical areas. Given the importance of statistical data and indicators of perceived corruption, it would be appropriate for such figures to be supported by independent scientific assessments. To give an idea of how corruption is currently widespread in Italy, we report the 2011 ranking below (table no. 1)\(^9\):

Table 1 – CPI (Corruption Perceptions Index) classification, 2011

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>56</td>
<td>Jordan</td>
<td>4.5</td>
<td>4.7</td>
<td>4.0</td>
<td>5.1</td>
</tr>
<tr>
<td>57</td>
<td>Saudi Arabia</td>
<td>4.4</td>
<td>4.7</td>
<td>4.3</td>
<td>3.5</td>
</tr>
<tr>
<td>57</td>
<td>Czech Republic</td>
<td>4.4</td>
<td>4.6</td>
<td>4.0</td>
<td>4.2</td>
</tr>
<tr>
<td>57</td>
<td>Namibia</td>
<td>4.4</td>
<td>4.4</td>
<td>4.0</td>
<td>4.5</td>
</tr>
<tr>
<td>50</td>
<td>Malaysia</td>
<td>4.3</td>
<td>4.4</td>
<td>4.0</td>
<td>5.1</td>
</tr>
<tr>
<td>50</td>
<td>Turkey</td>
<td>4.2</td>
<td>4.4</td>
<td>4.0</td>
<td>4.6</td>
</tr>
<tr>
<td>51</td>
<td>Latvia</td>
<td>4.2</td>
<td>4.3</td>
<td>4.0</td>
<td>5.0</td>
</tr>
<tr>
<td>51</td>
<td>Cuba</td>
<td>4.2</td>
<td>3.7</td>
<td>4.0</td>
<td>4.3</td>
</tr>
<tr>
<td>54</td>
<td>South Africa</td>
<td>4.1</td>
<td>4.7</td>
<td>4.0</td>
<td>4.9</td>
</tr>
<tr>
<td>54</td>
<td>Georgia</td>
<td>4.1</td>
<td>3.8</td>
<td>4.0</td>
<td>3.9</td>
</tr>
<tr>
<td>56</td>
<td>Slovenia</td>
<td>4.0</td>
<td>4.3</td>
<td>4.0</td>
<td>5.0</td>
</tr>
<tr>
<td>56</td>
<td>Croatia</td>
<td>4.0</td>
<td>4.1</td>
<td>4.0</td>
<td>4.4</td>
</tr>
<tr>
<td>56</td>
<td>Montenegro</td>
<td>4.0</td>
<td>3.7</td>
<td>3.6</td>
<td>3.4</td>
</tr>
<tr>
<td>59</td>
<td>Ghana</td>
<td>3.9</td>
<td>4.1</td>
<td>3.6</td>
<td>3.9</td>
</tr>
<tr>
<td>59</td>
<td>San Marino</td>
<td>3.9</td>
<td>4.1</td>
<td>4.6</td>
<td>4.4</td>
</tr>
<tr>
<td>59</td>
<td>Macedonia FYR</td>
<td>3.9</td>
<td>4.1</td>
<td>3.6</td>
<td>3.6</td>
</tr>
<tr>
<td>59</td>
<td>Italy</td>
<td>3.9</td>
<td>3.0</td>
<td>4.3</td>
<td>4.0</td>
</tr>
<tr>
<td>73</td>
<td>Tunisia</td>
<td>3.8</td>
<td>4.3</td>
<td>4.0</td>
<td>4.4</td>
</tr>
<tr>
<td>73</td>
<td>Brazil</td>
<td>3.8</td>
<td>3.7</td>
<td>3.7</td>
<td>3.6</td>
</tr>
<tr>
<td>75</td>
<td>Romania</td>
<td>3.6</td>
<td>3.7</td>
<td>3.8</td>
<td>3.8</td>
</tr>
</tbody>
</table>

(Transparency International, 2011)

\(^{9}\)Non-governmental, non-profit organization founded in 1993 with the specific aim of fighting international corruption by working with international institutions, States and businesses.

\(^{9}\)For the full table of the index regarding the perception of corruption in the world, see also www.transparency.org/policy_research/surveys_indices/cpi/2009/cpi_2009_table
Some Italian research institutes such as CNEL and ISTAT have been focusing their attention on corruption phenomena in local public administration and problems regarding development and economic growth in our country. CNEL, in particular, through its observatory on socio-economic crime, has been studying since the mid-90s the pervicacity of corruption in public management, which places Italy after developing countries such as Botswana and Namibia in terms of perceived corruption.


The case study chosen takes only into account the process of re-generation of new value through the management and restoration to the community of real estate property confiscated from the Mafia (White, 2012), because data referring to businesses seized from organized crime and then re-converted are only available for the past two years and, however interesting, the time frame they refer to is not deemed significant enough to draw conclusive indications on the phenomenon in question. According to data released by the 'Report on the management of assets confiscated from organized crime', presented by the Director of the State Property Agency to the Parliamentary Anti-Mafia Commission, out of 6556 assets seized from the mafia from 1983 to 2005, only 2962 were later restored. Patrimonial prevention measures (L. 31 May 1965 n. 575 and subsequent amendments and additions) aim to ensure not only the seizure of assets from organized crime, but also their return to lawful economic channels, entrusting Agenzia del Demanio with the management of those assets after the final seizure in view of their subsequent use. Between 2007 and 2008, 84% of confiscated property was located in Sicily, Calabria, Campania and Puglia. Sicily is the region with the highest number of seized property, with more than 50% of the total. 89% of confiscated property was transferred to the municipalities for institutional or social purposes, while the rest was given to the central State for justice, public order and civil protection purposes.
Figure 11
Comparison of property seized from organized crime and then assigned in 2007 and in the first 10 months of 2008

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Monthly average</td>
<td>Total</td>
</tr>
<tr>
<td>1</td>
<td>Sicilia</td>
<td>267</td>
<td>22,5</td>
</tr>
<tr>
<td>2</td>
<td>Campania</td>
<td>81</td>
<td>6,75</td>
</tr>
<tr>
<td>3</td>
<td>Calabria</td>
<td>83</td>
<td>6,92</td>
</tr>
<tr>
<td>4</td>
<td>Puglia</td>
<td>88</td>
<td>7,33</td>
</tr>
<tr>
<td>5</td>
<td>Lombardia</td>
<td>68</td>
<td>5,67</td>
</tr>
<tr>
<td>6</td>
<td>Lazio</td>
<td>62</td>
<td>5,17</td>
</tr>
<tr>
<td>7</td>
<td>Other regions</td>
<td>35</td>
<td>2,92</td>
</tr>
<tr>
<td>Total</td>
<td>684</td>
<td>57,00</td>
<td>966</td>
</tr>
</tbody>
</table>

Source: Agenzia del Demanio (State Property Agency)

Despite the simplification of administrative procedures and the expectation of shorter times for the allocation of goods, problems related to the application of complex administrative procedures led first to the creation of a permanent observatory on confiscated property, then to the appointment of a Government Special Commissioner. Corte dei Conti, with resolution no. 17/2005/G issued on 1/7/2005 (Implementation of the provisions on the re-use of assets confiscated from organized crime - L. 109/1996), examined the activities carried out by Agenzia del Demanio from 1/1/2001 (when it officially assumes the relevant powers) to 31/12/2003 (when the Agency officially becomes an economic public body). While we can say there have been initiatives aimed at streamlining procedures and at monitoring seized goods even before the final judicial seizure, the report showed the long time needed to issue the destination decree (far too long compared to the limits set by law) and in many cases the non-use of the goods in question, due to technicalities pertaining to the judicial phase, or to difficulties in managing the assets (because of the existence, for example, of third-party rights on the assets themselves), or simply because properties had not been physically delivered.

The conclusions reached by Corte dei Conti were as follows:
- absence of management planning
- lack of coordination with other inter-institutional bodies
– little use of productivity and profitability criteria
– need for inspection controls on peripheral branches of Agenzia del Demanio

Agenzia del Demanio keeps track of the 7,875 confiscated properties and their destination.

Figure 12: Percentage of delivered goods

Source: Agenzia del Demanio (State Property Agency)

47.30% of the properties seized was allocated to local authorities. According to the analysis carried out by the former Special Commissioner through consultation with local authorities acting as temporary administrators of the properties waiting to be re-converted, some mayors have specifically mentioned the lack of a specific fund to be used for potential transactions. The same source also shows the non-use of 40% of the properties seized due to foreclosures operated by banks as a result of mortgage provision.

The vicious circle of underdevelopment triggered by criminal alliances and joint ventures increases the costs necessary to buy properties, renovate, maintain and re-convert them. Financial needs by local administrations also trigger a rapacious profit-maximizing behavior on the part of lenders, as they often grant – in the pre-seizure phase – easy credit to untrustworthy individuals (in many cases without requiring the antimafia certificate issued by the local Chamber of Commerce), while they sell – post-seizure – financial products and services to local administrations to be used for the conversion of such facilities (sometimes in blatant conflict of interests – banks are often financial advisors to the same administrations), finding such local bodies captured and unprepared with relation to the following activities: - ex ante financial assessment; - financial planning of activities; - operating management, either direct or through proxy; - control and supervision; and in the difficult task of
finding possible solutions in a context of persistent lack of financial resources and at the same time of high demand by the communities involved of policies aimed at restoring legality.

The survey also examined the time span going from the moment the goods are assigned to their actual use. Data provided by Agenzia del Demanio show that some goods destined to local authorities in 1989 are today still unused.

Table 2 - Companies confiscated from organized crime

<table>
<thead>
<tr>
<th>Region</th>
<th>Companies under State management</th>
<th>Companies assigned</th>
<th>Companies seized (Total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sicilia</td>
<td>129</td>
<td>293</td>
<td>422</td>
</tr>
<tr>
<td>Campania</td>
<td>57</td>
<td>153</td>
<td>210</td>
</tr>
<tr>
<td>Calabria</td>
<td>18</td>
<td>60</td>
<td>78</td>
</tr>
<tr>
<td>Puglia</td>
<td>19</td>
<td>57</td>
<td>76</td>
</tr>
<tr>
<td>Lombardia</td>
<td>33</td>
<td>124</td>
<td>157</td>
</tr>
<tr>
<td>Lazio</td>
<td>14</td>
<td>85</td>
<td>99</td>
</tr>
<tr>
<td>Other regions</td>
<td>14</td>
<td>35</td>
<td>49</td>
</tr>
<tr>
<td>Total</td>
<td>284</td>
<td>807</td>
<td>1091</td>
</tr>
</tbody>
</table>

Source: Agenzia del Demanio (State Property Agency)

In order to simplify the relevant procedures, local councils have been arguing that they should not only take part in technical workshops in which to determine guidelines and goals of the whole process, but also make sure that all critical issues are not transferred to local authorities which often have to face abnormal problems and challenges, well beyond ordinary local government standards. Local authorities in the South, acting as carers of the properties seized, do not usually have the economic resources necessary to restore them, and therefore try to assign them 'as they are' i.e., in the same condition in which they received them. On the other hand, economically disadvantaged community members who are given use of the good are often not able to access it, as they might not have enough resources to invest on a property they do not fully own. In fact the confiscated property, part of the council's inalienable estate, is assigned to the cooperative or association under a free loan agreement. This means that the property cannot constitute a guarantee for banks wishing to lend money to whoever wants to take care of it, even more so if one considers the 'weakness' of a free loan agreement.
Figure 13 - Real estate confiscated from organized crime

Source: Agenzia del Demanio (State Property Agency)

Data shown highlight the weight of companies and assets seized in northern Italy. Lombardy, for example, turns out to be the fifth in terms of number of confiscated properties. Tables placed above show the subtraction and liberation of the assets confiscated from the mafia, and their return for social purposes to the reference community, through an important process of metamorphosis, transformation and re-generation of new ethical value (from dis-value to value), which we could define plus-value. Public managers and their organizations play a leading role in creating public value, not only by producing – efficiently and effectively – goods and services that can add value to the reference community, but also by pursuing goals and targets that are of a purely social and ethical nature. The public subject must be the guarantor and the custodian of the public interest, putting its citizens/users/customers’ welfare before any personal interest. However, in the current system of Italian Public Administration, the management of the administrative machine is anything but inspired by principles of equity, sociality and ethics (Borgonovi, Giavazzi, 1994; Cavalieri, 2002). Alterations and distortions of political action, transformations, metamorphoses and destruction within the constellations of the public (dis)value universe (Jorgensen, Bozeman, 2007: 355) have arisen due to a lack of political capital, caused by an unbalanced and inadequate combination of factors, by ongoing tensions and frictions between the devolvement of greater autonomy and power to local authorities, and the consequent allocation of responsibilities in the management of public resources. Such imbalances have produced in recent years deep lacerations up to the point of seriously compromising planning, administration, management and control processes at any level within the Public Administration. The most common effect of this failure of Public Administration management is
corruption, which takes place whenever there is contempt for the common good and some people transform public affairs in private business and public organizations in personal property (from public value to public (dis)value). Any information requirement and the citizens' right to interact with the Public Administration whenever it is called to account for its activities, comes from the general principle regarding the social responsibility of public sector companies, in which accountability can play a significant role in qualitative terms, in addition to standard economic, financial or otherwise quantitative informational channels. The recent trend about seeking greater levels of accountability and transparency (Weihe, 2008; Van Der Wal, 2008; Jorgensen, Sorensen, 2010) in the decisions and actions taken, that affects not only public sector companies but also private businesses, can be related to several factors (Ricci, 2010):

- the different meaning given in recent years to accountability, which is no longer based on mere compliance to rules and regulations but it is now seen as an important tool to facilitate the participation of citizens to administrative action and to inform them about the achievement of targets, thus highlighting areas of responsibility (with relation to managers and politicians) in the measurement of results;

- a clearer definition of models regarding performance measurement and autonomy determination, in order to properly sort areas of activity between different government levels (internal governance and accountability);

1. the creation of representation models aimed at increasing the citizens' knowledge of administrative activities, this way sharing the results achieved (external governance and accountability);

2. the improvement of the quality of public services through the definition of qualitative and quantitative standards for an easier and more immediate assessment of satisfaction levels, as expressed by citizens (customer satisfaction);

3. the improvement of internal and external control systems in order to facilitate an independent evaluation of the performance realized and the results achieved.

It is important to emphasize here the autonomy gained by local administrations (from programming to management and control stages), the responsibility that comes with it and above all the capability to explain what has been achieved (accountability), in order to measure the public value created and to prevent distortions within an adequate system of public governance.
Accountability, as described above, makes therefore possible to prevent, cope with and limit corruption phenomena (Banerjee, 1997; Lederman, Loyala, Soares, 2004, 2005; Ricci, Esposito, Landi, 2010). It also allows the measurement of the public value produced for the whole community by monitoring performance (seen not only as the value of the benefits produced for users and recipients of public activity, but also as the activity carried out to achieve a specific target). There are seven key variables that help to identify a proper accountability system (Ricci, 2010):

- a thorough and clear planning process;
- a clear definition of internal and external responsibilities;
- an effective accounting and extra-accounting detection system;
- an effective internal system for control and evaluation;
- periodic PR campaigns regarding the activities carried out;
- a significant benchmarking activity;
- a proper use of technology with relation to communication processes.

The presence of these factors should facilitate a clearer definition of responsibilities and the implementation of a better assessment process.

Figure 14:

(Use of accountability for bringing to light and tackling the determinants of public dis-value)
T1 = a thorough and clear planning process
T2 = a clear definition of internal and external responsibilities
T3 = an effective accounting and extra-accounting detection system
T4 = an effective internal system for control and evaluation
T5 = periodic PR campaigns regarding the activities carried out
T6 = a significant benchmarking activity
T7 = a proper use of technology with relation to communication processes

Figure 15:
(Use of accountability for bringing to light and tackling the determinants of public dis-value)

T1 = inadequacy of political capital
T2 = individual and existential damage
T3 = weakening of the State
T4 = weakening of the market
T5 = weakening of control
T6 = reputational damage
T7 = damage to public integrity
T8 = damage to public integrity over time - future generations
T9 = dependability and lack of autonomy

The accountability process (RQ3) put in place by our National Agency with relation to properties confiscated from the Mafia and then released, returned and re-converted in social activities for the community (nurseries, legality laboratories, land to be used for organic food production), has therefore highlighted how political capital can transform public (dis)value (given by Mafia infiltration of
vital business and political ganglia within local authorities, in order to take possession of common goods and resources. Such (dis)value, through a different and better combination of the factors constituting the political capital, undergoes a positive (leading to higher value) metamorphosis, through the re-generation of new ethical, reputational, economic values (plus-value) to be re-assigned (Onida, 1958) to the whole community.
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ANNEXES

Table - Definitions of corruption in national and international literature

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedrich (1966)</td>
<td>Public-interest centered: The pattern of corruption can be to said exist whenever a power holder who is charged with doing certain things, i.e., who is a responsible functionary or officeholder, is by monetary or other rewards not legally provided for, induced to take actions which favour whoever provides the rewards and thereby does damage to the public and its interests</td>
</tr>
<tr>
<td>Nye (1967)</td>
<td>Public-office-centred category: Corruption is behaviour which deviates from the formal duties of a public role because of private-regarding (close family, personal, private clique) pecuniary or status gains</td>
</tr>
<tr>
<td>Rose-Ackerman (1978)</td>
<td>Illegal or unauthorized transfer of money or an in-kind substitute. If we consider both the supply side and demand side of the phenomenon, from the supply side, the person bribed for any service must necessarily be acting as an agent for another individual or organization since the purpose of the bribe is to induce him to place his own interests ahead of the objectives of the organization for which he works</td>
</tr>
<tr>
<td>Klitgaard (1988)</td>
<td>The divergence between the principal’s or the public’s interests and those of the agent or civil servant: corruption occurs when an agent betrays the principal’s interest in pursuit of her own…: [Corruption = Monopoly + Discretion – Accountability]</td>
</tr>
<tr>
<td>Heidenheimer et al (1989)</td>
<td>Market centered: A corrupt civil servant regards his public office as a business, the income of which he will seek to maximize. The office then becomes a ‘maximizing unit’. The size of his income depends upon the market situation and his talents for finding the point of maximal gain on the public’s demand curve</td>
</tr>
<tr>
<td>Tarkowski (1989)</td>
<td>Any activity motivated by interest, violating the binding rules of distribution, the application of which is within one’s responsibility. Rules of distribution … refer not only to the letter of the law, but also to norms recognized as binding by society and/or to the system’s ‘official’ norms and operational codes. Also ‘corrupt’ are those activities regarded by society as illegitimate or seen by the power elite as contradictory to the logic of the system</td>
</tr>
<tr>
<td>Thompson (1993)</td>
<td>Includes the three main elements of the general concept of corruption: a public official gains, a private citizen receives a benefit, and the connection between the gain and the benefit is improper</td>
</tr>
<tr>
<td>Johnston and Hao (1995)</td>
<td>The abuse, according to the legal or social standards constituting a society’s system of public order, of a public role or resource for private benefit</td>
</tr>
<tr>
<td>Bardhan (1997)</td>
<td>The use of public office for private gains</td>
</tr>
<tr>
<td>Hellman, Jones, Kaufmann, Schankerman (2000)</td>
<td>The search for effective methods of combating corruption has led to an increasingly wide recognition that corruption is fundamentally a problem of governance. Corruption thrives where states are too weak to control their own bureaucrats, to protect property and contract rights, and to provide the institutions that underpin an effective rule of law. Consequently, recent studies of corruption have tended to focus on key characteristics and policies of the state, especially the extent of state intervention in the economy and the degree of discretionary power of bureaucrats…. The opportunity for officials to engage in corruption depends in part on the discretionary power they hold and the degree of accountability they face within the state apparatus</td>
</tr>
<tr>
<td>Argandona (2001)</td>
<td>Non-performance of a duty, mandate, law, regulation, rule, contract or (explicit or implicit) commitment to act always in accordance with the interests of the public office or company in which the corrupt person renders his service</td>
</tr>
<tr>
<td>Author(s) and Year</td>
<td>Description</td>
</tr>
<tr>
<td>--------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Broadman and Recanatini (2001)</td>
<td>I Formula on Corruption: Corruption = f (quality of governance, the quality of institutions, policies)</td>
</tr>
<tr>
<td>Amundsen (2002)</td>
<td>Everything from paying bribes to civil servants and simple theft of public purses, to a wide range of dubious economic and political practices in which business people, politicians and bureaucrats enrich themselves</td>
</tr>
<tr>
<td>Huber (2002)</td>
<td>... a deterioration in the decision-making process in which the decision maker (in a private enterprise or public sector) or allow the diversion request to deviate from the criteria that should guide decision-making in exchange for a reward, or promise of the expectations of it, while these reasons in its decision-making influence cannot be part of the justification for the decision</td>
</tr>
<tr>
<td>Ian Senior (2006)</td>
<td>Corruption is a cancer. Where a briber does so as a favor to a corrupt secret or any person referred to influence actions that may benefit the corruptor or the person named and which has bribed the authorities</td>
</tr>
<tr>
<td>Manzetti and Wilson (2007)</td>
<td>An illegal transaction where public officials and private actors exchange goods for their own enrichment at the expense of society at large</td>
</tr>
<tr>
<td>Apaza, C. R. (2007)</td>
<td>Preventing corruption is as complex as the phenomenon of corruption itself and a combination of accountability mechanisms and effective law enforcement mechanisms are needed for success. Public organizations need to be effective and accountable to the public. This means that there must be proper mechanisms of control as a way of assuring accountability and preventing corruption</td>
</tr>
<tr>
<td>Borgonovi (2002)</td>
<td>The term &quot;corruption&quot; implies the existence of objective factors (the damage to their institution or external parties) of formal elements (the existence of rules that prohibit certain behaviors), the subjective elements (knowledge assuming that certain choices will cause harm and the willingness to do so). This analysis should focus on the concept of behavior (actions and decisions) consistent with the purposes of an institution (public or private) and the factors that facilitate the search for consistency this or that contribute to, encourage or make it easier inconsistency. These three factors, namely: a) quality of the rules; b) detailed rules; c) individual and social values prevailing at certain times in certain societies</td>
</tr>
<tr>
<td>Borgonovi (2006, 2008)</td>
<td>Corruption are the consequences of attitudes that have privileged interest of the individual to the detriment of &quot;intergate economic institutions and firms from which to hang the work, and welfare of thousands of people</td>
</tr>
<tr>
<td>Meneguzzo (2006)</td>
<td>... corruption (the &quot;use of&quot; public authority to private interests)</td>
</tr>
</tbody>
</table>

Reference: Our illustration
Table – National and International Institutions’ interventions in fighting corruption

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pope Pio X (1905)</td>
<td>Ignorance of religion depends on the corruption of morals today</td>
</tr>
<tr>
<td>Oxford English Dictionary (1989)</td>
<td>Perversion or destruction of integrity in the discharge of public duties by bribery or favour; the use or existence of corrupt practices, especially in a State, public corporation, etc.</td>
</tr>
<tr>
<td>PUMA (Rowney, 1997)</td>
<td>As far as public-sector ethics are concerned, corruption is a management problem… corruption is therefore not a cause, but a symptom of breakdown… corruption in systemic failure</td>
</tr>
<tr>
<td>World Bank (2000)</td>
<td>The tendency by some elite firms and conglomerates to shape illicitly the formation of the state laws, policies and regulations</td>
</tr>
<tr>
<td>OECD (2000)</td>
<td>As far as public-sector ethics are concerned, corruption is a management problem. Corruption is therefore not a cause, but a symptom of breakdown</td>
</tr>
<tr>
<td>OECD (2004)</td>
<td>Corruption is the tip of the iceberg</td>
</tr>
<tr>
<td>UN (2006)</td>
<td>Article. 15 of the United Nations Convention against corruption: .. a crime, when committed intentionally, promise, offer or grant to a public official, directly or indirectly, of an undue benefit to the officer himself or for another person or entity, to ensure that the officer performs certain acts or refrain from acting in the exercise of its functions officers, and the solicitation or acceptance by a public official, directly or indirectly, of an undue advantage, for the officer himself or another person or authority to make the officer carrying out certain acts or refrains from acting in the exercise of their official duties. The UN Convention against Corruption which shows well the word 107 times and never call it corruption and instead defines a bribe</td>
</tr>
<tr>
<td>Transparency International (2007)</td>
<td>The misuse of entrusted power for private gain</td>
</tr>
<tr>
<td>Catholic Church - Encyclical Pope Benedetto XVI (2009)</td>
<td>Also weigh corruption, lawlessness and irresponsibility of the poor countries where social norms and cultural patterns persist that hinder the development process….going against justice and the free market</td>
</tr>
</tbody>
</table>

Reference: Our illustration
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ABSTRACT

Public administrations play a fundamental role for sustainable development. They do not only set and facilitate the implementation of relevant policies in the field, but also influence markets leveraging on green public procurement and being first in adopting behaviours that are expected to have a positive social and cultural impact on local communities. Despite that, unfortunately, the lack of human and financial resources, combined with the struggle between different planning priorities, is often reported as the main reason for public administration achieving poor environmental performances. In this framework, a strong fit between employees and their organization might help enabling those extra role performances that might help mitigating this shortage of resources. This paper draws from the literature on person-organization fit to adapt and test the hypothesis that organizational dimensions are strong predictors of managerial and technical energy performance. Data from 729 valid questionnaires responses from environmental managers of Italian Municipalities show that energy managers might alternatively act as task managers or business partners. The main results indicate that formalization, team orientation, innovation, centralization and reward system are the key elements to control energy performance. Causal relations are discussed and presented along with theoretical and policy implications.

Keywords: Environmental performance, Organizational fit, Reward system, Green human resource management, Energy manager

1. INTRODUCTION

Since sustainable development discourses have pointed a spotlight on resource efficiency, energy efficiency (EE) has attracted a strong interest from public and private industries. If compared with other resource efficiency initiatives, EE is often easy to delineate, measure, communicate and replicate (IEA, 2014). EE is thus seldom neglected when pursuing sustainability. Energy service companies,
energy managers, energy audits, guidelines for EE, sustainable energy action plans, renewables and energy savings to carbon emissions converters are among the recurring elements in policies and policy tools that reflect the legitimacy and desirability of EE among sustainable performances.

To the date, research in field technical sciences has much more increased together with the relevance for business of EE than research in the organizational and managerial dimensions (Martin, Muuls, de Preux & Wagner, 2012). Despite that, the latter is far from being irrelevant. In fact, in times of scarcity of economic and financial resources, organizational resources determine competitive advantage (Carmeli & Tishler, 2004). Pertinent examples come from large multinational corporations, which pursue EE by re-designing their organizations for open innovation, as well as from smaller enterprises, which increasingly recognize energy managers as new professionals that operate as business partners across traditional functions (i.e. in primis, supply chain, procurement and R&D).

Organizational determinants of EE are a novel but still largely unexplored research field (Schulze, Nehler, Ottosson, & Thollander, 2016). The black box that mediates organizational dimensions ranging from internal culture to person-organization fit (P-O fit) and EE is a promising field of studies (Chai & Yeo, 2012). A major difficulty in investigating these relations because of the high heterogeneity of boundary conditions that might affect the observed relations, which means difficulties in isolating causal relations between variables among different cases. In such framework, this work attempts to provide a first investigation on the links between organizational dimensions and EE performances by analysing a highly regulated setting, which allows the assumption of reduced heterogeneity of boundary conditions, namely public administrations. These actors are highly committed toward EE not just because they cover a multifunctional role as regulators, building owners, tenants and developers and, lastly, boosters for market suppliers of energy-efficient products and services (Annunziata, Rizzi, & Frey, 2014), but also because of their need to adsorb best managerial practices from the private sector to cope with budget constraints (Carmeli & Tishler, 2004).

In the reminder of the paper, we present a grounded-in-theory conceptual model that links organizational dimensions and EE. The method section provides a theoretical justification of Italian municipalities as a meaningful research setting as well as details on the research design, data collection and measurement models. Results from ordered logic regressions are then discussed to distil theoretical and managerial implications that shed light on the relevance that such organizational elements as vision, goals, trust, social networking, centralization, formalization, rewards, openness to innovation, attention to detail, outcome orientation, team orientation and corporate social responsibility have on EE performance.
2. THEORETICAL BACKGROUND

2.1 Internal factors influencing energy efficiency

EE is a key resource to achieve economic growth and social development, competitiveness and environmental sustainability (IEA, 2014). Unfortunately, cost-effective EE potential remains untapped due to the existence of “energy efficiency gap” in all sectors of society (Jaffe & Stavins, 1994). Energy management is widely recognized as a primary means to achieve EE targets within organizations. Indeed, literature has shown the effectiveness of both energy management practices and investments in energy-efficient technologies (Thollander, Backlund, Trianni & Cagno, 2013). Accordingly, organizations aiming to improve their EE performance by implementing energy management practices need qualified staff dealing with energy issues (Sucic, Lah & Petelin Visocnik, 2017). In particular, the role of energy manager is crucial for successfully integrating energy management practices into the daily operations of organizations (ISO, 2011).

Martin, Muuls, de Preux & Wagner (2012) show that energy managers are likely to affect differently EE management practices and performance depending on their degree of power and authority, but also their competences that come with their position within organization. Indeed, energy managers who are at the lower level of management hierarchy contribute to EE practices by implementing technical measures at operational level, whereas energy managers being at the top of hierarchy can develop a vision of future energy strategy within their organizations (Martin, Muuls, de Preux & Wagner, 2012; Sucic, Lah & Petelin Visocnik, 2017). Moreover, energy managers can work in isolation or cooperate with other departments/function within organization (Martin, Muuls, de Preux & Wagner, 2012). Therefore, energy managers as key actors in the implementation of EE practices within organizations should be involved in the investigation to explore the relationship between organizational dimension and EE performance.

2.2 Energy efficiency and organizational environment

Thollander, Backlund, Trianni & Cagno (2013) recognize organizational elements as a fundamental dimension for implementing EE practices and improving related performance within organizations. Therefore, the identification of organizational elements associated with EE performance becomes a priority for organizations pursuing EE targets (Martin, Muuls, de Preux & Wagner, 2012). Previous research has identified organizational structure as influencing factor in the improvement of EE (DeCanio & Watkins, 1998; DeCanio, Dibble & Amir-Atefi, 2000). In particular, scholars have identified the effectiveness of connectedness and communication cost, and hierarchy of functions as components of organizational structure (DeCanio & Watkins, 1998; Martin, Muuls, de Preux & Wagner, 2012), but...
have neglected other components of organizational structure such as performance-based reward systems that foster the sharing of best practices within organizations (Szulanski, 1996).

Another aspect representing the deep framework of organizations is the organizational culture. Organizational culture is rooted in the values, beliefs and assumptions shared by organizational members (Denison, 1996). This organizational dimension plays an important role in organizations because it produces a collective identity of organization’s members (Hofstede, 1998), prescribes norms of behavior (Schein, 1990), helps employees to cooperate and communicate (Schneider & Bowen, 1995), and provides structure and control without relying on an authoritative management (O’Reilly & Chatman, 1996).

Since all abovementioned organizational elements are strictly connected to organizational members such as employees, the process of identification of organizational elements affecting EE performance can be supported by P-O fit concept that can be defined as “the congruence between the norms and values of organizations and the values of persons” (Chatman, 1989). Santos and Domenico (2015) recognize the multidimensionality and several organizational elements characterizing P-O fit. These organizational elements can include cultural aspects (i.e. organizational vision and goals, trust, social networks, innovation, attention to details, outcome orientation, etc.) (Tepeci, 2001; O’Reilly, Chatman & Caldwell, 1991; Kim & Lee, 2006) and structural ones (i.e. formalization, centralization performance-based reward systems, etc.) (Kim & Lee, 2006; Martin, Muuls, de Preux & Wagner, 2012). Therefore, P-O fit can provide organizational elements which energy managers as organizational members are able to perceive as crucial for improving EE performance within organizations.

### 2.3 Hypothesis and research question

Pursuing the improvement of EE performance is a challenge that requires relevant efforts within organizations. Therefore, it is necessary to identify organizational elements affecting EE performance. EE performance can be split into two: managerial and technical. Managerial performance identifies all practices that address EE from an overall organizational perspective to the level of business groups, functional area and facility through formalization of responsibilities and controls (Schulze, Nehler, Ottosson & Thollander, 2016). Technical performance regards the implementation energy-saving technologies and technical measures that reduce energy consumptions and related costs (Abdelaziz, Saidur & Mekhilef, 2011). Therefore, the following hypotheses will take into account the relationship between organizational elements and (managerial and technical) EE performance. Figure 1 shows the conceptual model to be tested.
2.3.1 Vision and goals
Kanter, Stein and Jock (1992) state that organizational vision determines clear organizational purpose supporting the achievement of goal. Moreover, clear organizational vision and goals engage employees in contributing to organizational goals and activities (Davenport, Javenpaa & Beers, 1996). Therefore, a clear organizational vision and goal have a positive impact on managerial and technical EE performance.

H1a: Clear organizational vision and goals exert a positive effect on managerial EE performance.
H1b: Clear organizational vision and goals exert a positive effect on technical EE performance.

2.3.2 Trust
Organizational trust is functional in achieving goals, because contexts promoting trust create a clear and predictable environment in which employees take risks and involve themselves in organizational goals (Kahn, 1990). Moreover, loyalty and trusting relationships avoid deception and the tendency to blame others for organizational failure (Nonaka, 1990). Another study finds that high levels of trust within organizations facilitate knowledge sharing, shared goals and lower transaction costs (Andrews & Delahaye, 2000). Therefore, EE as specific organizational goal can be positively influenced by the presence of trust within organizations.

H2a: Organizational trust within organizations exerts a positive effect on managerial EE performance.
H2b: Organizational trust within organizations exerts a positive effect on technical EE performance.

2.3.3 Social networks
Social networks consisting in communication, dialogue, individual or group interactions can support and foster knowledge-related organizational members activities (Leonard & Sensiper, 1998). O’Dell and Grayson (1998) show that both formal and informal relationships between employees are important for sharing vision and knowledge within organizations. In particular, organizational members very often prefer informal networks for communication (Stevenson & Gilly, 1991) and practices communities as knowledge-sharing networks (Constant, Sproull & Kiesler, 1996). Hence, EE performance can be supported and strengthened sharing knowledge and practices through informal and formal network within organization.

H3a: Effective social networks within organizations exert a positive effect on managerial EE performance.
H3b: Effective social networks within organizations exert a positive effect on technical EE performance.
2.3.4 Centralization

Some studies recognize the importance of hierarchical structure for sharing knowledge and goals within organizations (Creed, Douglas & Miles, 1996). In particular, the centralization of power and authority at higher level can reduce the inclination to exchange knowledge within organization (Tsai, 2002). Accordingly, some scholars claim that organizational structure should be developed to foster collaboration and sharing within and outside organizations (O’Dell and Grayson, 1998). Martin, Muuls, de Preux & Wagner (2012) highlight the importance of organizational structure in the implementation of EE. In some cases the effect of organizational structure and in particular the degree of centralization produces controversial effects depending on the kind of investigated performance (Zeng, Zhang, Matsui & Zhao, 2017). Then, a decentralization within organizations hinders EE performance.

**H4a:** The decentralization is negatively associated with managerial EE performance.

**H4b:** The decentralization is negatively associated with technical EE performance.

2.3.5 Formalization

Formalization consisting in the use of procedures, roles and regulations within organizations is controversial (Hempel, Zang & Han, 2012). Indeed, it is often viewed as a “red tape” limiting the ability to exercise authority and operate effectively (Tata & Prasad, 2004), but it can be also considered as a mechanism to provide strategic direction (Segars, Grover & Teng, 1998) and goal clarity (Organ & Greene, 1981). These contradictory interpretations can be solved if we analyze how formalization is applied. Indeed, formalization is positive if it clarifies goals, procedures, and areas of responsibility and enables employees to excise their mastery (Blanchard, Carlos, & Randolph, 1996). Accordingly, formalization clarifying roles, procedures and responsibilities fosters the implementation of EE.

**H5a:** The good formalization is positively associated with managerial EE performance.

**H5b:** The good formalization is positively associated with technical EE performance.

2.3.6 Performance-based reward systems

Reward and compensation systems aim to motivate and increase the performance of individuals and groups within organizations. These systems are based on the achievement of congruence between their goals and activities and those of the organization (Bonner and Sprinkle, 2002). Reward systems that foster employees to pursue the sustainability strategy through the improvement of organization’s social and environmental impacts are difficult to design and often fail to align with organization’s mission and strategy (Virtanena, Tuomaala & Pentti, 2013). Since some jobs (e.g. energy managers)
require multiple tasks and decisions based on several factors, the implementation of reward systems focused on narrow and specific performance measures will motivate behavior toward excelling in those particular measures. Accordingly, these systems incentivize performance that is incomplete or conflicting with the organization’s overall strategy (Epstein, 2009). Hence, incomplete performance-based reward systems hinder EE performance belonging to organization’s overall strategy. 

H6a: An incomplete performance-based reward system is negatively associated with managerial EE performance.  
H6b: An incomplete performance-based reward system is negatively associated with technical EE performance.

2.3.7 Innovation

Several studies highlight the importance of innovation for organizational effectiveness (Janssen, Van De Vliert, & West, 2004; Van de Ven, 1986; Woodman, Sawyer, & Griffin, 1993). Therefore, some organizations put efforts to create an innovation-oriented culture. Indeed, an innovation-oriented culture pursues both the will to be innovative and the development of supportive context for innovation (Dobni, 1998; Laegreid, Roness & Verhoest, 2011). Accordingly, innovative behavior consists in the identification and implementation of new and useful ideas, process, products, services and procedures (Farr & Ford, 1990). Some studies show that innovation-oriented culture supports organizations moving from its current state to a desired future state by fostering organizational change (Goh, 2002; Huang, Wu, Lu & Lin, 2015). Hence, innovative organizations are more likely to implement EE.  

H7a: Innovation-oriented culture within organizations is positively associated with managerial EE performance.  
H7b: Innovation-oriented culture within organizations is positively associated with technical EE performance.

2.3.8 Attention to detail

Organizations more and more have implemented quality improvement initiatives consisting of management practices intended to provide better quality products and services (Dean and Bowen 1994). The success of these initiatives relies on several reasons, but particularly on organizational culture (Naveh &Erez, 2004). O’Reilly, Chatman & Caldwell (1991) identified that attention to detail defined in terms of precision and accuracy as one of values that comprise the organizational culture. The literature presents a variety of perspectives regarding the integration of attention to detail within quality improvement initiatives. Some scholars claim that attention to detail hinders quality initiatives...
as part of the improvement of products, services, and processes and the development of novel values for the organization’s stakeholders (Baldrige 2001). Another stream of research argues that the importance of attention to detail reinforces new forms of behavior emphasizing conformity to rules and procedures, precision, and accuracy, which are crucial for quality improvement (Naveh & Erez, 2004). These controversial results foster the investigation of the influence of attention to detail in EE practices. In particular, attention to detail support the implementation of EE within organizations.

**H8a:** The importance of attention to detail within organizations is positively associated with managerial EE performance.

**H8b:** The importance of attention to detail within organizations is positively associated with technical EE performance.

2.3.9 Outcome orientation

O’Reilly, Chatman & Caldwell (1991) proposed that outcome orientation defined in terms of the achievement of results as one of values that comprise the organizational culture. The link between outcome-oriented culture and culture and performance has mostly been studied, but empirical evidence on this relationship is limited (Wilderom, Glunk & Maslowski, 2000). Garnett Marlowe & Pandey (2008) find a positive mediated relation between an outcome-oriented culture and organizational performance. Verbeeten & Speklé (2015) show that results orientation is positively associated with organizational performance. Accordingly, it is worth investigating the if specific subsets of organizational performances, such as EE performances, are still positively influenced by outcome-oriented culture. Hence, organizations with an outcome orientation are likely to implement EE.

**H9a:** Outcome-oriented culture within organizations is positively associated with managerial EE performance.

**H9b:** Outcome-oriented culture within organizations is positively associated with technical EE performance.

2.3.10 Team orientation

The literature identifies team orientation as a crucial component of organizational culture (O’Reilly, Chatman & Caldwell, 1991; Dean & Bowen, 1994). Team orientation consists in shared behaviors, attitudes and cognitions that are necessary to accomplish organizational goals (Morgan, Salas, & Glickman, 1994). This value results form a melding process that acknowledges similarities among team members (Earley & Mosakowski, 2000) without forgetting their peculiarities (Mannix & Neale,
Thus, any degree of team orientation facilitates the interactions within organizational members (Salas, Shuffler, Thayer, Bedwell & Lazzara, 2015). Therefore, some scholars find a relationship between team orientation and organizational performance, but this relationship depends on how team orientation and performance are measured (Beal, Cohen, Burke & McLendon, 2003). In this context, team orientation affects positively EE performance within organizations.

**H10a:** Team orientation culture within organizations is positively associated with managerial EE performance.

**H10b:** Team orientation culture within organizations is positively associated with technical EE performance.

Figure 1. Conceptual model

### 2.3.11 Corporate social responsibility

Corporate social responsibility (CSR) practices and programs are more and more common in organizations and are addressed to various stakeholders (e.g. consumers, communities, or employees). Even though Pohl (1996) state that CSR is not the content, but is the tool to implement the values, beliefs, attitudes and norms, namely the organizational culture, various publics consider CSR as one ethical behavior from corporations or organizations that can reflect organizational culture and values (Kim & Park, 2011). Therefore, CSR represents another crucial component of organizational culture. Although many studies have tried to answer if CSR has an effect on organizational performance (Orlitzky et al., 2003; Wu, 2006; Fifka, 2013), the results found have not been totally conclusive. Therefore, the implementation of EE provides another interesting field to test the effect of
CSR on organizational culture. Since Miras-Rodriguez, Carrasco-Gallego & Escobar-Pérezs (2015) find that CSR practices are carried out because organizations looking for performance rewards (e.g. profits or cost savings), CSR culture can foster organizations to pursue EE performance.

**H11a:** CSR culture within organizations is positively associated with managerial EE performance.

**H11b:** CSR culture within organizations is positively associated with technical EE performance.

### 3. METHOD

#### 3.1 Experimental design

Public administrations are suitable to identify organizational elements influencing EE performance due to the following motivations. First, public administration are affected by constant pressures to become more market and performance-oriented organizations (Swan, 2016). Therefore, these organizations put managerial practices in place to deal with private sector’s typical concerns and in particular budget constraints (Carmeli & Tishler, 2004). Another crucial aspect is the multifunctional role covered by public administrations, as regulators, but also as boosters for market suppliers of energy-efficient products and services (Annunziata, Rizzi & Frey, 2014; Testa, Annunziata, Iraldo & Frey, 2016). Moreover, public administrations allow to focus on organizational elements, because they traditionally operate in standardized contexts with rigid rules and strict hierarchy (Swan, 2016).

Here we choose to investigate Italian municipalities because Italian government has given a strong authority in local energy planning to municipalities and because Italy is the first European country for number of signatory municipalities within Covenant of Mayors initiative\(^20\) that aims to foster actions and policies for the implementation of sustainable energy at local level.

Since there were no previous data available on organizational dimensions and EE performance of municipal administrations, we used primary data from a questionnaire survey conducted among the Italian municipalities. The data were collected by an online questionnaire, from November 2015 to February 2016. The respondents were assisted in filling-in the questionnaire by phone. The questionnaire and the cover letters were sent to 4500 municipalities by e-mail. In order to reduce potential response bias, we used some procedural remedies. First, the questionnaire has been tested and validated by ten municipal energy managers already involved in energy efficiency projects. Second, we guaranteed complete anonymity of respondents and then we committed to providing an executive summary containing the main findings of the study after completion. Third, we avoided use of ambiguous or unfamiliar terms, vague concepts or complicated syntax in order to make simple,\(^{20}\) 3180 out of 6400 are Italian municipalities (03/02/2016). See: http://www.covenantofmayors.eu/about/signatories_en.html?q=Search+for+a+Signatory...&country_search=it&population=&date_of_adhesion=&status=
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specific, and concise questions. Moreover, we avoided bipolar numerical scale values (e.g. -3 to 3) providing verbal labels for the midpoints of scales. The survey collected 729 responses with a response rate of 16.2%. The respondents were municipal environmental and energy managers.

3.2 Estimation model and measures
The organizational elements influencing managerial and technical EE performance were analysed by means of an ordinal logistic econometric model using STATA 12. To test our hypotheses, we proposed the following equations:

Managerial EE performance = α0 + βVision&Goals + βTrust + βSocial networks + βCentralization + βFormalization + βPerformance-based-reward-systems + βAttention-to-detail + βInnovation + βOutcome orientation + βTeam orientation + βCorporate social responsibility + ε

(1)

Technical EE performance = α0 + βVision&Goals + βTrust + βSocial networks + βCentralization + βFormalization + βPerformance-based-reward-systems + βAttention-to-detail + βInnovation + βOutcome orientation + βTeam orientation + βCorporate social responsibility + ε

(2)

Dependent variables
Managerial EE performance was measured by a categorical variable considering the integration of following managerial practices within municipality: presence of an energy manager and periodic monitoring of energy consumption for support decision-making process (Schulze, Nehler, Ottosson & Thollander, 2016).

Technical EE performance was measured by a categorical variable considering the integration of the following technical energy-saving technologies and technical measures: installation of smart meter in municipal buildings, implementation of EE measures in municipal buildings, installation of renewable energy source plants, installation of smart public lighting systems and implementation of electric mobility solutions (Abdelaziz, Saidur & Mekhilef, 2011).

Independent variables
We have adapted most of the selected constructs from scales used by other scholars. All items were measured on a seven-point Likert scale ranging from 1 (“not important”) to 7 (“the most important”). Vision and goals were measured by four items gauging the extent of which an organization is able to support the development of clear organizational vision, the presentation of a clear organizational vision by top management leaders, a clear transposition of vision into goals and a clear communication of goals (Davenport, Javenpaa & Beers, 1996; Kim & Lee, 2006).
Trust was measured by three items gauging the extent to which an organization is able to promote full confidence in the skills of coworkers, empathy among employees and collaboration among employees (Andrews & Delahaye, 2000; Kim & Lee, 2006).

Social networks were measured by four items gauging the extent to which an organization is able to facilitate external collaboration, external sharing of information, informal communication networks among employees and participation in communities of practice (Constant, Sproull & Kiesler, 1996; O’Dell and Grayson, 1998; Kim & Lee, 2006).

Centralization was measured by three items gauging the extent to which an organization is able to promote organizational member’s initiatives, decision autonomy at operational level and strict monitoring of operational decision (O’Dell and Grayson, 1998; Tepeci, 2001; Kim & Lee, 2006).

Formalization was measured by three items gauging the extent to which an organization is able to facilitate the implementation of clear roles and procedures, strict surveillance of internal commitment and high internal compliance (Blanchard, Carlos, & Randolph, 1996; Kim & Lee, 2006; Hempel, Zang & Han, 2012).

Performance-based reward systems were measured by four items gauging the extent of which an organization is able to promote opportunities for advancement, rewards based on performance, fair amount of pay, promotion based on competencies and performance (Bonner and Sprinkle, 2002; Kim & Lee, 2006; Virtanena, Tuomaala & Pentti, 2013).

Innovation was measured by three items gauging the extent of which an organization is able to facilitate innovation, willingness to experiment and creativity (Tepeci, 2001; Laegreid, Roness & Verhoest, 2011)

Attention to detail was measured by three items gauging the extent of which an organization is able to promote attention to quality service, precision and accuracy (O’Reilly, Chatman & Caldwell, 1991; Dean and Bowen 1994; Tepeci, 2001).

Outcome orientation was measured by four items gauging the extent of which an organization is able to promote attention to citizen’s expectation, outcome orientation, success orientation and actual achievement of operational objectives (O’Reilly, Chatman & Caldwell, 1991; Tecepi, 2001; Garnett Marlowe & Pandey; 2008).

Team orientation was measured by three items gauging the extent of which an organization is able to promote attention to employees, team orientation and concentration (O’Reilly, Chatman & Caldwell, 1991; Tecepi, 2001; Salas, Shuffler, Thayer, Bedwell & Lazzara, 2015).

Corporate social responsibility was measured by three items gauging the extent of which an organization is able to encourage respect for individual rights, ethical integrity and honesty (Kim & Park, 2011; Carrasco-Gallego & Escobar-Pérezs, 2015).
The descriptive statistics and correlation matrix of variables analyzed in the study are shown in Table 1. Cronbach’s α values for the constructs ranged from 0.78-0.95, suggesting high levels of measurement reliability. With respect to the quality of the measurement model, the loadings (λ) of all items of the eleven constructs listed in Table 2 are significant.

4. RESULTS AND DISCUSSION

The results of our model provide new and valuable information on how organizational dimensions determine EE performance. In Table 3, higher values of the response variables, i.e. managerial and technical performance, indicate respectively higher levels of formalization of responsibilities and controls on EE and higher levels of adoption of technical solutions for EE. Performance is treated as ordinal under the assumption that it has a natural ordering (low to high), but the distances between adjacent levels are unknown.

In both the estimations, the number of observations used in the ordered logistic regression (729) is lower than the number of respondents because of missing values for some variables in the equation, which are thus described only by observed data.

The probability to accept the error of incorrectly rejecting the null hypothesis (i.e. all of the regression coefficients in the model are equal to zero) is in both cases lower that a 0.001 level of willingness to accept it.

The ordered log-odds regression coefficients highlight the significance of formalization and team orientation as predictors of managerial performance, and of centralization and innovation as predictors of technical performance. Notably, performance based reward is an excellent predictor of both the performance.

A clear distribution of roles and responsibilities for EE and periodic control on direct EE performance are achieved in organizations that are broadly inclined to clearly define roles, rules and surveillance processes. In fact, for one unit of increase of perceived formalization, respondents report a 0.34 increase of EE managerial performance given the other variables are held constant in the model. The probability for organizations with a perceived formalization to have EE managerial practices is 1.41 times higher than the probability to have unclear roles, responsibilities and surveillance practices for EE.

Similar evidence emerges also for team orientation. Having a higher attention towards employees, working in a more team-oriented environment and keeping high the concentration on shared goals have a 0.49 positive relation with EE managerial performance. The probability for organizations with a strong team orientation to have poor EE managerial performance is 0.61 times lower (i.e. 1/1.64) than the probability of having clear roles, responsibilities and surveillance practices for EE.
Both formalization and team orientation do not have a statistically significant influence on EE technical performance, which instead is influenced by innovation and centralization.

EE monitoring systems, EE measures, renewable energy technologies, high-efficiency public street lighting and electric mobility are more largely implemented in organizations that are more open to innovation and high in creativity and willingness to experiment. In fact, for one unit of increase of perceived innovation in the organization, respondents report a 0.51 increase of EE technical performance given the other variables are held constant in the model.

Table 1 – Summary statistics and bivariate correlations.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Man.</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE perf.</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tech. EE</td>
<td>0.3</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>perf.</td>
<td>0.052</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vision&amp; goals</td>
<td>0.0</td>
<td>0.0</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust</td>
<td>0.0</td>
<td>0.0</td>
<td>0.735</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.084</td>
<td>0.0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social</td>
<td>0.0</td>
<td>0.0</td>
<td>0.823</td>
<td>0.678</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net.</td>
<td>0.329</td>
<td>0.263</td>
<td>0.9</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centrali</td>
<td>0.0</td>
<td>0.0</td>
<td>0.725</td>
<td>0.668</td>
<td>0.719</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>zation</td>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>0.7</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formali zation</td>
<td>0.0</td>
<td>0.0</td>
<td>0.681</td>
<td>0.604</td>
<td>0.670</td>
<td>0.701</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perf.Re ward</td>
<td>0.0</td>
<td>0.0</td>
<td>0.731</td>
<td>0.779</td>
<td>0.696</td>
<td>0.706</td>
<td>0.627</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innovati on</td>
<td>0.0</td>
<td>0.0</td>
<td>0.777</td>
<td>0.691</td>
<td>0.796</td>
<td>0.776</td>
<td>0.658</td>
<td>0.727</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attent-</td>
<td>0.0</td>
<td>0.0</td>
<td>0.803</td>
<td>0.759</td>
<td>0.785</td>
<td>0.784</td>
<td>0.750</td>
<td>0.753</td>
<td>0.819</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 to-detail</td>
<td>0.301</td>
<td>0.500</td>
<td>0</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcom e</td>
<td>0.0</td>
<td>0.0</td>
<td>0.866</td>
<td>0.732</td>
<td>0.808</td>
<td>0.761</td>
<td>0.689</td>
<td>0.704</td>
<td>0.827</td>
<td>0.838</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Or.</td>
<td>0.0</td>
<td>0.0</td>
<td>0.824</td>
<td>0.850</td>
<td>0.792</td>
<td>0.733</td>
<td>0.683</td>
<td>0.837</td>
<td>0.788</td>
<td>0.845</td>
<td>0.804</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>0.450</td>
<td>0.0</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CSR</td>
<td>0.0</td>
<td>-</td>
<td>0.705</td>
<td>0.766</td>
<td>0.686</td>
<td>0.657</td>
<td>0.675</td>
<td>0.646</td>
<td>0.652</td>
<td>0.768</td>
<td>0.722</td>
<td>0.750</td>
</tr>
<tr>
<td>---</td>
<td>----------</td>
<td>-----</td>
<td>-----</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>3</td>
<td>580</td>
<td>0.0</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.8</td>
<td>2.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7.34e</td>
<td>1.36e</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7.81e</td>
</tr>
<tr>
<td></td>
<td></td>
<td>899</td>
<td>21</td>
<td>4.13e</td>
<td>4.59e</td>
<td>5.22e</td>
<td>3.24e</td>
<td>-09</td>
<td>-09</td>
<td>-09</td>
<td>-09</td>
<td>-09</td>
<td>-09</td>
</tr>
<tr>
<td></td>
<td>Stand.</td>
<td>.59</td>
<td>1.1</td>
<td>.9726</td>
<td>.9171</td>
<td>.9378</td>
<td>.8424</td>
<td>.9629</td>
<td>.9594</td>
<td>.8946</td>
<td>.9333</td>
<td>.9049</td>
<td>.9181</td>
</tr>
<tr>
<td></td>
<td>Dev.</td>
<td>452</td>
<td>21</td>
<td>506</td>
<td>856</td>
<td>239</td>
<td>89</td>
<td>892</td>
<td>242</td>
<td>432</td>
<td>324</td>
<td>883</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>2</td>
<td>5</td>
<td>1.252</td>
<td>1.040</td>
<td>1.430</td>
<td>1.322</td>
<td>1.312</td>
<td>1.257</td>
<td>1.257</td>
<td>1.172</td>
<td>1.271</td>
<td>1.091</td>
</tr>
<tr>
<td></td>
<td></td>
<td>567</td>
<td>42</td>
<td>979</td>
<td>738</td>
<td>033</td>
<td>969</td>
<td>032</td>
<td>801</td>
<td>044</td>
<td>649</td>
<td>659</td>
<td></td>
</tr>
<tr>
<td>Measure</td>
<td>Item</td>
<td>Factor Loadings (λ)</td>
<td>α</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>------</td>
<td>---------------------</td>
<td>------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vision and goals</td>
<td>vg1</td>
<td>0.89</td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>vg2</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>vg3</td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>vg4</td>
<td>0.92</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust</td>
<td>tr1</td>
<td>0.79</td>
<td>0.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tr2</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tr3</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social networks</td>
<td>sn1</td>
<td>0.77</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sn2</td>
<td>0.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sn3</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sn4</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centralization</td>
<td>ce1</td>
<td>0.71</td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ce2</td>
<td>0.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ce3</td>
<td>0.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formalization</td>
<td>fo1</td>
<td>0.70</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>fo2</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>fo3</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance-based reward systems</td>
<td>perf1</td>
<td>0.89</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>perf2</td>
<td>0.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>perf3</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>perf4</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innovation</td>
<td>in1</td>
<td>0.66</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>in2</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>in3</td>
<td>0.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attention to detail</td>
<td>at1</td>
<td>0.84</td>
<td>0.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>at2</td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>at3</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome orientation</td>
<td>oo1</td>
<td>0.56</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>oo2</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>oo3</td>
<td>0.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>oo4</td>
<td>0.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Team orientation</td>
<td>to1</td>
<td>0.84</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>to2</td>
<td>0.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>to3</td>
<td>0.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corporate social responsibility</td>
<td>csr1</td>
<td>0.72</td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>csr2</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>csr3</td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The probability for organizations with a perceived innovation to implement EE technical solutions is 1.67 times higher than the probability to fall short in translating EE objectives into hard interventions on their assets. 

Interesting evidence emerges also for centralization. Having a higher autonomy in decisions and taking more initiative without losing the control from organization hierarchies have a 0.25 negative relation with EE technical performance. This means that the more organizations implement EE solutions, the more energy managers are the task managers and direct responsible for the achievement of EE. The probability for organizations with strict tasks and responsibilities directly assigned to energy managers to implement EE monitoring systems, EE measures, renewable energy technologies, high-efficiency public street lighting and electric mobility is 1.29 times higher (i.e. 1/0.77) than the probability of allocating competencies to other activities than the development of technical investments.

A combined interpretation of these findings brings new insights on what drives the implementation of hard and soft initiatives for EE in budget-constrained organizations. Sharing of competencies in highly formalized environments comes with procedures that easily cover soft aspects related to EE like the identification of the energy manager and the circulation of information from periodical reporting. This allows organizations to pick some low hanging fruits from different areas of the organization that do...
not necessarily refer to hard interventions. The latter, in contrast, require EE process owners to have a certain degree of autonomy in planning the implementation of innovative solutions. This suggests that budget-constrained organizations typically implement either soft or hard EE measures, and that organizational dimensions related to the autonomy of EE managers serve as discriminants between the two.

Particularly relevant is the relation that meritocracy has on the achievement of both the above mentioned managerial and technical performance.

In details, organizations that are perceived by their energy managers as workplaces offering high opportunities for carrier and having fair and satisfactory reward systems score low in both managerial and technical performance. These findings, that are apparently in contradiction with current literature on the relationships between reward systems and organizational performance, have a straightforward interpretation that has been supported in the follow-up of the study with a selection of respondents. In details, for one unit of increase of perceived meritocracy and effectiveness of the reward system, respondents report a 0.50 and 0.49 decrease respectively of EE managerial performance and EE technical performance given the other variables are held constant in the model. The probability for organizations with a valuable performance-based reward system to have EE managerial practices is 1.66 (i.e. 1/0.60) times lower than the probability to have unclear roles, responsibilities and surveillance practices for EE. Similarly, the same organizations have a probability to implement EE technical solutions 1.64 (i.e. 1/0.61) times lower than the probability to fall short in translating EE objectives in hard interventions on their assets. This means that current organizations with effective and meritocratic reward systems do not explicitly encompass EE among the key dimensions of performance management. In such organization, the elements of the performance-based reward system that are addressed are thus not aligned with the corporate strategies on EE. This has two typical impacts on energy managers. Energy managers who help their organizations achieving high managerial and technical performance, e.g. those who strive for identifying adequate suppliers, to monitor and review energy consumption, to promote structural and infrastructural projects to improve EE, perceive their role as the one of “alone heroes” and do not feel that current reward systems ensure adequate recognition and appreciation of their efforts. On the contrary, energy managers that interpret such role as a secondary assignment focus their attention to other core objectives of the organization, i.e. those that are clearly addressed in the performance-based reward system, and –thus– do not push for mainstreaming EE performance within the organization. Such interpretation is supported by the words of two energy managers engaged in follow-up of the study. EM#3, who works for a municipal administration that has invested in both high-efficiency public lighting and a biomass fuelled trigeneration plant, reported “I am proud of my work, given that we are a
small mountain municipality. Sadly, being mentioned in newspaper is the higher satisfaction that I can have from it. […] Cost pressures have limited or stopped pay increases. […] Several new jobs are much more specific than our performance indicators, which have a macro perspective on the wealth of the organization”. EM#6, who works in a bigger municipality, reported “Since the Mayor decided to sign for the Covenant of Mayors, I have coordinated the collection of information from other colleagues who have responsibilities on projects that have some aspects of relevance for energy efficiency. […] This task cumulates with my other duties. […] Despite these difficulties, I am happy because up to now I have never failed achieving a positive evaluation from my director”.

Finally, it is worth noting that six of the eleven organizational dimensions that we have investigated, namely vision and goals, trust, social networks, attention to details, outcome orientation and CSR, have not statistically significant relations with managerial or technical EE performance. This means that our data just show a high heterogeneity of links between these independent variables and the dependent variables of the models, with hybrids that depend on local circumstances that might be explored in future research.

5. CONCLUSIONS

The trade-off between resource efficiency and financial crisis is of great concern for both private and public organizations. On the one hand, resource efficiency might mitigate the shortage of financial resource but, on the other hand, it might require high managerial and technical investments. The capability to benefit from resource efficiency thus reasonably depends on the organizational dimensions that drive organizational performance. Our study present, to the extent of our knowledge, the first empirical attempt to shed light on the relations between organizational dimensions and EE among budget-constrained organization. In particular, based on a unique dataset of responses from 729 energy managers of Italian municipal administrations, we have adapted from current literature measurement models of organizational dimensions that are relevant person-organization fit to measure organizational traits and better understand the drivers of the managerial and technical EE performance. Our research design thus allowed leveraging on current literature on performance management at employee level to explore understudied forms of control on performance at organizational level that reside in management decisions of relevance for EE professionals.

Theoretical and managerial implications

The theoretical contributions of this paper are twofold. First, since separate groups of organizational dimensions adapted from person-organization fit drive respectively EE managerial and technical performance, it is possible to draw two dominant pathways to align the role of energy managers with strategic goals: task managers in bureaucratic environments
and business partners in value creating environments. The former role comes with EE duties on top of those that are functional to wider strategic objectives, which results in working in teams with shared (broader) goals and being subject to strict hierarchical and non-EE-specific surveillance. The latter comes with a centralized definition of clear strategic goals for each peripheral team, including the one that is specifically focused on EE, with high support for the empowerment of specialized personnel aimed at lowering the hierarchical control during the implementation phases. These pathways are mutually exclusive; thus, hybrid pathways are expected to lead to inconsistent and unpredictable performance.

Second, reward systems are the only organizational element that produces the same effect on EE managerial and technical performance. This means that an explicit inclusion of EE performance among the criteria of meritocracy for EE professionals would be fundamental to mobilize and valorise internal skills and competencies on EE. Such finding helps also identifying some potentially critical aspects in the management of such internal resources. In fact, specificity and relevance of meritocracy criteria might have a potential trade-off with uniformity of judgment among different process owners. This might occur, as an example, if specific criteria that are applied in some areas of the organization make it more easy to achieve the expected rewards than in other areas. In this case, therefore, there is need for highly-skilled top managers who have the ability to mitigate the threats of the creation of a divisive working environment, which might occur when one performance might be rewarded more than others.

**Limitations and needs for further research**

Despite the originality of the above-mentioned results, the study is not free from limitations. First, we have collected data from only one setting, i.e. energy managers of municipal administrations in Italy. Thus, extending the study to other settings might be useful to further support the external validity and of our findings. Second, our work puts in the spotlight formalization, team orientation, centralization and innovation. We demonstrate that these organizational dimensions influence EE performance, but the deep nature of such influence is still largely unknown. Therefore, future explorative (qualitative) researches might help opening the black box to disentangle causal mechanisms and enrich our theoretical model. Finally, future researches might usefully analyse the effects of different reward systems that explicitly encompass EE on EE performance to gain further understanding of what determines effective relationships.
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ABSTRACT
The growing complexity of our time urgently demands management culture to be innovated, as more and more effective solutions to organization problems are not found at the top, with the traditional managerial culture, characterized by systems, procedure and control. Research shows that 80% of change projects fail or do not reach the expected results and that the main obstacle is the lack of motivation. This depends on a rationalistic, reductive vision of people and organization, considered as two independent realities. The paper shows a new way the organization and workers have to be considered, as two realities that keep evolving with synergy, in an evolutionary systemic-complex vision. On the basis of this, an approach is proposed for organizational and people development which create spaces for trasversal connections and within them generate new processes and competences towards a horizontal, client oriented organization, where people can also find a place of self-development, thereby strengthening their responsibility and motivation. It is an action research and action learning approach developed within a CNR and IMO Foundation research project. It integrates a method to create a space for connections to generate horizontal processes and of a IMO methodology for leadership, which permits to generate new more responsible and aware behaviors, adding to the vertical dimension a horizontal one as well, characterized by dialogue, interactions and connections between the inner and outer world. This approach creates a new path for a responsible, ethic and sustainable development: the horizontal organizational and leadership path.

Keywords: leadership, management, ethics, competences, organization development, social responsibility, complexity, action research, action learning.

INTRODUCTION
The paper proposes some findings of a CNR (Ircres Institute) research project (started in 2001) proposing to identify effective approaches to organization development and people motivation. The
project involved a large group of international stakeholders in focus groups, case studies, literature analysis, interviews, experimentation of innovations, for around 10 years (Rizziato, 2010a, b, 2007, a,b; Rizziato, Nemmo, 2013, Bekman, 2004, 2010). Among other main partners of the project, particularly relevant were Prof. Francesco Novara, in-charge of the Olivetti company psychology center and Prof. Adrian Bekman, in-charge of the Dutch foundation NPI created by the psychiatrist B.C.J. Lievegoed in 1954 for his research work in teaching Social Pedagogy at Erasmus University. NPI in 2005 was developed in the international Foundation IMO, which became the main partner of the project.

The results of a first phase of the project, focused on reflections about critical aspects of the traditional change programs, highlight the need to rethink the human person and organizational vision and to change the traditional planned change programs towards generative approaches of both competences and processes. Interesting innovations for the challenges the researcher evidenced in that field were then found. Among which, we can see the necessity to involve people in the definition of change processes and to improve the quality of interactions (Pasmore in Reason, Bradbury, 2001) and specifically the quality of dialogue (Argyrys, 2010; Beer, 2011). Moreover, Bradbury, Mirvis, Neilsen, Pasmore, (2008) sustain that many companies concerned with sustainability have not created the conditions for a sustainable culture and that changing behavior is rarely easy, that launching initiatives and maintaining momentum is a great challenge. They identified the largest challenge to the next industrial revolution in three main points: 1. system thinking, working with the whole system, 2. relational know how, engaging people collectively and fully, 3. generativity, defining ourselves through what we wish to create for the future. They evidenced the “deficit assumptions” about human nature and the necessity to involve people beyond mere conceptualization of action. Also Pardo Del Val (2012) suggest that participation of stakeholders show the way to commitment, and commitment keeps away from resistance. Moreover, the proposed approach by the CNR-IMO project is an innovation to overcome what H. Bradbury (2015) calls the “Cartesian Catastrophe”, which separates mind and heart, reflection from action, self from the others which led, for example, to conventional healthcare research that excluded patients, and conventional education research that exclude students. Furthermore, the project proposal is answering to the questions posed at the end of the work of Hazy and Bien (2014) about the Complex System Leadership Theory: “what role do identities play in storing, sharing and evolving rules of interaction? How do ethics play into this question?”. The project also contributes to the reflections on transformational leadership and creativity (Alrawi et al 2015) which focus on the necessity for leaders to improve the ability to empowering employees and inspires them to induce a great influence in the organization. The first paragraph of the paper reflects on the critical elements of the traditional approaches to organization development, found in the project, mainly based on rationalistic and reductive image of man and organization. The second explains a way the
organization and workers are to be considered to improve change programs, which are two realities that keep evolving with synergy, with an evolutionary systemic-complex vision, oriented by their “identity”. The third describes the innovative approach of organizational development, which combine a new method to create a space of connections for horizontal processes, that is client oriented (Rizziato 2010b), integrated with a new methodology for leadership, which creates a link between the inner and outer world, the methodology of evidential (Bekman 2004, 2010, 2014).

REFLECTIONS ON CRITICAL ELEMENTS OF THE TRADITIONAL APPROACHES TO ORGANIZATION DEVELOPMENT

The literature analysis on effectiveness of change methodologies (J.J.Boonstra, L. Caluwè 2004, Novara, 2003, Pardo Del Val 2003) have shown that commonly used interventions have led to poor results or have come to a stop. This depends on a reductive vision, where the individual and organization are considered as two independent realities (Hosking, Morley,1991). Organization behavioral interventions and Human Resources focused on the individual, considering the organization as an independent context. Also organization theories focused on designing internal functions and processes without taking into account the peculiarities of human nature within the working environment, thus making rationalistic reductions. In both cases, the result is a negative impact on motivation which becomes the major obstacle to the expected change. The project experts focus groups, literature analysis and several interviews with managers (Rizziato 2010 a) highlighted that, assuming an adequate remuneration, workers’ motivation is based on two main elements: to be able to perceive the social utility of the work and to be able to give a personal contribution to organization development, by holding specific responsibilities in transforming the working reality. Moreover, it emerged that the organization’s dysfunctions cannot be solved only from within, but also need to reconnect people to their social identity, in contributing to the life of the community through products or services (Novara, 2003). Therefore, it is important to connect these elements to activate effective change processes, so that they can bring added value to the core components of the organization such as clients and people, via an efficient economic process. The expert focus group also analyzed the anthropological and organizational models that today inspire the prevailing interventions in the market. The vision of homo oeconomicus, as elementary mechanism triggered by the impulse to economic turnover, interested in achieving maximum pleasure with the least effort, is still widespread. Man is seen as “rational” in the sense of maximizing his own well-being. Hence it has been observed that the pyramidal and functional image of the organization prevails, despite attempts to change it with the matrix or project organizations, that have shown many limits over the medium and long term. The idea is that those at the top know more than the ones lying at the bottom and so
the decision-making process is handled from the top in a vertical logic of control of the decisions taken. Attempts to change this reality led, notably in Europe, to unsatisfactory results (Novara in Rizziato 2010a, Bekman 2010), as management’s claims of the bottom’s empowerment, such as the quality circles, were prevailed by logical and reductive vision of work motivation, which is widely dependent on profit. Even the interesting ideas of lean thinking of Womack and Jones, suggesting the client’s process as the center of change, have fallen into technical logic without the involvement of people, thus bringing often unsatisfactory results. Also the vision of the organization as a collective learning community, the learning organization of Senge, which has been transposed into a classical management mentality and applied in the field of work-related training, led to the same unsatisfactory outcome (Bekman, 2010). The expert project focus group observed that lot of new impulses to the life of the organization has not brought the so hoped changes, because it was considered within reductive managerial visions, lacking vital links for effective change. These reflections focused on the necessity to rethink cultural references necessary to promote effective forms of development. The group focused on a systemic-complex vision as also theorized by Moraine (1993) who underlined, like Drucker (1993), that an organization exists to “do”, to carry out the task for which it was built, and that gives it its own identity (i.e. enterprise, hospital, public body etc.). In Olivetti the system complex approach was applied by Novara and evidenced that we can only generate the change with a multidisciplinary vision and with an experimental approach, people and client oriented. This was also Lievegoed’s proposal, moreover, he saw the organization’s relationship with the client and the leadership in an evolutionary perspective. The group then deepened his vision and practical application with studies case from Bekman. Lievegoed introduced the concept and model of development in the organization reality, connected to the development of individuals (Lievegoed, 1973, 1979). His evolutionary vision allows an important cultural breakthrough, considered essential to promote a new level of “organizational culture” and was taken as the basis of the new approach to development, result of CNR-IMO project. Most of the focus was on how to create new spaces of interaction and the type of leadership which could help such “systemic transformations”.

THE EVOLUTIONARY IMAGE OF ORGANIZATION AND MAN AT WORK

Lievegoed (1973) highlight the necessity for who manage organizations to learn how to work from a model of development. For him this necessarily comes from two premisses: the comprehension of ways to develop social structures and the comprehension of human development processes, to include the human being as a relevant player, for organization development. Therefore, Lievegoed recalls the foundations of Kenneth Boulding’s general theory of systems (1956), who distinguishes
a hierarchy of 9 levels of systems, where each higher level integrates all the lower ones, adding a new dimension that was not present at the previous level, larger for differentiation and complexity. To sum up, the 9 levels are briefly described.

1. The first level is that of the static structure. It might be called the level of frameworks. This is the geography and anatomy of the universe, for example, the patterns of electrons around a nucleus.

2. The second level is that of the simple dynamic system with predetermined, necessary motions. This might be called the level of clockworks. The solar system itself is of course the great clock of the universe from man's point of view, simple machines such as the lever, even quite complicated machines like steam engines and dynamos.

3. The next level is that of the control mechanism or cybernetic system, which might be called the level of the thermostat. This differs from the simple stable equilibrium system mainly because the transmission and interpretation of information is an essential part of the system.

4. The fourth level is that of the "open system," or self-maintaining structure. This is the level at which life begins to differentiate itself from not life, it was called the level of the cell.

5. The fifth level was called the genetic-societal level. The plant typifies it, and it dominates the empirical world of the botanist.

6. The next is the "animal" level, characterized by increased mobility and self-awareness. Here we have the development of specialized 'information receptors (eyes, ears, etc.) leading to an enormous increase in the intake of information.

7. The next level is the "human" level, that is of the individual human being considered as a system. In addition to the characteristics of animal systems man possesses self-consciousness, which is something different from mere awareness, we can see a self-reflexive quality - he not only knows, but knows that he knows and he can develop himself in a space of freedom.

8. Then we have the social organizations. The unit of such systems is not the person but the "role": social system, as a set of roles tied together with channels of communication. At this level we must concern ourselves with the content and meaning of messages, the nature and dimensions of value systems, the transcription of images into a historical record, the subtle symbolization of art, music, and poetry, and the complex gamut of human emotion. The empirical universe here is human life and society in all its complexity and richness.

9. The last level is that of transcendental systems, which also exhibit systematic structure and relationship. It is a space where to ask questions that do not have any answers.

Lievegoed wonders if it is legitimate to transfer the concept of biological evolution to social system development and growth, according to Boulding’s classification. He thinks that the biological object evolves from the simplest shape to the final predetermined one, the adult shape of the species, that is
present as information from the beginning. He states that you can see a social organization as a
natural biological organism, if you don’t forget the difference: members of social organizations are
autonomous social individuals and not the cells of a biological organism. What is at stake in modern
social and political conflicts in our human organizations is the so called “adult” shape of the
organization. In a biological object the final goal of the evolution is the adult shape of the species, in a
social organization the adult shape is the most suitable way to reach a goal outside the system. This
goal is what we call the “client process”, i.e. the global experience that a client lives from the first
moment he gets in touch with the organization. A social organism can evolve into a predetermined
goal, if this goal is perceived and pursued by individuals, who, in that social organism, take
autonomous initiative to buy in the whole group. Lievegoed believes in an “adult” shape of social
organization, as a result of the effort of all its members, who work together to define that shape,
regardless of significant differences in personal judgments and ideas. The “adult” shape of social
organization can realize what is unique and special in the 8th level according to Boulding, only if
adult individuals want to realize a specific goal, self-consciousness, described in the 7th level. This is
the challenge of the modern working community, the creation of a connection between human and
social system development. Growth and ripeness can be used to describe a biological organism, change
and development are suitable for people. Lievegoed (1973) presents the co-evolution of man and
organization, focusing the self-consciousness of the individual in connection with the changing
environment. His evolutionary view holds that development is a discontinuous, one-way process. It
goes from a starting model, to differentiation, to a final integration in a more complex model.
Organizational development follows a three-phase model: the pioneering phase, the differentiation
phase and the integration phase. These phases pivot around the client, that is outside the organization
and can give sense and meaning to all ongoing relationships in the organization. The “client process”
is the on-progress identity of the organization and it is the “client process” that unifies, steers, makes
sense in organizations. Let’s walk through these three phases, and see how leadership, relationship
with clients and internal relationships change. Later, we will see his human being development vision,
also in a wider framework, and its connections with organization development.

The development phase of an organization

The pioneering phase.

It is the initial phase, when the entrepreneur establishes the opportunity to solve practical problems
and offers his solutions to other people. By doing so, he generates an economic flow. In this phase
everything is connected with him, processes quickly flow and communication is direct, “everyone
knows everything”. The organization has the shape of a not-well-differentiated pyramid, governance
is authoritarian, leadership style is hierarchical and deeply concerned with the pioneer-entrepreneur.
Functions are roughly formalized, internal responsibility is not officially confirmed, communication among people is informal and direct, working approach is toward improvisation and the organization can react very well to turbulence in an external context. People can shift from several roles and functions, work is considered a “large family”, people are willing to do service, commitment is strong and every worker shares company objectives that are clear and simple.

![Pioneering phase](image)

*Fig 1 The first phase of an organization (Rizziato, 2010)*

In the market, pioneering companies build strong ties with their clients. Mainly the entrepreneur has personal contacts with clients and can solve any critical aspect quickly, there is a sense of “community” based on trust in the pioneer.

**The differentiation phase.**

When business starts growing, the organization cannot work anymore on the basis of naiveté, dysfunctions with clients and not efficient use of resources start to emerge. A step of development need in a different, more differentiated organization. Typically, pyramidal hierarchical organization are created, with separate functions, clear rules and vertical top-down decision processes. For a first period this helps to increase efficiency in a chaotic pioneering situation almost out of control. But in the time, previous vital and smooth interpersonal relationships begin to loosen, fading away into anonymous functions, managers don’t have the pulse of the client anymore and the organization undergoes malfunctioning due to difficulty in feeling the organization as a whole. Often it is the case that managers go one way, following an abstract idea of service leaving their clients alone. Symptoms of organizational crisis are: distance from company values and individual values, carelessness, communication problems, less flexibility, process control problems, lack of motivation.
These symptoms of crisis ask for a severe re-modeling of the organization and lead to another phase of development. The weakness of this second phase is that the social sub-system of the organization is not taken into consideration, while economic and technical sub-systems thrive notwithstanding a falling motivation.

The integration phase.

In the next phase, social, technical and economic systems have to start intertwine. From a competence and function based organization, where focus is on internal processes, to a process based organization, where focus is on the client and workers are proactive. To start this transformation, need a horizontal and shared vision of the client experience, which is traversal to all functions and levels of the organization. A horizontal space has to be created next to the vertical one. Each worker has to be moved by an entrepreneurial spirit to serve the organization, that in this third phase Lievegoed calls “cloverleaf organization” (see Fig.3, how the author re-writes it). Each person in this organization is allowed to act proactively in order to define and reach common objectives. As well as technical and economic sub-systems have strict rules, that worked to permit social progress, social sub-system calls for a road-map to twine together the three sub-systems.
Lievegoed underlines the necessity to work for a new leadership style to permit the passage to the third phase. The new leadership has to stimulate individual initiative and entrepreneurial spirit in order to enhance social and organizational awareness.

An evolutionary vision of man in the organization

Since the Homo Oeconomicus concept and the models drawn from it have failed to describe a man able to embrace all the nuances of complexity and continuous change, we need a new paradigm and a new concept. Stanford Research Institute (Campell et al 1982) and humanistic psychologist like Maslow (1971) define interesting and useful concepts as “individual health”, “self-realization”, full development of talents. Assaggioli’s Psicosintesi is in this framework and integrates different schools and approaches and designs four basic human dimensions: physical, emotional, mental and spiritual (the last being the unifying concept). This model accepts a personal I and a trans personal Self, towards which the I tends to realize himself. Lievegoed’s (1979) evolutionary image of man, derived from Steiner and the personalist stream, is close to this model and presumes the possibility of the I to evolve. Reality is lived considering three levels of the psyche (thinking, feeling, willing) and the I has an ordering function. It is the I that defines the path of development which can be realized in a process of responsible action and reflection and realize what Assaggioli (1977) calls “la meta oltre la porta”, the goal beyond the door and what Lievegoed calls Leitmotiv, that is the biographical direction. In the CNR-IMO project we considered that giving people at work the opportunities to be proactive, able to take decisions about improving their work process is a path toward the realization of the personal I, following their Leitmotiv, and is a very essential issue, an ethic one. On this principle we defined the concept of “ethics of development”. This not only out of respect for the people but also for the enormous value of it can have for the organization, because it can liberate creativity and make people proactive and motivated. This emerged very clearly by analyzing several experiences in the case studies of the CNR-IMO project. It becomes also evident that this type of ethic is effective. As a result,
the following evolutionary image of human being was chosen, in order to connect it to organization development. An evolutionary, constructivist, systemic, action research and action learning, generative approach was also chosen to connect people and organization development, as will be illustrated in the next paragraph.

In the constructivist approach the “reality” depends on how we approach, observe, know, and communicate it, comes out from relational processes and from meanings generated by our experience, as the reflexive approach tells us (Weik, 1997). The I is the element who can unify and give sense to the different experience; it has to be considered in the framework of the “leit motiv”, the biographical orientation (Lievegoed 1973). It is important that HR policies consider these factors and make effort to create a suitable environment to enable each worker to pursue self-realization in accord with organizational challenges. The identity of the organization, given by the client service and the individual identity, can be the result of a motivating and evolutionary synergy. Francesco Novara (1996) brilliantly stated: “the “ideal of the organization” picks up the “ideal of the I” and the goals of the organization become the goals of the “ideal I”…”.

THE APPROACH DEVELOPED: A SPACE OF GENERATIVE CONNECTIONS FOR HORIZONTAL PROCESSES AND LEADERSHIP

As result of CNR-IMO project, a new approach is presented for an efficace and sustainable organization development, based on a method which creates spaces of generative connections for horizontal processes (Training Development in Rizziato 2010b), integrated with a methodology to create a new type of leadership, the horizontal leadership, with the methodology of evidential (Bekman 2004, 2010, 2014). This methodology stimulate changes in behavior, adding to the vertical dimension a horizontal one as well, characterized by dialogue, interactions and connections between the inner and outer world. It considers leadership as a dialogic process, where each individual appeal to the other as a person, not as a role, to explore the possible development step. Horizontal leadership do not guide people, but processes, where people can act responsibly toward a common goal, so strengthening personal motivation. The approach takes as foundation, the individual and organization evolutionary vision explained in the previous paragraph and is characterized by the generation of new processes and behaviors step by step, in a path of action and reflection, with a specific rhythm, depending on the needs of the organization. The proposed approach considers that we move in a systemic complex evolutionary environment and analytical and planning methodologies are of no use. We focused on connections between people and organization, guided by the development of both “identities” in explorative and experimental way. The development of the organization follows the client process
improvement, in connection with the steps workers can take toward this goal. In doing so, they can reflect on their development areas and sense making for their I development, in a generative path. The client has to return to being central to the organization strategy and this means rethinking the processes design.

Fig 5 From the second to the third phase of the organization development (Rizziato 2017)

The theoretical basis of the approach is constructivism, action research, action learning, adult learning, neuroscience, humanistic psychology, social psychology, evolutionary theories of man and organization.

Create a horizontal space of connections for horizontal processes

To start with, it is important that directors can share a horizontal and evolutionary vision and strategy, connected to the client process improvement, as the identity of the organization and ordinator element of the complexity. They also have to share the view that workers are synthesis elements of complexity, not “human resource to manage” and the importance to identify a selected group of workers, to start a generative process of sustainable change, which will involve, step by step, all the working community. The community of directors will then choose a group of “developers”, activating and connecting them with the horizontal development strategy. The developers will involve the colleagues in the change with a dialogical, explorative and experimental path, using the methodology for horizontal leadership. Directors, working as a community, will sustain the cultural change from the steering principle of vertical working process, that is how to rationalize processes to the steering principle of the horizontal working process, that is how to create added value for the client.
To create fruitful connections for development, a new “development infra-structure” (DIS) will be created, which will represent the space of a new organizational leadership where the issues about change needs, will be shared and oriented in a generative path. A horizontal dimension is added to the vertical one.

Create an action-reflection, generative, cyclic development and learning path

The two communities will follow a cyclic development path of action research and action learning. For the directors community it will be a path of defining a horizontal strategy and acquiring horizontal leadership competencies. For the developers it will be a more practical way to explore the questions of change, sharing it with the wider community and collecting ideas, to experiment with new possible ways to change the process, even more horizontally, in order to give added value to the client, while growing in their personal competences. Both the groups will follow an Exploration Macro phase to identify the real issues, share them, collect ideas for improvement and to experiment them. The two groups will meet regularly in DIS, as a space where they can share the exploration and experimentation results, and decide the successive steps, considering the added value for clients, people and capital. Every new process will be issued only after experimentation and “validation” by the whole community.
In the cyclic development path the two communities work in a generative way: exploring and experimenting the change before renew all the processes.

They will alternate 3 moments in a rhythmic way:
- meetings moments, where each time a next step is planned
- experiential moments, where the steps are realized
- reflection moments, for the sense making process and the plan of next step

Transversely to the two macro phases, the two communities will reach new competences as horizontal leaders, thanks to the action-reflection paths they will do. It is essential the definition of the next step, which permits to explore the reality behind the abstract ideas people have and then reflect on the findings, both for the processes and for the opportunities for personal change. This synergic way of working is well described in the path called Development Leminscate of image 9. The start will be the thinking on the critical element for the client and focusing on the steering principle behind it, which will be renewed with the focus on the added value for the client. In the cycle of the Lemniscate, people explore the real chances of change as “acting agents”. They will reorient vertical process into horizontal one step by step, identifying the steering principle lying under processes not effective for the clients, defying the new one and sharing it with the working community, projecting the new step in an explorative way and doing it. In reflecting on the critical aspects of the steps done they can see their behavioral “steering principles” and change them, if need as, with the same approach.

Fig. 8 The cyclic development path (Rizziato 2017)
After each step and reflection, people acquire new perspective to observe the processes and can generate new and better aware steps. They also gain new “developing competences”, becoming step by step horizontal leaders, (Rizziato, Nemmo, 2017, Bekman, 2010).

We already have a good record of successes following this methodology in different type of organizations: profit, nonprofit, public. The proposed approach is a way for the creation of modern communities in the working place, as places of sense.
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ABSTRACT

Globalization and innovative development have led to the profound changes in the global industry structure. The rapid character of the industrialization process in developing countries leads to the spatial regrouping in the world. This article analyzes the changes in the spatial organization of the global manufacturing industry.

We define the position of countries and regions in the manufacturing industry and reveal changes in the share of the countries and regions in the world industry in 1999–2014. Under the influence of a complex of factors there is a radical change in proportions between the territories of the "old" and "new" wave of industrial development. The findings prove that there is spatial redistribution of industrial production between the major regions of the world in favor of Asia.

In the recent two – three decades the role and importance of Asian countries has been steadily growing in the world economic development. Nowadays we are facing clearly expressed Asian vector of economic and industrial development. The comparative analysis of NAFTA, the EU and BRICS countries positions in the various types of high-tech manufacturing industries captures the growing importance of the BRICS in the global industry. Quite logical that Asia is the leading region and its share has risen from 32.6 to 45.5% of the world high-tech manufacturing industries over the last 15 years, primarily due to the China’s share increase (from 3 to 27%). It is shown that China is already the world leader in the manufacturing of most types of industrial products.

Keywords: world manufacturing industry, structure, high-tech manufacturing, industrial development.

INTRODUCTION

A lot of regional and global leaders of the world economy have appeared in recent years. Many developing countries have become significantly integrated into the transnational chains of value added
production. In addition, these countries ensure the growth of competition level in almost all of the
global markets. The TOP-10 countries ranked by GDP purchasing power parity of currencies are now
headed by China (19.7 trillion dollars, 2015) that is ahead of the United States (18.0 trillion dollars).
They are followed by India (8.0 trillion dollars), Japan (4.8 trillion dollars), Germany (3.9 trillion
dollars), Russia (3.7 trillion dollars), Brazil (3.2 trillion dollars), Indonesia, the UK and France (Science
and Engineering Indicators 2016).
The positioning of different economic groupings (EU, NAFTA and others), especially a relatively new
one – BRICS (Brazil, Russia, India, China and South Africa), in the world economy and the global
industry is at the heart of numerous discussions (Lo and Hiscock 2014, Rodionova et al 2015 and
others). The BRICS countries have the largest resource potential, huge domestic markets and laborforce;
accumulate over 10% of global investment and approximately 20% of the world trade (Heifetz 2015).
According to the OECD report, by 2020, the total GDP of the BRICS countries can reach the 1/3 of the
global GDP (for comparison: the share of the EU is about 17%, NAFTA – 19%). No doubt, in the next
20-30 years these countries will have a significant impact on the international community processes.
During the years of cooperation, BRICS countries took a huge effort and signed a number of
agreements, including those aimed at developing and strengthening financial relations among the
member countries as well as at establishing proper financial institutions. At the BRICS summit in
Fortaleza (Brazil) in July 2014 the representatives of the member countries signed the Agreement on the
New Development Bank and the Cooperation Agreement on Innovation (this agreement means BRICS
countries and Development banks’ cooperation on co-financing initiatives). The 2016 BRICS summit
was the eighth annual BRICS summit (October 2016, Goa, India).
Nowadays BRICS countries have an obvious appeal among scholars. The researchers all over the world
examine modernization processes in these countries, study different aspects of their development and
cooperation, analyze the importance of internal growth, contribution to the global economy, the
expansion of the financial markets and the growing scale of the BRICS countries’ interaction with other
The relations between the BRICS and leading industrialized states are investigated by Jonathan
Luckhurst (2013) who analyzes the former’s mutual relations, focusing on how the ideational construct
presented by Jim O’Neill in his “BRIC hypothesis” became formalized as a leader-level diplomatic
group at the summit in Yekaterinburg, Russia, in 2009. Jonathan Luckhurst evaluates how the BRICS
have influenced international issues and takes an effort to identify whether “cooperation” or “conflict”
characterizes their relations with the key industrialized states, concluding that there has been a greater
multilateral cooperation since 2008, especially through world forums. The author underlines that the
BRICS is one of the unparalleled significant partnerships in the international economic relations.
especially due to China. This has had important consequences as the Chinese government has prioritized economic cooperation with leading industrialized states.

Speaking about China it is worth mentioning the report published by the World Bank (Shahid 2012), which points out that by raising the capital/labor ratio and rapidly assimilating technologies across a wide range of activities, China has increased factor productivity manifold since 1980 and joined the ranks of middle income countries and nowadays China has set its sights on becoming a global innovative powerhouse by 2020. By 2030, China is expected to have pulled abreast of the most advanced countries technologically and increasingly its growth will be paced by innovation which pushes outwards the technology frontier in the areas of an acquired comparative advantage. It is innovation that today has actually emerged as one of the most popular economic terms. And the innovativeness and technological performance strongly depends on close interaction between them (Soete 2007; Samburova E.N. (2014)).

The global Information and Communications Technologies industry has experienced a rapid, radical reorganization of the industry leaders (Kenji 2015). Moreover, in recent years, the literature has increasingly articulated the links between information and communications technologies and socio-economic development (Avgerou 2000, Mansell 1998).

The proponents of the ICT for development agenda have claimed that these technologies create new opportunities for economic and social development for developing countries (Shahid 2012, Castello 2013, Kovalyov 2015, Sharova 2015).

This theory is proved by many scientists including the Russian ones. For example, after the VII BRICS summit in 2015 (Ufa, Russia) the group of Russian scientists published a special report “Perspectives and strategic priorities of the BRICS ascendancy”. Their report contains the authors’ assessment of the BRICS as a civilizational unification of the new format, as well as a comparative analysis and forecast for BRICS and G-7. Nowadays the role of scientific research recently published in Russia is growing due to its characteristics of national innovation systems of BRICS, development of information and communication technologies and technological cooperation of the BRICS countries (Soukup 2013).

**METHODS OF RESEARCH**

The objectives of the paper are:

to define the main shifts in the territorial structure of the global manufacturing industry;

to define the BRICS countries’ position in the global manufacturing industry, (including high-tech industries as the driving force of the economic growth and the development of countries in the post-industrial era);
to analyze the dynamics of BRICS in comparison with NAFTA and the EU indicators of manufacturing industry.

The analysis methodology builds on the principles of the system approach and the method of comparative analysis. The calculations are based on National Science Foundation (USA) statistical database (Science and Engineering Indicators – 2016) in the dynamics of the period 1999-2014. This paper also relies on the authoritative international organizations reports, including: Industrial Development Report (UNIDO); International Yearbook of Industrial Statistics (UNIDO); UNESCO Science Report; Towards 2030; 2014 Global R&D Funding Forecast; World Investment Report; INDSTAT 4 – 2016 and others.

The dynamics of industrial development over the period of 1999-2014 was very significant for BRICS countries. Based on the comparative analysis of statistical data we have repeatedly carried out research into the volumes of this or that industrial production in the countries and regions of the world over the past 60 decades, taking into account the indicators and structural changes of the coefficients (Rodionova 2014, Rodionova et al 2015 and others).

We calculated the proportion of countries and regions in the world manufacturing industry and presented the calculations in the tables highlighting their dynamics for the period 1999-2014. However, it is important to recall that the BRICS is the forum of the five fastest growing countries: Brazil, Russia, India, China, South Africa. Jim O’Neill proposed the term acronym (BRIC) to refer to the four economies in the world with the fastest growing GDP - Brazil, Russia, India and China in 2001. This practical cooperation within BRIC began in September 2006 on the initiative of Russian President Vladimir Putin. South Africa acceded to the BRIC in December 2010, and the group began to be known as BRICS. Therefore, in this article the tables covering the period from 1999 to 2006 we present the arithmetic sum of indicators for the countries belonging to the present time in the BRICS. This was done to facilitate the study of dynamical processes in the global industry with the help of comparative analysis.

TRANSFORMATIONAL SHIFTS IN THE WORLD ECONOMY

Globalization and innovative development have led to profound changes in the branch (sectoral) structure of the world economy because of the increasing role of the service sector. Currently the share of the service sector (tertiary sector) in global GDP amounts to 62.6% (the share of industry is 30.4%, agriculture – 6.4%, 2015). It should be noted that despite the dominance of the service sector in the world’s GDP and employment, the main source and measure of civilization progress is the improvement of forms and methods of the industrial production. Deindustrialization as the reduction of employment in the global industry, does not mean "uselessness" character of industrial sector in the
world economy. The development of industrial sector is still crucial to achieve high performance and efficiency of the entire economic mechanism.

However, at least two important aspects should be noted. Firstly, in most developing countries (particularly in China, India, Brazil, etc.) the employment in the secondary (industrial) sector of the economy has been growing quite rapidly since the beginning of the twenty-first century (Sluka 2015, Rodionova 2013, Rodionova 2014). For example, in China it has already exceeded 30% of the economically active population, in India and Brazil – 20%. It should be emphasized that the labor force in China is 800 million people, in India – 500 million people, in Brazil – approximately 110 million people. Secondly, it is significant that the leading countries have already carried out or intend to "let" their strategies on the tracks of reindustrialization after the global financial and economic crisis of 2008-2009. Strategy of reindustrialization means taking measures to revive the role of industrial production, although reindustrialization in the developed countries will happen on the wave of new technology (Gorkin 2012). It will be the high-tech industry of the post-industrial era. Developed countries are less competitive in the traditional industries in comparison with the developing countries. Nevertheless, developed countries are still leading in these industries according to their output.

The manufacturing industry is a powerful driver of the world economic development. Many of its innovations and technologies are successfully used in different industries. The output in the manufacturing industry is growing much faster than in the other sectors of the economy (mining, agriculture, services) due to the wide introduction of information technologies, new materials, and the employees’ professional development.

However, the industrial structure development trend has varied greatly in the recent decades. This kind of process is affected by the distribution of production capacity of the largest TNCs that mostly influenced the industrial structure of Asian countries of export-oriented economies. In the most backward countries of the world, significant changes in the industry structure have not been marked in the last decades. Many of them are still at the initial stage of the industrialization process (Rodionova 2011, Rodionova 2014).

**TRANSFORMATIONS OF THE WORLD R&D**

Research and development (R&D) is defined as the process of creating new products, processes and technologies that can be used and marketed for mankind’s benefit in the future (R&D Magazine. 2016). R&D investments continue to grow. The spatial unevenness of socio-economic development of the countries has led to the polarization of R&D and has formed a contemporary world scientific landscape (Table 1).
Nowadays the share of R&D expenditure in the structure of the world GDP amounts to about 2%. At the same time, this indicator is different for developed and developing countries at least in two times. In this case, a high concentration of R&D expenses should be noted, especially in the developed countries – 60%. There are three main R&D areas: North American, European and East Asian. However, there are some changes in the world scientific landscape. Nowadays the R&D three-dimensional space (US – EU – Japan) transforms to a four-dimensional one (US – EU – China – Japan) (Antipova, Rodionova 2014).

Asian economies continue to grow faster than other parts of the world, and their investments in R&D are often at rates several times that of American and European countries. It should be noted that the USA and Europe are still leading, but the most significant world scientific transformations occur in the Asian region. It is a result of growing importance of R&D activities there. The share of China in R&D activities is growing steadily (Table 1).

The USA is ranked the first – 26% of global R&D expenditure. For 2015 and 2016, R&D investments in the U.S. continue a series of trends started over the past five years. These include restrictions on total federal government spending on R&D, the resultant decline in federal government support of academic R&D investments (and their struggles to compensate), and the slow increase in industrial R&D spending (and its share of the total R&D “pie”). (R&D Magazine. 2016).

China reached the second position – 20% of global R&D. They are followed by the EU (19%) and Japan (appr. 10%) (UNESCO Science report 2015; R&D Magazine. 2016.). The R&D expenditure in the BRICS countries (over 30% of global R&D expenditure) is growing especially in China. As for R&D expenses per capita, China is still very far behind the leading countries (2014: China – $243, Japan – $1260, South Korea – $1399, USA – $1428), whereas R&D expenses per capita in Russia are not too high as well as in the other BRICS countries (UNESCO Science report 2015).

<table>
<thead>
<tr>
<th>Region</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
</tr>
</thead>
<tbody>
<tr>
<td>North America (Including U.S.)</td>
<td>29.1</td>
<td>28.5</td>
<td>28.4</td>
</tr>
<tr>
<td>U.S.</td>
<td>26.9</td>
<td>26.4</td>
<td>26.4</td>
</tr>
<tr>
<td>Central and South America</td>
<td>2.9</td>
<td>2.7</td>
<td>2.7</td>
</tr>
<tr>
<td>Asia (Including China)</td>
<td>42.4</td>
<td>43.5</td>
<td>44.1</td>
</tr>
<tr>
<td>China</td>
<td>19.1</td>
<td>19.8</td>
<td>20.4</td>
</tr>
<tr>
<td>Europe</td>
<td>21.5</td>
<td>21.3</td>
<td>21.0</td>
</tr>
<tr>
<td>Russia/CIS</td>
<td>3.1</td>
<td>2.9</td>
<td>2.8</td>
</tr>
<tr>
<td>Africa</td>
<td>1.0</td>
<td>1.1</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table 1. Share of total global R&D spending (%)
VALUE ADDED OF ALL MANUFACTURING INDUSTRIES: POSITIONS OF REGIONS AND COUNTRIES

Different tempos and vectors of development influence the transformation of the global industry spatial configuration. This transformation could be easily fixed by quantitative and qualitative statistical methods when assessing the output in different industries. Nevertheless, at the global level all of the economic disparities remain on the north-south divide (developed – developing countries). This transformation could be reflected by the indicator of value added production in the manufacturing industry, including per capita indicator. According to the UNIDO data analysis there is a gap between the average per capita industrial indicators in developed and developing countries. Nowadays, this gap is characterized as 10:1 and has not reduced yet. However, the role and importance of developing countries (primarily the leading ones: China, Brazil, India, Indonesia, Mexico, Republic of Korea, etc.) in the manufacture and export of industrial products is steadily growing. Moreover, the reduction of the gap in economic (including industrial) development between the Centre and Periphery, on the one hand, is becoming a prerequisite for further development of the Centre. On the other hand, this reduction is the basis for the deepening globalization process (INDSTAT4 2016, Rodionova 2014).

<table>
<thead>
<tr>
<th>Country/Economy</th>
<th>2005</th>
<th>2010</th>
<th>2015 a/</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>11.75</td>
<td>18.69</td>
<td>23.84</td>
</tr>
<tr>
<td>United States of America</td>
<td>20.43</td>
<td>17.77</td>
<td>16.54</td>
</tr>
<tr>
<td>Japan</td>
<td>11.14</td>
<td>10.43</td>
<td>8.93</td>
</tr>
<tr>
<td>Germany</td>
<td>7.29</td>
<td>6.55</td>
<td>6.37</td>
</tr>
<tr>
<td>Republic of Korea</td>
<td>2.54</td>
<td>2.95</td>
<td>3.09</td>
</tr>
<tr>
<td>India</td>
<td>1.74</td>
<td>2.36</td>
<td>2.45</td>
</tr>
<tr>
<td>Italy</td>
<td>3.70</td>
<td>2.94</td>
<td>2.42</td>
</tr>
<tr>
<td>France</td>
<td>3.13</td>
<td>2.61</td>
<td>2.34</td>
</tr>
<tr>
<td>Brazil</td>
<td>3.08</td>
<td>2.89</td>
<td>2.26</td>
</tr>
<tr>
<td>Indonesia</td>
<td>1.65</td>
<td>1.70</td>
<td>1.93</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2.66</td>
<td>2.15</td>
<td>1.93</td>
</tr>
<tr>
<td>Russian Federation</td>
<td>2.15</td>
<td>1.90</td>
<td>1.77</td>
</tr>
<tr>
<td>Mexico</td>
<td>1.91</td>
<td>1.69</td>
<td>1.70</td>
</tr>
<tr>
<td>Canada</td>
<td>2.20</td>
<td>1.57</td>
<td>1.45</td>
</tr>
<tr>
<td>Spain</td>
<td>2.18</td>
<td>1.69</td>
<td>1.44</td>
</tr>
</tbody>
</table>

Table 12. Table 2. Leading manufacturing economies share in world MVA (at constant 2010 prices)

*Generated according to: World Leading MVA

As for the regional level, there are tangible shifts in the manufacturing industry outputs. In general, these shifts are directed from West to East – to Asia. Meanwhile ex-leading regions (North America and
Europe) are losing their positions. Thus, in 1999–2014 the share of North America declined from 31.9 to 21.6%, the European share declined from 30 to 24% (including the EU's share decrease from 28 to 20%). Nowadays according to the world rating, the largest industrial regions are located in Asia. Its share in the structure of the world manufacturing industry increased from 32 to 46.6% in the analyzed period. Undoubtedly, such progress arises from the Chinese economic phenomenon. In 2014, China ranked first in the world manufacturing industry, increasing its share from 6% (1999) to 25.6% (2014). At the same time, it left behind all the industrial giants like the USA (18.3 %), Japan (7.2 %) and Germany (6.1 %) (Generated according to: Science and Engineering Indicators 2016).

Originality of the industrial development process and the changes in the global leadership of key producing countries logically affect the balance of power within the largest economic groupings in the world hierarchy. This means the significant character of transformations happening nowadays. In 1999 the share of NAFTA amounted to 32% of the world manufacturing output, the EU – 27.8% and BRICS – only 10.1 % in comparison with the 2014 indicators: 21.6%, 20.1% and 33.8% respectively (Table 3).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NAFTA</td>
<td>31.9</td>
<td>28.2</td>
<td>27.4</td>
<td>23.1</td>
<td>22.2</td>
<td>21.4</td>
<td>21.6</td>
</tr>
<tr>
<td>EU</td>
<td>27.8</td>
<td>28.9</td>
<td>27.2</td>
<td>27.0</td>
<td>22.1</td>
<td>19.8</td>
<td>20.1</td>
</tr>
<tr>
<td>BRICS</td>
<td></td>
<td>18.0</td>
<td>23.4</td>
<td>27.8</td>
<td>31.0</td>
<td>33.8</td>
<td></td>
</tr>
<tr>
<td>World</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3. NAFTA, the EU and BRICS share of the value added of all manufacturing industries, 1999–2014, %*  
*Generated according to: Science and Engineering Indicators 2016

In other words, under the influence of a complex of factors there is a radical change in proportions between the territories of the "old" and "new" wave of industrial development. Moreover, we can witness the revolutionary changes of the spatial structure of the global industry.

THE RAPID GROWTH OF HIGH-TECH MANUFACTURING INDUSTRIES IS A KEY TREND IN THE DEVELOPMENT AND TRANSFORMATION OF THE SPATIAL STRUCTURE OF THE WORLD MANUFACTURING INDUSTRY IN THE XXI CENTURY

The value of net material product in that sector has doubled from $862 billion to $ 1781 billion over the last 15 years. Such kind of dynamics distinguishes the manufacturing industry as the superior sector of the global economy. However, the development tempos of this sector differ in the regional and country context. On the one hand, there is "extremely negative" pole represented by Japan where value added of HT manufacturing industries fell by one half from 185 billion to $ 91 billion in 2000–2014.
The EU positions deteriorated noticeably as a result of the global financial and economic crisis of 2008–2009. In general, in 2008 the EU cost indicators amounted to $325.8 billion (of current dollars), in 2009 fell to $274.9 billion. In 2014 these indicators amounted to $303 billion that is $9.6 billion less than in 2014. During the crisis the most noticeable decrease in production happened in Germany, France, Italy, Finland, etc. At the same time high-tech product output increased significantly in Slovakia, the Czech Republic, Romania, Poland, Bulgaria over the last 15 years. It can be explained by the fact that many developed countries of Europe transferred their TNC’s branches to these countries. All the mentioned above led to the manufacturing indicator increase in the EU by half.

North America is one of the global centers of high-tech industry. The region increased its value added of HT manufacturing industries from $349 billion to $550 billion in 1999–2014 and production from $349 billion to $550 billion in 1999–2014. Meanwhile the output in high-tech industry in the USA increased from $320 billion to $511 billion. So the USA is a core of high-tech production in this region (Science and Engineering Indicators 2016).

On the other hand, there is an “extremely positive” pole of high-tech manufacturing created by the other regions. However, double or triple growth of indicators in Africa, Central and South America, Australia and Pacific Islands should be regarded in a certain sense as the effect of “zero-base”. In Asia the value added of high-tech manufacturing industries increased in 1999-2014 (from $281 billion to $810 billion), although Japanese output in high-tech manufacturing industries declined. Over the last 15 years the highest growth rates of total worth of products in current prices have been typical of Vietnam (42 times growth, the highest growth recorded in recent years), China (16 times growth), Indonesia (6 times growth), India (4 times growth), Singapore, Taiwan and Bangladesh (Generated according to: Science and Engineering Indicators 2016).

Quite logical that Asia is the leading region and its share has risen from 32.6 to 45.5% of the world high-tech manufacturing industries over the last 15 years, primarily due to the China’s share increase (from 3 to 27%). The share of the BRICS countries increased from 14% (2006) to 31% (2014). The NAFTA ranked second, decreasing the share of the global value added of high-tech manufacturing industries from 40% (1999) to 35% (2006) and to 31% (2014). The EU ranked third reducing from 22% to 17% (Table 4).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NAFTA</td>
<td>40.4</td>
<td>41.2</td>
<td>35.2</td>
<td>33.0</td>
<td>33.8</td>
<td>31.3</td>
<td>30.9</td>
</tr>
<tr>
<td>EU</td>
<td>22.4</td>
<td>19.8</td>
<td>22.3</td>
<td>22.7</td>
<td>18.1</td>
<td>16.8</td>
<td>17.0</td>
</tr>
<tr>
<td>BRICS</td>
<td>14.2</td>
<td>17.9</td>
<td>22.0</td>
<td>27.4</td>
<td>31.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>World</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 4. Share NAFTA, the EU and BRICS of the value added of high-tech manufacturing industries, 1999–2014, %*
COMPARATIVE ANALYSIS OF NAFTA, THE EU AND BRICS POSITIONS IN THE VARIOUS TYPES OF HT MANUFACTURING INDUSTRIES

Consequently, the share of NAFTA in the global output in high-tech manufacturing decreased over the analyzed period from 40% to 31% and the EU share fell from 22% to 17%. Meanwhile the BRICS countries denoted a rapid growth from 6% to 31% (Tab 4).

It should be noted that the giant countries and leading economic groupings constantly enhance the control over the world high-tech industry market. Nowadays the main vector in this sphere is a growing tendency of monopolization. In 1999–2014 the share of three major economic groupings (NAFTA, the EU and BRICS) in the world high-tech manufacturing increased from 2/3 to 4/5. Some high-tech industries easily reveal a partial limitation of global markets and a lack of competitiveness of other participants of the new international labor division in the field of hi-tech technologies.

Another recent direction of transformations is reformatting shares within the group of high-tech manufacturing leaders. The analysis demonstrates good opportunities for “young” and “aggressive” in pioneering areas and directions of high-tech industries (Table 5).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Computers and office machinery:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAFTA</td>
<td>46,3</td>
<td>38,2</td>
<td>38,3</td>
<td>35,2</td>
<td>28,5</td>
<td>23,0</td>
<td>23,8</td>
</tr>
<tr>
<td>the EU</td>
<td>18,4</td>
<td>18,8</td>
<td>17,4</td>
<td>15,4</td>
<td>12,5</td>
<td>11,8</td>
<td>12,4</td>
</tr>
<tr>
<td>BRICS</td>
<td>2,6</td>
<td>15,6</td>
<td>23,9</td>
<td>30,0</td>
<td>39,2</td>
<td>47,7</td>
<td>49,9</td>
</tr>
<tr>
<td>Communications:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAFTA</td>
<td>33,6</td>
<td>25,1</td>
<td>25,3</td>
<td>21,1</td>
<td>21,5</td>
<td>18,4</td>
<td>18,0</td>
</tr>
<tr>
<td>the EU</td>
<td>14,3</td>
<td>13,1</td>
<td>11,7</td>
<td>12,2</td>
<td>8,3</td>
<td>7,2</td>
<td>6,7</td>
</tr>
<tr>
<td>BRICS</td>
<td>9,2</td>
<td>19,1</td>
<td>24,2</td>
<td>27,6</td>
<td>33,5</td>
<td>40,0</td>
<td>46,8</td>
</tr>
<tr>
<td>Semiconductor industry:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAFTA</td>
<td>32,1</td>
<td>27,5</td>
<td>25,3</td>
<td>24,0</td>
<td>26,0</td>
<td>25,5</td>
<td>24,8</td>
</tr>
<tr>
<td>the EU</td>
<td>17,2</td>
<td>15,3</td>
<td>14,1</td>
<td>14,1</td>
<td>9,4</td>
<td>8,0</td>
<td>7,8</td>
</tr>
<tr>
<td>BRICS</td>
<td>5,1</td>
<td>8,7</td>
<td>13,2</td>
<td>18,4</td>
<td>23,2</td>
<td>31,6</td>
<td>36,2</td>
</tr>
<tr>
<td>Pharmaceuticals industry:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAFTA</td>
<td>34,2</td>
<td>33,8</td>
<td>32,5</td>
<td>28,1</td>
<td>28,4</td>
<td>24,7</td>
<td>23,8</td>
</tr>
<tr>
<td>the EU</td>
<td>29,7</td>
<td>31,3</td>
<td>31,4</td>
<td>33,0</td>
<td>26,8</td>
<td>23,5</td>
<td>23,2</td>
</tr>
<tr>
<td>BRICS</td>
<td>7,9</td>
<td>9,4</td>
<td>12,8</td>
<td>17,7</td>
<td>21,9</td>
<td>29,3</td>
<td>33,4</td>
</tr>
<tr>
<td>Testing, measuring, and control instruments industry:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAFTA</td>
<td>46,2</td>
<td>46,0</td>
<td>44,2</td>
<td>42,6</td>
<td>46,8</td>
<td>44,1</td>
<td>43,9</td>
</tr>
</tbody>
</table>
BRICS IS LEADING BY DYNAMICS AND SCALE:

- The share of the BRICS countries in the world output of computers and office machinery increased from 3% (1999) to 50% (2014). At the same time the share of NAFTA decreased from 46 (1999) to 23% (2014), and the share of the EU has fallen from 18 to 12%.

- The share of the BRICS countries in the world communications industry increased from 9% (1999) to 24% (2006) and to 47% (2014). Meanwhile the share of NAFTA reduced from 34% (1999) to 18% (2014), and the share of the EU fallen from 14% (1999) to 7% (2014).

- The share of the BRICS countries in the world semiconductor industry also increased from 13% (2006) to 36% (2014). At the same time the share of NAFTA fell from 25.3 to 24.8%, the EU decreased from 14 to 8%.

- The share of the BRICS countries in the world pharmaceuticals industry increased from 13% (2006) to 33% (2014). Meanwhile, the share of NAFTA and the EU declined in 2014 by 24% and 23%, respectively.

BRICS – EXPERIENCE DYNAMIC DEVELOPMENT IN CLAUSES OF THE STIFF EXTERNAL COMPETITION

In this high-tech industry category the share of NAFTA amounted to 44% (2014), while the share of the USA was still very high – 42%. The share of the EU amounted to 23%. The share of the BRICS countries increased from 3% (1999) to 16% (2014) of the world testing, measuring, and control instruments...
industry. The main leading countries in this high-tech industry category are primarily developed: the USA, China, Germany, Switzerland, Japan, Italy, the UK, South Korea, France and Russia.

**BRICS – EXPERIENCING LOW ACTIVITY IN CLAUSES OF THE HIGHLY COMPETITIVE FIELD**

This situation could be illustrated by the world aircraft and spacecraft manufacturing. It should be noted that the lowest share in the world aerospace products and parts manufacturing was revealed in 2000 – 1.5%. The total share of NAFTA (56%) and the EU (23%) now accounts for almost 80% of this high-tech industry category (in the early 2000s, almost 90%). The share of the BRICS countries amounts only to 13% (2014), due to the rapid increase in the share of China from 0.6% (1999) to 7% (2014) and Brazil (Generated according to: Science and Engineering Indicators 2016).

**CONCLUSION**

The role of the international component in all mechanisms of social reproduction and economic relations is growing in the globalization of the world economy. The priority goal of development for many countries of the world is the development of a national innovation strategy now. Globalization and innovative development have led to the profound changes in the branch structure and spatial organization of the global industry. The rapid character of the industrialization process in developing countries leads to the spatial regrouping in the world.

In the recent two – three decades the role and importance of Asian countries has been steadily growing in the world economic development. Nowadays we are facing clearly expressed Asian vector of economic and industrial development. At the same time, such leading regions as North America and Europe are losing ground.

China, India, Russia and Brazil are already among the TOP-10 leading countries in the world economy. All of the BRICS countries have set themselves ambitious plans to improve the economy structure and to pursue a transition to the innovative way of development. All said above could be especially noticeable when analyzing the dynamics of production of high-tech industries.

The comparative analysis of NAFTA, the EU and BRICS countries positions in the various types of high-tech manufacturing industries captures the growing importance of the BRICS in the global industry. It is noted that in 1999–2014 the share of BRICS countries in the value added of HT manufacturing industries increased from 6 to 31%. At the same time, the share of NAFTA and the share of the EU decreased.
This paper was financially supported by the Ministry of Education and Science of the Russian Federation on the program to improve the competitiveness of Peoples’ Friendship University of Russia (RUDN University) among the world’s leading research and education centers in the 2016-2020.
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ABSTRACT

Previous research highlights that brand experiences impact on how consumers relate emotionally to brands. Nevertheless, research on negative brand experiences is scarce, particularly in the field of brand hate. In order to fulfill the identified research gap, this paper aims to investigate the negative aspects of brand relationships by focusing on the antecedents of brand hate among Generation Y. Moreover, it explores weak innovativeness, perceived quality, brand social responsibility and brand personality impact on brand hate. More precisely, it attends to the mediating effect of brand experience on brand hate. A survey with Apple and Samsung was conducted among Swedish and Portuguese consumers. The model has been tested using SEM. Our findings show that the effects of the antecedents of brand hate in general vary for both brands and countries.

Keywords: Brand Hate, Brand Experience, Generation Y, Brand Innovativeness, Brand Perceived Quality, Brand Social Responsibility, Brand Personality, SEM

INTRODUCTION

Consumer-brand relationships have been a focus of branding theory over the last two decades (Fetscherin & Heinrich, 2015). The need to connect with consumers emotionally and develop close and long-term relationships has prompted both marketing practitioners and academics to seek innovative ways to create compelling brand experiences. In fact, Generation Y consumers may consider brands as a relationship partner (Fournier, 1998) that brings meaning to their daily life when they are searching for or buying products and services (Brakus, Schmitt, and Zarantonello, 2009). The broad and long-term relationship, which is characterized by multiple interrelated cognitive, affective and behavioral elements (Batra, Ahuvia, and Bagozzi, 2012) will determine the nature of consumer feelings towards the brand. Hence, it can be claimed that brands that do bad may generate negative feelings among Generation Y consumers such as brand hate.
Hate is conceptualized, both in psychology and marketing literature, as an intense and negative feeling (Grégoire, Tripp, and Legoux, 2009; Johnson, Matear, and Thomson, 2011; Alba & Lutz, 2013; Romani, Grappi, and Dalli, 2012; Bryson, Atwal, and Hultén, 2013). Most recently, Zarantonello, Romani, and Grappi (2016) conceptualized brand hate as a constellation of negative feelings and demonstrated that brand hate is associated to different types of negative behavioral outcomes such as “attack-like” (negative WOM), “avoidance-like” (patronage reduction/cessation) and “approach-like” strategies (consumer complaining and protest behaviors). Another stream of research shows that negative-brand relationships are influenced by poor quality of products, association to undesirable social groups, inconsistency of brand image, moral or values of those consumers (Park, Eisengerich, and Park, 2013).

Despite the anti-consumption research raised the importance of brand hate as an emerging branding concept, there is a growing call to extend the theory on the dark side of brands in order to obtain a more balanced and holistic understanding of negative consumer-brand relationships (Fournier & Alvarez, 2013). Furthermore, little is known about how Generation Y, a generational group that is well-educated, technological adept and knowledgeable about brands (Noble, Haytko and Phillips, 2009), reacts to negative brand experiences as a result of brand failures to deliver the desired functional and experiential values. Hence, the question remains in relation to which antecedents can generate brand hate among Generation Y consumers? And if those effects vary among different cultures?

CONCEPTUAL BACKGROUND AND HYPOTHESES

According to Brakus et al. (1999), brand experience consists of five dimensions, namely sensory, affective, cognitive, behavioral and relational, which all provides consumers with memorable experiences along the consumption process. Hence, any time Generation Y consumers interact directly or indirectly with a brand, evaluative judgments are made in relation to the overall functional and experiential values provided by a branded product or service (Delgado-Ballester & Sabiote, 2015). Moreover, branding literature suggests that consumer perceptions of brands are deeply anchored on brand associations that arise from the direct brand experiences (Brakus et al., 1999). If Generation Y consumers are exposed to brand misconducts, they will react negatively to those brands and might manifest feelings of hate, either “active brand hate” (contempt/disgust and anger) or “passive brand hate” (fear, disappointment, shame and dehumanization) (Zarantonello et al., 2016). According to Bryson et al. (2013), country of origin of the brand, customer dissatisfaction with the product, corporate social performance and negative stereotypes of users of the brand are predictors of brand hate. The research on brand hate antecedents is however scarce and does not take into account the
significance of the overall brand experience. For that reason, the authors departure from marketing and branding literature to identify five antecedents to brand hate, i.e. brand perceived quality, brand innovativeness, brand social responsibility and brand personality. All these branding constructs account together for the sensory, affective, cognitive, behavioral and relational dimensions of brand experience.

Previous research shows that consumer-brand relationships might be influenced by brands failures to meet consumer sensory or intellectual expectations in relation to quality (Park et al., 2013), when they are searching for or buying branded products or services. As a result, consumers may start manifesting hate feelings towards brands that are no longer able to comply with high standards of quality, especially when quality is perceived by consumers as a key kernel brand value (Kapferer, 2015). Hence, the authors hypothesize:

**H1: Brand perceived quality, mediated by brand experience, has a positive and direct relationship with brand hate.**

Brand innovativeness refers to the degree a consumer perceives a brand to be innovative and serves as a heurist signal to consumers (Pappu & Quest, 2016) for technology, products and services. Hence, innovative brand experiences have a profound meaning for consumers (Lin, 2015) and if it fails to meet Generation Y consumer expectations it could result in strong negative feelings towards a brand. Hence, it is hypothesized that:

**H2: Brand innovativeness, mediated by brand experience, has a positive and direct relationship with brand hate.**

Brand social responsibility is defined as “consumers’ holistic (or gestalt-like) impressions regarding a brand’s social responsibility” (Grohmann & Bodur, 2014). Moreover, studies show that brand social responsibility’s perceptions are influenced by both products and marketing activities (ibid) and might be a predictor of brand hate (Bryson et al., 2013). Moreover, there is a growing concern about environmental and social issues among Generation Y consumers, which increases consumer attention towards brands that might start behaving badly. Thus, we suggest that consumers tend to manifest hate feelings towards brands that misbehave and are no longer able to address the Generation Y aspirational needs of contributing to a better world. Therefore, the authors hypothesize that:

**H3: Brand social responsibility, mediated by brand experience, has a positive and direct relationship with brand hate.**

Brand personality is defined as “the set of human characteristics associated with a brand” (Aaker, 1997, p. 347). Research in the dynamic construal of brand personality demonstrates that the relationship with brands could result either in signs of reinvigoration or brand suffer in the wake of transgressions (Aaker, Fournier, and Brasel, 2004). Given the importance of relating to brands which
are the usually the reflection of the individual’s self-concept (Beck, 1988), we believe that Generation Y consumers are more prompt to manifest extreme and negative feelings towards brands whose personality is not aligned with their self. Hence, it is hypothesized that:

H4: Brand personality, mediated by brand experience, has a positive and direct relationship with brand hate

METHODOLOGY

In order to examine the postulated hypotheses, an empirical study was conducted in Sweden and Portugal from September to October 2016. A survey on universally known brands – Apple and Samsung – was carried out among Generation Y consumers using a convenient sample. In total, 362 participants aged 18 - 25 years completed the questionnaire (156 in Sweden and 206 in Portugal). Gender is distributed almost equally in both countries: in Sweden 69.2 per cent of the participants are female and 30.1 per cent are male, whereas in Portugal 54.4 per cent of the participants are female and 45.6 per cent are male. A set of validated scales from marketing and branding literature were used and followed the evaluation of the psychometric properties of the scales proposed by Churchill (1979) and Bollen (1989), in order to guarantee that the proposed scales are reliable, have validity and are one-dimensional. All indicators, at the exception of brand-relationship construct, are formulated as to serve a five-point Likert scale ranging from 1 “Not at all” to “Very much”. To measure brand innovativeness (BI) we used four items from Pappu and Quester’s (2016) scale, brand experience (BE) was measured with four items from Brakus et al.’s (2009) scale, brand social responsibility (BSR) was measured with eleven items from Grohmann and Bodur’s scale (2015), we measured brand personality (BP) with ten items from Geuens, Weijters and Wulf’s (2009) scale, and finally brand quality perceived (BQP) was measured with three items from Yoo, Naveen, and Sungho’s (2000) scale. To operationalize brand hate, we asked the respondents to evaluate their relationship with both brands using a five-point Likert scale. In order to test our hypotheses, we examined our model using structural equation modelling. Moreover, we followed the assumption of Anderson and Gerbing (1982) that the modelling of structural equations must be done through two conceptual distinct models: confirmatory factor analysis and structural model for both countries and for two brands (Apple and Samsung). Finally, we tested our model and our proposed hypotheses by estimating the paths between the constructs and determining their significance.
MAJOR RESULTS

In total, 206 questionnaires were validated in Portugal and 156 questionnaires in Sweden for both Apple and Samsung. The confirmatory factorial analysis shows a high internal consistency of the constructs for both countries and both brands. Fit indices and scale reliabilities reveal a good overall model fit. In each case, the Cronbach’s alphas exceed 0.7 as Nunnally and Bernstein (1994) recommend. The composite reliability of each factor is greater than 0.6 and the average variance extracted (AVE) exceeds 0.5 (Bagozzi & Yi, 1988). As evidence of convergent validity, the CFA results indicate that all relations of the items to their hypothesized factor are significant (p < 0.001) and that all standardized loadings are greater than 0.6 (Bagozzi & Yi, 1988). Moreover, results provide support for discriminant validity (Fornell & Larcker, 1981). In particular, for each pair of variables, the squared correlation was always lower than the average variances extracted of each of the two constructs. In order to purify the scales used, some items from brand personality and brand social responsibility were removed. Hence, in Portugal the social brand responsibility scale was reduced to seven items and brand personality to five items. The same procedure was applied in Sweden, resulting in three items for social brand responsibility and six items for brand personality. After the stabilisation of the model of measurement and the analysis of the quality of the adjustment, we verified whether the hypotheses of research were confirmed or not. In the case of the model proposed, estimation was carried by the method of the maximum likelihood (ML), so that the objective of developing and testing the hypotheses could be met. Consequently, results of the estimated models are presented and discussed below (Fig. 1 and Fig. 2).

Overall, the postulated model performs well and most of the paths are significant accounting for the robust effects of the constructs. For Apple, and for Portuguese case, findings show that brand innovativeness (BI) (γ_{11} = 0.505, p = 0.000), brand perceived quality (BPR) (γ_{12} = 0.165, p = 0.000) and brand personality (BP) (γ_{13} = 0.275, p = 0.000) indirectly affects brand hate, through the moderating effect of brand experience (BE). On the other hand, in Sweden BPR (brand perceived quality) is not statically significant to affect brand experience. Instead, brand personality (BP) (γ_{13} = 0.149, p = 0.000) and brand innovativeness (BI) (γ_{11} = 0.498, p = 0.000) directly affects brand experience (BE) in a positive manner. Nevertheless, the path between brand experience and brand hate (β_{21} = 0.078, p = 0.368) is insignificant for Sweden.
Regarding Samsung, findings demonstrate that both in Portugal and Sweden brand innovativeness (BI) has a positive and direct effect on brand experience (BE). Furthermore, for Portugal it is demonstrated that brand social responsibility (BSR) also has a positive and direct effect on Brand Experience (BE), whereas in Sweden is brand personality (BP) (γ₁₂ = 0.274, p = 0.000). Interestingly, the path between brand experience (BE) and brand hate (BH) (β₂₁ = 0.181, p = 0.000) is significant only for Portugal.
CONCLUSIONS

Research on brand hate remains in its infancy and has offered limited insights into its antecedents and moderators. Our results account for the multidimensionality of brand hate, demonstrating the importance of brand perceived quality, brand innovativeness, brand social responsibility and brand personality for developing brand hate towards brands. The impact of these four constructs on brand hate have been not investigated previously in the marketing and branding literature, though they often appear associated to consumer-brand relationships literature in general. In line with previous studies (Park et al., 2013; Bryson et al., 2013; Aaker et al., 2004) we confirm the importance of all the four constructs in affective relationships with brands by showing how brand misbehaves can generate intense negative feelings towards the brands (Zaratonello et al., 2016) among Generation Y. Nevertheless, our findings demonstrate significant cross-cultural differences regarding antecedents to brand hate for Apple and Samsung brands. In particular, the lack of brand innovativeness drives brand hate for both brands. This could be explained by the fact that Apple and Samsung are technological based and Generation Y consumers might expect those brands to offer them continuous innovation. On the other hand, results show for both countries that brand perceived quality and brand personality are antecedents to brand hate for Apple, whereas antecedents to brand hate for Samsung are different in both countries. In fact, brand hate is positively influenced by brand innovativeness in both countries, but brand social responsibility has a greater influence on brand hate in Portugal and brand personality in Sweden. The antecedents to brand hate of the two brands could be explained at the light of the importance of quality and personality traits associated with premium brands such as Apple, while brand social responsibility might be related to the perception of Asian brands (ex: Samsung) as non-social and environmental responsible.

As another contribution, we demonstrate the relevance of brand experiences as a moderator of brand hate. Collectively, our results account for significant differences between the two countries in relation to how Generation Y consumers tend to manifest extreme negative feelings towards brands, which are not able to create meaningful and compelling brand experiences. As discussed by Fournier (1998) consumers may consider brands as a relationship partner that brings meaning to their lives when they are searching products and services (Brakus et al., 2009). If brands fail to deliver cognitive, affective and behavioural elements within their broad and long-term relationship with Generation Y consumers, it may influence negatively how they relate to those particular brands. Interestingly, however, our findings demonstrate that in Portugal there is a direct and positive relationship between brand experiences and brand hate. This could be explained by the fact that Portuguese consumers are more emotionally driven towards brands than Swedish consumers and, therefore, more prompt to manifest hate feelings towards brands that they consider as bad relationship partners. In fact,
Generation Y consumers might feel deceived if those brands fail to meet their expectations along the overall brand experience. On the other hand, Swedish Generation Y consumers seem to be more tolerant if brands fail to deliver the desired functional and experiential values and therefore do not tend to manifest extreme negative feelings towards brands.

**IMPLICATIONS**

From a theoretical perspective, this paper expands on research about negative consumer-brand relationships by proposing brand innovativeness, brand perceived quality, brand social responsibility and brand personality as new antecedents to brand hate. Additionally, it stresses the relevance of brand experiences as a moderator to brand hate. Finally, it explores for the first time how Generation Y consumers reacts upon brand failures when delivering experiences and which are the effects on brand hate. From a managerial perspective, this study sheds light on the importance of understanding the reasons behind brand hate. By identifying them, brand managers could prevent from engaging in misleading behaviors, which are negatively perceived by consumers. In particular, brands should continuously innovate, enhance its product and quality standards, implement adequate brand social responsibility policies and be selective in the manner they shape their brand personality.

**LIMITATIONS AND FUTURE RESEARCH**

One of the limitations of this study relates to the non-probabilistic sample since the surveys were only conducted in two universities. Secondly, being a cross-cultural study it is recommended to include other countries in the data collection. Thirdly, brand experience was used as the only moderator and it could be interesting to explore the mediating effects of other branding constructs. Finally, a future avenue of research relates to the outcomes of brand hate among Generation Y.
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**INTRODUCTION**

Consumer preferences are driven not only by functional elements, but also by various specific brand-related stimuli, resulting in a comprehensive experience (Ding and Tseng, 2015). In particular, sensory stimuli impact both cognitive and emotional reactions, which influence consumers’ perceptions of products and brands (Krishna, 2012). Previous research has investigated the role of senses in stimulating purchase, retail patronizing and brand preferences (e.g., Chebat et al., 2001; Mattila and Wirtz, 2001). Sensory stimuli have been shown to create positive associations and perceptions in consumers, resulting in positive overall experiences, with these elicited emotions, thoughts and sensations contributing to a positive brand attachment (Brakus et al., 2009). However, only recently studies (e.g., Biswas et al., 2014; Spence, 2012, 2015) are combining more than one sense to understand their combined effect on consumer experience (Schifferstein and Spence, 2008).

Wine consumption provides a valid and interesting context to understand the combination of the senses involved in consumer experience, given that wine is an experience good whose quality cannot be truly assessed until the product has actually been consumed (Jaeger et al., 2009). Therefore, the sensory aspects are seen as an integral part of the consumer’s total product experience when consumption takes place (Bruwer et al., 2011; Lee and Lee, 2008). Consumers are also driven by other factors such as product attributes, use situation, product experience and knowledge (Hollebeek et al., 2007; MacDonald et al., 2013). The influence of these factors varies in intensity, according to consumer expertise (Perrouty et al., 2006).

Most of previous wine marketing research (e.g., Camillo, 2012; Martinez et al., 2006) has focused on the importance of intrinsic and extrinsic attributes. The former are those related to physical attributes that cannot be altered in the final product and which cease to exist when it has been consumed (Olson and Jacoby, 1972) such as color, flavor and grape variety (e.g., Jover et al., 2004). The latter are related to the product, but are not physically part of it (Olson, 1977), such as brand, price, label, bottle form and color, and purchase occasion (e.g., Mueller and Szolnoki, 2010).
These studies, however, did not really predict which combinations of factors actually motivate consumer preferences. A few sensory consumer studies (Enneking et al., 2007; Raz et al., 2008) have separated the relative effects of extrinsic and intrinsic attributes on consumer choice through a conjoint analysis approach. However, these studies used only one single intrinsic attribute (i.e., sweetness or aroma) to prevent possible conflict caused by the usage of multiple sensory cues. On the other hand, several studies (e.g., Lockshin et al., 2006; MacDonald et al., 2013) have measured the relative importance of various extrinsic attributes in regards to product choice, without integrating any sensory characteristic into their research design.

Studies that take into account cognitive, emotional and sensory aspects are therefore needed, since these factors contribute to creating a whole experience. The experiential responses stored in a consumer’s memory involve cognitive, affective and sensorial systems (Brakus et al., 2009). It is through these interactive experiences that consumers build their preferences and purchasing decisions.

This paper seeks to understand the effect of the combination of more than one sense (sight, olfaction and taste) and of the brand on wine experience. Therefore, wine experience has been defined as a combination of sensations, feelings, cognitions, and behavioral responses stimulated by extrinsic and intrinsic attributes. This depends on when and where consumers experience a specific wine, which have cognitive and emotional aspects. The main idea is that consumers choose wine not only for the experience they get through the sense of taste, but also through other senses that help enhance and reshape the informational role of the intrinsic attributes, shifting wine consumption into a hedonic experience (Chrea et al., 2011). The attention is focused on the unique multisensory aspects of taste perception, thus exploring whether other senses can have an impact on taste perceptions. Taste is a curiously unique sensation as it is composed not only of one sensory input (i.e., from the tongue) but is also created by incorporating multiple sensory inputs (Elder and Krishna, 2010).

One of the main focal points of this article is to explore the interaction of cognition and sensory perception, particularly taste, given that, in addition to a reliance on intrinsic cues from the food itself, taste is susceptible to extrinsic cues such as brand. Moreover, since insights into consumers’ perception of the importance of these elements, under specific contextual conditions (i.e., purchase and/or consumption situations), are still rather limited (Martinez et al., 2006), this study examines two main occasions for consumption: self-consumption and gift.

The remainder of this paper is organized as follows: the theoretical background is discussed, followed by hypotheses, as well as an overview of research methods. Results are then presented and discussed, ending with a look at practical implications and a short conclusion.
THEORETICAL BACKGROUND

Consumers assign their preferences to products according to the relative benefits they obtain from them. The experiential enjoyment is related to the product’s sensorial aspects, which encourage a greater brand affect, while practical functionality derives from tangible aspects that generate high levels of brand trust (Babin et al., 1994).

Literature has found intrinsic cues to be more important in assessing quality, since they have greater predictive value than extrinsic cues (Zeithaml, 1988). Therefore, intrinsic cues are particularly important at the time of purchase and upon consumption. However, in the absence of previous experience with a product, consumers often tend to assess its quality on the basis of extrinsic cues (Veale and Quester, 2008). Since in most purchase situations consumers do not have the opportunity to taste a particular wine before buying, extrinsic attributes (i.e., what is outside the bottle) are used to evaluate intrinsic ones (i.e., what is inside the bottle) (Menichelli et al., 2012).

Studies on food consumer behavior have mainly analyzed the processes before the purchase such as information search, exposure to and processing of purchase related cues, which do not involve tasting, while sensory affective studies that involve tasting mainly deal with processes that occur after the purchase (Grunert, 2003).

Intrinsic and extrinsic attributes in wine experience

Consumers form opinions about wine through the evaluation of intrinsic and extrinsic product attributes (Veale and Quester, 2008). Given the high number of factors that influence consumers’ decision to purchase wine (Bruwer et al., 2011) and the difficulty in accurately evaluating both extrinsic and intrinsic attributes due to lack of product knowledge or situational circumstances (Martinez et al., 2006), consumers look for proxy indicators to make their decision (e.g., price, brand name, region of origin, winemaker, grape variety, label, awards and recommendations).

Although consumers give more credence to intrinsic attributes than to extrinsic ones (Veale and Quester, 2008), extrinsic attributes play an important role when perceived intrinsic cues are insufficiently predictive or consumers are unable to accurately assess their influence on quality (Srinivasan et al., 2004). Moreover, situational influences, such as the absence of intrinsic cues or the purchase associated with self-image or status (i.e., gift-giving), can increase the reliance on extrinsic cues (Kardes et al., 2004). However, previous research has not clarified the combined effect of these factors on consumer experience.

Consumers select, from a range of products/brands, the one they feel may be suitable for a particular situation (Yang et al., 2002). The purchase situation (Ritchie, 2007) and purchase purpose (Olsen et al., 2007) have been found to strongly influence consumers’ motivation to buy and their wine experience.
Two main purchase occasions have been identified (Fennell, 1978; Thach, 2002): the interest opportunity, or self-consumption, in which functional cues are more important, and the sensory pleasure opportunity, exemplified in convivial and gift occasions, in which experiential cues are more important.

In particular, consumers prove to be more cautious when shopping for gift-giving, since they seek to avoid the social cost of an inaccurate delivery and inadequate product quality (Baskin et al., 2014; Gino and Flynn, 2011; Steffel and LeBoeuf, 2014). Previous research (Garcia-Retamero and Gaiesic, 2012; Laran, 2010; Polman and Emich, 2011) has found that, in the domain of gift-giving, givers are much more aware of the inputs into their gifts than are recipients. This perspective difference can lead givers to invest resources into gifts that fail to have the intended effect on recipients. Indeed, gift givers experience different levels of shopping involvement, which depend on the relationship with the recipient and the gift-giving occasion (Beatty et al., 1991). In fact, if the occasion and the recipient are high task involvement, the gift giver will more likely select a gift that is high in involvement as well.

Gift selection is therefore a more involving task than buying for personal use (Melo et al., 2010). Specifically, wine consumption can be explicitly related to the situation and context (Bruwer et al., 2002) and its social aspect is important as a rite of passage or to promote social interaction (Ritchie, 2007). Therefore, it has been hypothesized that:

H1a: Intrinsic attributes influence wine experience more positively than extrinsic attributes in sensory pleasure occasion than in interest opportunity occasion.

The use of intrinsic or extrinsic cues varies depending on the level of a consumer’s wine expertise, which derives from the meanings that consumers learn about, and associate with, the wine and its brand (Hussain et al., 2007). These meanings include functional, symbolic and sensory associations (Bruwer and Buller, 2012). The level of expertise plays an important role when a purchase takes place, and has a different effect on sensory evaluation (Fröst and Noble, 2002). Since taste pleasantness cannot usually be experienced during the decision moment, only an experienced consumer can undertake a more reasoned decision (MacDonald et al., 2013). Less experienced consumers tend instead to rely on ratings from experts or medals/awards, thus showing a simple like or dislike for a particular wine (Schiefer and Fischer, 2008). Previous studies have found that, when making their purchase decision, consumers with high level of knowledge rely more frequently on intrinsic cues compared to consumers with lower level (Phau and Suntrornnond, 2006).

As different types of product-related experiences lead to different levels of expertise (Erdem et al., 1999), which, in turn, have various effects on product evaluation and choice behavior, it is hypothesized that:
H1b: Greater expertise is related more to intrinsic attributes than extrinsic ones.

The effect of senses on wine experience

Sensory stimuli affect consumers’ perception of products and brands, as they impact both cognitive and emotional reactions (Krishna, 2012). However, extrinsic cues can be powerful enough to overcome sensory perceptions (Garber et al., 2000), since sensory perceptions are not always accurate and are influenced by expectations and beliefs (Priilaid, 2006). This means that intrinsic attributes can be weighted and interpreted more accurately when evaluated by consumers, even if the evaluation is through sensory means (Spence, 2012).

Wine is a product for which the evaluation of intrinsic sensory characteristics is strongly affected by extrinsic attributes (Mueller et al., 2010b). In particular, taste is not physiologically made up of sensations from taste buds only; it also relies heavily on input from the other senses (Spence, 2015). It derives first from sight and then odor. Each sense has some role in generating taste (Rolls, 2005). Sight works cognitively to inform and identify the product, and affectively to differentiate and stimulate emotions; visual clues are also significant in consumer quality evaluations (Garber et al., 2000; Hoegg and Alba, 2007). Experiments in meat consumption (Bredahl, 2003; Hurling and Sheperd, 2003) showed that consumers prefer the appearance of very lean and red steak, which contributes to a better tasting product.

Olfaction, instead, is the truly emotional sense, and naturally hedonic, evoking a primary reaction of either liking or disliking. It produces an experience that involves at least some degree of self-reference, thus having an effect on affective processes and hedonic values (Fitzgerald Bone and Jantrania, 1992; Small and Prescott, 2005). Finally, taste drives choice and experience, thus creating an attachment with the wine chosen. It is both cognitive and affective (Veale and Quester, 2008).

It is thus evident from physiology and neuroscience literature (e.g., Spence, 2015; Spence and Piqueras-Fiszman, 2014) that taste is derived from multiple intrinsic sensory components, including smell and sight. However, the automaticity of these inputs is largely unexplored, leaving the question as to whether or not marketing actions incorporating these cues will have an impact on taste perceptions. This question addresses also the general impact of extrinsic cues on taste perceptions. The olfactory experience, which can also take place independently, always accompanies the tasting one together with the visual aspect, which can influence flavor perceptions (Deroy, Crisinell and Spence, 2013; Doty, 2015). However, food and drink consumption is not only a physical experience that involves smell, taste and sight, but also a cognitive and affective experience. The sensorial experience of tasting therefore can be described more easily from a cognitive point of view, notwithstanding its strong emotional component (Ferrarini et al., 2010). Therefore, it is hypothesized that:
H2: The combination of senses (sight, olfaction and taste) positively impacts wine experience

The mediating role of brand attachment
Wine has been found to be a product for which the evaluation of intrinsic sensory characteristics is strongly influenced by extrinsic attributes (Lange, Issanchou and Combris, 2000; Mueller et al., 2010b; Priilaid, 2006; Siegrist and Cousin, 2009). Consumers almost always are conscious of the extrinsic characteristics when actually consuming wine; that is they are informed about the wine’s brand, origin, price and packaging (Mueller et al., 2010b). It is well acknowledged that consumers are heterogeneous in their liking of sensory cues (Carbonell et al., 2008; Semenou, 2007) and also differ in their reaction to extrinsic cues (Gracia, Loureiro and Nayga, 2009; Jaeger and Rose, 2008). Brands facilitate the decision-making process, especially in the case of wine that is often regarded as complex and/or having a high level of associated risk (Lockshin et al., 2006). The addition of salient intrinsic attributes to a product or consumer experience enhances the quality and value perceived by consumers, and will increase the positioning strength of the brand (Batra and Ahtola, 1991). While some physical/functional attributes of the wine (e.g., producer information, label and bottle) are linked to the brand in its basic function of guarantee, risk reduction and trust building, the sensorial cues (e.g., color, bouquet) characterize the uniqueness of the offer and contribute to the brand attachment through symbolic meanings related to self-concept and social identity. An emotional utility is therefore reflected in the expression of the self and the brand experience (Keller, 1993).

Marketing literature has investigated the effect of senses on brands (e.g., Krishna, 2010), thus highlighting the sensory branding concept (Lindstrom, 2005). Senses, in particular, recall brand image and reputation (Brakus et al., 2009). The sensorial responses from a consumer’s exposure to a brand precede affective responses (Zajonc and Markus, 1982) and the hedonic experience of senses (sight, odor, taste) contributes to the formation of mechanisms like brand attachment, which mediate all feelings with a pleasant experience (Park et al., 2008).

While a number of studies has proven and measured the combined effect of several extrinsic cues on product evaluation (e.g., Combris et al., 2009; Stefani et al., 2006), they did not disentangle their relative impact (Mueller and Szolnoki, 2010). Also unexplored is the degree to which consumers differ in their relative responsiveness to extrinsic cues. Moreover, only some brand elements, such as label and brand name, have been examined. Recently, Hoegg and Alba (2007) show the impact of several extrinsic cues for orange juice, including brand name, price, and region of origin, on taste discrimination and taste preference. Their findings include a national brand receiving better taste evaluations than a store brand and differences in the color of orange juice leading to greater differences in perceived taste than in brand labels. Therefore, it is hypothesized that:
H3: Brand attachment mediates the effect of senses on wine experience

This study tests the following conceptual framework (see figure 1), in which sensorial cues affect wine experience through the mediation of brand attachment. This framework is studied in 2x2 design; gift-giving vs. self-consumption and low vs. high expertise.

Figure 1: Conceptual framework

METHODOLOGY

This paper aims to investigate the effect of the combination of sight, olfaction and taste on wine experience. A questionnaire was developed, in which all variables were measured on seven-point Likert scales (1 = not important, 7 = very important) using multiple items, in an effort to overcome the limitations of previous studies that used single-item rating scales (Cohen, 2009). The scales, whether used in full or partially (adjusting to the study objectives), were drawn from relevant literature. Respondents were asked to answer the questions in relation to the last bottle of their favorite wine they purchased. This approach particularly derives from the definition of wine experience, considering also that wine is a product with strong sensory fatigue due to its alcohol content (Mueller, Francis and Lockshin, 2009). In fact, Mueller et al. (2009) showed that in a blind condition consumers were not able to discriminate between wines due to the sensory interaction and carryover effects of stimuli in a choice set. Moreover, we were interested in memorable, attention capturing and easy to process perceptually experiences (Spence, 2012). Grunert (2003) found that, if a consumer has previously consumed a product, then the memory of the beliefs formed due to the previous taste experience will influence his later repurchase and not the original taste experience itself. Zandstra...
(2006) showed that the memory of a taste can be quite different from the actual taste impression. If one analyses products that exist in the market, then some consumers are likely to have previously tasted the product. Accordingly, the fuzzy memory of the taste experience and extrinsic cues will likely influence their purchase decision. Therefore, we believe that the experience of the favorite brand of wine is easy to recall, since perception relies on an interpretative ability to recognize and compare with previous sensory experiences, which, in turn, depend on social practices and an individual’s personal history.

Ferrarini et al. (2010) have demonstrated that people are capable of identifying a circumscribed range of terms within the broader emotional lexicon that describe the emotional aspects elicited by wine. Therefore, since we measured the emotional attachment the respondents have to a wine brand, we asked them to evaluate all variables in relation to their favorite brand instead of giving them some brands. In fact, Mueller et al. (2010b), analyzing market shares and choices, have confirmed that extrinsic characteristics and product memories from previous consumption are very strong drivers for consumers’ wine purchase.

First, respondents were asked to rate their wine expertise through a 15 item, seven-point scale (Kleiser and Mantel, 1994). Respondents were then asked to indicate the importance level of extrinsic and intrinsic attributes derived from the literature (Lockshin et al., 2006; MacDonald et al., 2013; Mueller and Szolnoki, 2010). The extrinsic attributes were brand, area of production, price, point of purchase (shop staff, atmosphere), bottle, label, medals, certifications, the producer and, finally, the producer’s marketing actions (leaflets and/or brochures). The intrinsic attributes referred to the three senses: taste, sight and olfaction. In particular, the dimensions used were:

- **sight**: color intensity, color brightness and color shade;
- **olfaction**: frankness, intensity, delicacy, harmony balance;
- **taste**: body, aromatic persistency, aftertaste, acidity, mouth thickness, astringency.

The three senses were measured through self-reported questions covering different aspects in relation to the wine the respondent preferred.

Respondents were then asked to rate their emotional attachment to the brand of wine they usually purchase by using 7 seven-point scale items from Thomson et al. (2005). Lastly, they rated their wine experience in terms of familiarity, memorability and affection by using 3 seven-point scale items adapted from Murray (1991).

Finally, socio-demographic variables such as age, gender, income and nationality were also included to explain certain behaviors, along with respondents’ preferences in terms of the type of wine (red, white, rosé) and their favorite brand of wine.
The questionnaire was submitted to a sample of specialized students enrolled in a Master degree program in tourism and wine marketing in Switzerland and a sommelier course in the South of Italy. For the Italian sample, items were translated into Italian using an iterative approach (Douglas and Craig, 2007). Participants in the survey were highly involved wine consumers, having either high or low expertise. According to the literature (Coulter and Coulter, 2003), these consumers have a high level of preference insight, which means that they choose a product evaluating all its elements properly. Since they are able to accurately weigh the sensory enjoyment of wine tasting, they carefully evaluate, and are less driven by, extrinsic cues such as brands and promotions. Therefore, the type of respondents allowed us to be fairly confident on their recall of all the dimensions analyzed. A total of 748 respondents were asked to participate after being intercepted at the end of the classes. They were randomly assigned to the 2 purchase occasions, namely self-consumption and gift-giving. A total of 698 questionnaires were ultimately deemed usable since 50 of them had missing responses. Due to the locations where the interviews were conducted, the achieved sample is somewhat skewed in favor of younger people (64% of respondents being under 35), and somewhat balanced in terms of gender (M = 335, F = 363). In the section related to brand attachment, as the respondents were asked to think of their favorite brand of wine, they highlighted different brands, varying in brand reputation that goes from very well-known brands to unknown brands. The wines chosen covered a wide range of chemical and sensory properties (fruit intensity, oak flavor, astringency, sweetness, alcohol levels, etc.) and a wide range of extrinsic (non-sensory) characteristics, such as price points, label type, different vintages, brands and regions from all over Italy and France.

In terms of preferences, 65% of the respondents prefer red wine (28% primitivo, 33% negramaro, 22% aglianico, 17% merlot wine variety), 25% prefer white wine (38% pinot, 12% gewurtztraminer, 25% sauvignon blanc, 25% falanghina wine variety) and 10% rosé wine. In terms of price the wines chosen range from 9 Euros to 30 Euros, thus reducing the impact of price on their preferences. Six brands emerged as most preferred mainly from Italy and France.

The extrinsic factors that consumers consider when choosing wine have been factor analyzed with a Varimax rotation (see Table 1). The analysis highlighted 2 components: (1) ‘Functionality’, which groups elements related to the tangible and functional aspects of the wine, highlighting the importance of cognitive information that constitutes wine expertise; and (2) ‘Point-Of-Purchase (POP)’, which groups extrinsic attributes that highlight both the informational function of the point of purchase (i.e., through the shop staff,) and the experiential function (i.e., the atmosphere).

**Table 1. The Factor analysis results**
The two components reflect the brand literature (e.g., Keller, 1993), which considers products as a bundle of product-related attributes. They are essentially defined as the components of the core product function sought by consumers, along with non-product-related ones, which are external to the function or process of the product offering.

To assess the effect of the product attributes and senses in relation to the two purchase occasions (gift-giving vs. self-consumption) and level of wine expertise (high vs. low), a two-way ANOVA was carried out. To test the effect of senses on wine experience, a structural equation model was run (see figure 2).

**RESULTS**

To test H1a and H1b, a two-way ANOVA was carried out with wine experience as a dependent variable. All sensorial variables and wine experience were computed by calculating the mean of the items measured for each variable.

In both the purchase occasions, all variables were found to significantly affect wine experience: sight (F (1, 698) = 174.54, p < 0.001), olfaction (F (1, 698) = 149.21, p < 0.001), taste (F (1, 698) = 204.98, p < 0.001), functionality (F (1, 698) = 216.69, p < 0.001) and POP (F (1, 698) = 160.23, p < 0.001).

The gift condition, in particular, shows that all variables have higher means than in self-consumption scenario (see Table 2), which confirms the gift function in self-expression that requires both cognitive and sensory dimensions. The former are activated in order to avoid the risks of a wrong choice that could negatively impact the image, and the latter reinforce the psychological and emotional meaning of a gift.
The sensory dimensions affect wine experience rather than the extrinsic ones, confirming H1a.

Moreover, the interaction between the occasion and the expertise confirms the sensoriality of the wine experience. In fact, all variables were significant: sight (F (2, 698) = 30.84, p < 0.001), olfaction (F (2, 698) = 36.40, p < 0.001) and POP (F (2, 698) = 32.78, p < 0.001) – except for Functionality (F (2, 698) = 2.59, p = .108). High-expertise consumers show higher means in both the occasions, except for Sight in the self-consumption occasion, confirming that it is through the senses that these consumers experience wine, while the functional aspects basically provide cues that cognitively reinforce the choice (Table 4).

### Table 2. t-tests for gift-giving vs. self-consumption

<table>
<thead>
<tr>
<th></th>
<th>Taste</th>
<th>Sight</th>
<th>Olfaction</th>
<th>Functionality</th>
<th>POP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
<td>M</td>
</tr>
<tr>
<td>Gift-giving</td>
<td>5.30</td>
<td>.86</td>
<td>5.33</td>
<td>.92</td>
<td>5.39</td>
</tr>
<tr>
<td>Self-consumption</td>
<td>3.64</td>
<td>.89</td>
<td>3.61</td>
<td>1.10</td>
<td>3.68</td>
</tr>
<tr>
<td>t-value</td>
<td>24.18</td>
<td>21.75</td>
<td>20.52</td>
<td>23.44</td>
<td>22.54</td>
</tr>
</tbody>
</table>

* df = 698; p < 0.001

### Table 3. t-tests for high vs. low expertise

<table>
<thead>
<tr>
<th></th>
<th>Taste</th>
<th>Sight</th>
<th>Olfaction</th>
<th>Functionality</th>
<th>POP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
<td>M</td>
</tr>
<tr>
<td>Low expertise</td>
<td>3.68</td>
<td>1.03</td>
<td>3.72</td>
<td>1.19</td>
<td>3.65</td>
</tr>
<tr>
<td>High expertise</td>
<td>5.08</td>
<td>.93</td>
<td>5.04</td>
<td>1.10</td>
<td>5.05</td>
</tr>
<tr>
<td>t-value</td>
<td>-17.91</td>
<td>-14.35</td>
<td>-15.68</td>
<td>-16.36</td>
<td>-17.81</td>
</tr>
</tbody>
</table>

* df = 698; p < 0.001

To test H2 and H3, a structural equation model (LISREL 8.80) has been run with the three senses (sight, olfaction and taste) as independent variables, wine experience as a dependent variable and brand attachment as a mediator (see Figure 2 and Table 5). In regards to the senses, it is assumed here that sight and olfaction are antecedents of taste. As for brand attached, 4 factors resulted significant.
The model has a good fit ($\chi^2(164) = 260.44$, $p < .001$; CFI = .98; NNFI = .94; RMR = .104; GFI = .964; AGFI = .954; PGFI = .753; RMSEA = .029) and shows that the sensory effect is mostly driven by Taste, which had a direct effect on Wine experience ($\beta = .65$ $p < 0.001$). Sight ($\beta = .25$ $p = .792$) and Olfaction ($\beta = .71$ $p = .460$) are not found to have a significant effect on Taste. Therefore, H2 is confirmed.

Further, it is maintained that sensorial perceptions have an effect on extrinsic cues such as the brand that in turn acts as a mediator of the relationship with the wine experience. In fact, brand attachment turned out to be a mediator ($\beta = .269$ $p < 0.001$), reinforcing emotionally the sensory features. Instead, cognitively the function of a brand, represented by elements such as the name of the producer and the region of origin, is displayed in the label.

Brand attachment is also affected by the purchase occasion ($F (1, 698) = 516.79$, $p < 0.001$), with a higher mean in gift purchases ($M = 5.4$; $SD = .82$) than in self-consumption ($M = 3.64$; $SD = 1.18$). This highlights the role of the brand in affecting the social aspect of wine. Therefore, H3 is confirmed.

Figure 2: Standardized theoretical path coefficients
Table 5 Path coefficients for the model in Figure 2

<table>
<thead>
<tr>
<th>Measure paths</th>
<th>Path coefficients</th>
<th>Structural paths</th>
<th>Path coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine experience</td>
<td></td>
<td>Wine experience</td>
<td></td>
</tr>
<tr>
<td>Sight → Color intensity</td>
<td>.584***</td>
<td>Sight → Taste</td>
<td>.258</td>
</tr>
<tr>
<td>Sight → Color brightness</td>
<td>.615***</td>
<td>Olfaction → Taste</td>
<td>.687</td>
</tr>
<tr>
<td>Sight → Color shade</td>
<td>.609***</td>
<td>Taste → Brand attachment</td>
<td>.622***</td>
</tr>
<tr>
<td>Olfaction → Frankness</td>
<td>.590***</td>
<td>Brand attachment → Wine experience</td>
<td>.226***</td>
</tr>
<tr>
<td>Olfaction → Intensity</td>
<td>.606***</td>
<td>Taste → Wine experience</td>
<td>.671***</td>
</tr>
<tr>
<td>Olfaction → Delicacy</td>
<td>.625***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Olfaction → Harmony balance</td>
<td>.615***</td>
<td>Sight ↔ Olfaction</td>
<td>1.051***</td>
</tr>
<tr>
<td>Taste → Aromatic persistency</td>
<td>.605***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taste → Body</td>
<td>.623***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taste → Aftertaste</td>
<td>.632***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taste → Acidity</td>
<td>.632***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taste → Astringency</td>
<td>.621***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taste → Mouth thickness</td>
<td>.598***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wine experience → Familiarity</td>
<td>.571***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wine experience → Memorability</td>
<td>.613***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wine experience → Nostalgia</td>
<td>.583***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brand attachment → Affectionate</td>
<td>.655***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brand attachment → Passionate</td>
<td>.690***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brand attachment → Connected</td>
<td>.671***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brand attachment → Attached</td>
<td>.727***</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** All values are standardized; *** indicates p-value < .001

**DISCUSSION**

The study shows that wine is a multisensory experience and that the combination of extrinsic and intrinsic cues contributes to wine experience. Consistently with a growing body of sensory consumer research (e.g., Biswas et al., 2014; Krishna and Schwarz, 2014; Meiselman, 2013; Spence, 2015), this paper highlighted that extrinsic product cues, such as branding, influence how consumers experience food and beverage products, in this case wine. This finding confirms the complexity and variety of factors that influence wine consumption (e.g., Hollebeek et al., 2007; MacDonald et al., 2013; Martinez et al., 2006; Siegrist and Cousin, 2009), thus highlighting the importance of simultaneous processing of extrinsic and intrinsic cues. In fact, despite the differences in the country of origin and demographics...
of wine consumers, taste is not the only factor that can influence consumer experience and needs to be supported and combined with other factors, whether or not sensory.

First, the findings demonstrate that the purchase situation affects wine experience. Congruent with the gift-giving literature, the social situations and the consequent use of wine affect how consumers proactively reinforce their self-perception when gift-giving, especially for the non-expert general public. This confirms the experiential nature of wine and its appeal to senses, also given by the respondents’ preference for full body wine with a strong smell and strong taste (red wine from primitivo or aglianico vine variety), which encapsulate the pleasure of senses. The non-sensory components serve to reinforce the sensory nature of wine, cognitively supporting the experiential features.

Secondly, wine expertise helps in appreciating the wine in a sensory way, thus confirming previous studies on knowledge (Schaefer, 1997). A higher level of wine knowledge helps the consumer weigh relatively sophisticated product cues such as region, vintage or estate, while low-knowledge consumers predominantly rely on peripheral product cues such as medals and awards that may act as substitutes for product knowledge (Charters, 2004). Experts develop, through successive wine tasting, a somewhat different set of sensory concepts that do not include the personal idea of “liking” a wine. Experts’ assessment tends to be based on a number of specialist parameters and criteria that are part of a collection of standards widely accepted in the reference community.

Moreover, the higher mean for the point of purchase in case of high expertise respondents can reflect a certain level of wine knowledge. Consumers might choose stores perceived as more functional by nature (e.g., supermarkets or grocery stores) to purchase wine for everyday consumption (i.e., self-consumption), while specialty stores might be more common for premium wines, a product considered to be more symbolic and/or hedonic (e.g., in case of gift).

Lastly, the findings demonstrate that brand is an important element in wine experience, representing a premium when consumers value their own preferences, especially in a gift-giving context. In fact, through brand attachment, sensory cues have a positive effect on wine experience, thus confirming the experiential nature of wine (Benfratello et al., 2009; Spence, 2012). Brand attachment summarizes the cognitive characteristics to the emotional features of wine. The combination of sensorial cues together with cognitive cues such as information on the bottle’s label and design factors (i.e., imagery, color and layout), contribute to developing the attachment (Elliot and Barth, 2012). Since a wine brand is a layered or hierarchical concept, in which layers of brand elements interact (e.g., vintage, grape variety, region and country of origin), it represents a unique bundle of characteristics that only one, or very few, producers are able to combine to differentiate and create a distinctive experience. The importance of these elements also varies in relation to consumer knowledge and situational factors.
This paper also contributes to the growing sensory marketing literature by examining the effect of multiple senses on experience, demonstrating that senses act through the brand even for products that need to be consumed in order to fully appreciate their qualities.

This paper is a first understanding of sensory branding in wine, analyzing how senses through brand attachment affect consumer experience. We are aware of the limitations of the approach chosen, which aims at obtaining an overall evaluation of wine experience in different aspects including brand attachment and sensory factors. Future research could therefore combine self-referential measurements of senses and experimental real settings involving taste. This approach would help to better understand the impact of remembered taste versus taste impression in a taste test on consumer purchase behavior. It should be also investigated whether differences in terms of expertise are more attributable to an acquired taste or to an innate ability. In addition, other measurements of brand effects (e.g., brand loyalty) and behavioral responses (e.g., purchase intention, willingness to pay a premium price) should be considered in the model. The wine quality could be included as a mediator of the relation between the cues and the brand. The findings could also be further validated by replication in other countries.

Further research on sensory branding could consider whether more specific aspects of the brand are differentially effective based on the recipient and a different type of product (e.g., a search product, which, being more utilitarian, would show a different experience outcome especially in gift giving situations).

**CONCLUSION**

This paper looks at the role of functional and sensory cues in consumers’ wine purchasing decisions. The relatively high complexity and perceived risk of a wine purchase give rise to a need for selecting an optimal mix of wine elements when creating marketing communications. These communication efforts should take both low- and high knowledge consumers into account.

The wine industry is facing major changes, shifting from a production-oriented industry to a more marketing-oriented industry, while its agricultural roots and emphasis on product source remain unpredictable factors. From a managerial point of view, this study reinforces the necessity of a sound marketing strategy. It is important for practitioners to understand the interplay of sensory and non-sensory attributes as both dimensions have to be optimized for a product to be successful in the marketplace. The wine business needs to combine price competitiveness with experiential and sensorial strategies. Wine as a product is an experience of the brand, the lifestyle connotations that are associated with it and the region where the wine comes from. For wine brand trust or brand relationship factors are not sufficient for consumer repurchase. Consumers do not expect the wine to
be branded per se as a tool of engagement, but rather to engage them in cultural and geographical storytelling, using elements such as heritage and terroir, which convey a sense of authenticity. As consumers become increasingly exposed to a wider range of wines in retail outlets, wine producers need to build strategies to strengthen consumer loyalty for their brands. The appeal to senses must be matched to all components of a wine brand in order to connect with consumers and, ultimately, increase sales.
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ABSTRACT

The evolution of the transportation systems in South Arica offers a whole range of novel advertising opportunities; however, practitioners’ perspectives on planning this Out-of-home advertising platform remain unknown. This study is one of the first to explore practitioners’ perspective on transit advertising media in an emerging context and contributes to the limited theory on OOH advertising and media planning. Using qualitative interviews, this study detailed themes concerning media professionals’ evaluation of transit advertising media in a developing context. The feedback of these experts was used to ascertain the key strengths and limitations of transit advertising media. The practical as well as academic implications of findings were also presented.
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INTRODUCTION

Gustavo Petro, the mayor of Bogota, Columbia, is well known for his contribution to transportation systems in developing countries and the quote: “A developed country is not a place where the poor have cars. It’s where the rich use public transportation.” Consider for a moment, some of the finest cities across the globe - London, Paris, New York, Dubai, Singapore, and Mumbai. The majority of the populations in these cities travel via massive first-world public transport networks of trains, trams and buses. This trend has only lately expanded to some developed countries (Subramania, 2016). In South Africa, recent infrastructural developments, such as the new transportation hubs, new airports, taxi-rank upgrading, SARCC (the South African Rail Commuter Corporation) integration, the new upmarket Gautrain, the Bus Rapid Transport (BRT) system, resulted in a far wider range of Out-of-home (OOH) advertising media opportunities (Du Preez, 2015).

OOH advertising in South Africa can be classified in four major platforms based on their reach in different environments: outdoor advertising aimed at vehicular traffic; transit advertising aimed at commuters; street-and-retail furniture advertising for pedestrians and shoppers; and alternative OOH advertising targeting exact audience profiles where particular groups congregate for a specific purpose.
This article offers an industry perspective on planning one of these OOH advertising platforms; transit advertising media. OOH and transit advertising media are expanding across the globe. The global OOH advertising expenditure of $7.6 billion is driven primarily by digital OOH in the transit environments (GIA, 2015). Globally transit advertising is the fastest growing OOH platform at 7% (Magna Global, 2016). It is also expanding in African markets due to the formalization of transit environments (Du Preez, 2015). Most commuters in these markets are reliant on the minibus taxi- and bus industry for their daily travel. This in turn generates a captive audience for brands to effectively reach these economically active consumers. It is evident that there are prospects for small and large businesses to use transit advertising to engage and reinforce their advertising messages – and even to entertain commuters in this new media landscape.

THE PROBLEM INVESTIGATED

No empirical study on how media practitioners evaluate modern transit advertising media platforms in a developing context could be found. Research in developed markets predominantly concentrated on consumers’ responses to traditional outdoor advertising boards (Donthu et al., 1993; Wilson & Till, 2011; Wilson et al., 2015), as well as digital advertising signage (Roggeveen, et al. 2016). Consumers’ contact with outdoor advertising messages for potential harmful foods or alcoholic beverages are often the focus in developing countries (De Bruijin, et al. 2014). However very limited studies on transit advertising have been conducted; with the exception of a few such as commuters in Hong Kong perceptions on exterior-bus advertising (Prendergast & Hang, 1999) and subway advertising (Chan & Fung, 2013); airport advertising in New York (Wilson & Till, 2008) and taxi-cab advertising in Scotland, UK (Veloutsou & O’Donnell, 2005). There still remains a serious paucity of academic literature on the practices of transit advertising media sector, even more so in an emerging market context, such as South Africa.

In the light of this insufficiency, the objective of this article to explore how experienced media experts evaluate transit advertising media when planning campaigns within South Africa. The contribution of this study is practical as well as academic. From a practical perspective, the findings can assist marketers and businesses in understanding transit advertising, in order to make use of this innovative OOH advertising media platform effectively for their advertising purposes. Despite the growing potential and opportunities there is still a lack of understanding of the value of this platform for businesses. The planning of advertising media followed by the nature and scope of transit advertising media will be reviewed in the following sections. This will be followed by the research methods and insight obtained from the in-depth interviews with advertising media professionals. Finally, the managerial implications and suggestions for future research are presented.
ADVERTISING MEDIA PLANNING

Advertising media planning is the most crucial function to achieve the advertising objective of reaching the target market (Koekemoer; 2010). Numerous academic sources acknowledge the complexity and significance of advertising media planning within the overall marketing strategy (Barker, 2014; Lane et al., 2011). It is a critical area of research because companies invest millions on advertising and promotional campaigns to persuade and engage; driving participation, facilitation, and conversation to build relationships. Furthermore, the digitization of media channels, proliferation of media options and increase in customer touch points has driven a intense fragmentation of target audiences, and continues to complicate the advertising media planning process of setting the media strategy and selecting the media options through which to deliver effective communications (Barker, 2014).

The current article is focused on advertising media planning, a specialist subset within marketing communication based around the selection of communication platforms used to transfer the organisations’ marketing messaging to their desired audience (Barker, 2014). Advertising media planning refers to the decision made to deliver advertising messages to the appropriate people, the right number of times, in the right environment at minimum cost to achieve the advertised brand’s marketing communication objectives (Koekemoer, 2010). A media plan refers to the complete analysis and execution of the media component of an advertising plan (Lane et al. 2011). No two media plans would be exactly the same, since it depends on the advertiser or the product, the objective to be achieved and the media planner or agency. At the crux of advertising media planning is the selection or evaluation of the best medium or combination of media to obtain the marketing communication-and-media objectives. The focus of the current study is on the evaluation of transit advertising media by experienced media experts in South Africa.

When selecting advertising media, the following factors should be considered: The ability of the media to communicate the brand or product the most effectively, the media objective (such as the reach and frequency required and the cost involved); the size, type and media habits of the target audience; the unique characteristics of each medium, and the nature of the product or service to be advertised (Sissors & Baron 2010; Lane et al. 2011) An important principle in media selection is “Media Neutral Planning” (MNP), where each medium is treated as potentially appropriate, depending on the specific marketing objectives. This requires the “consideration of, and expertise in all media channels”, including transit advertising (Tapp, 2005). Media neutral planning, therefore, requires an in-depth understanding of all the available transit advertising media types and their unique characteristics.

Advertising media can be evaluated based on objective criteria and subjective media values when planning campaigns. Objective media considerations such as the level of media exposure, frequencies and cost indicate the ability of the different media options to reach a target audience at the right time,
Quantitative media considerations such as the level of media exposure, frequencies and cost indicate the ability of the different media options to reach a target audience at the right time, place and cost. The media exposure and frequency delivered in an OOH campaign depends on the location and features of media types as well as the creative message (Donthu et al., 1993; Wilson & Till; 2008). Subjective media values refer to how and which subjective media-context variables influence the effects of the advertisements embedded in that context (Bronner & Neijens 2006; Belch & Belch, 2015). The qualitative values of OOH advertising media have only recently been explored in empirical research, despite the fact that global companies are increasingly relying on these values to promote the image of their brands in international as well as developed countries (Wilson & Till, 2011; World Outdoor Advertising News, 2012; Ju & Chung, 2016).

TRANSIT ADVERTISING MEDIA
The Outdoor Association of America (OAAA) defines transit advertising as “advertising displays affixed to moving vehicles or positioned in the common areas of transit stations, terminals and airports” (OAAA, 2015). Transit advertising thus consists of moving transit advertising media affixed to the outside or inside of moving vehicles as well as static advertising boards located in the common areas of train stations, taxi ranks, bus terminals and airports.

Some scholars examined commuters’ responses to moving transit advertising media affixed to moving vehicles (Chan & Fung, 2013; Veloutsou & O’Donnell, 2005), while others studied the noting and recall of static transit advertising (Wilson & Till, 2008). Veloutsou and O’Donnell (2005) conducted exploratory research in three areas in Scotland, on the overall attitudes and feelings towards advertising, outdoor advertising and taxi advertising from the perspective of the taxi commuters. They warned that there is more to the effectiveness of an advertising medium than the respondent’s ability to recall the advertisement – and the subsequent short-term sales increase. Therefore, target audiences’ attitudes and perceptions towards the medium and advertising also need to be taken into consideration when determining the effectiveness of an advertising medium. They found significant differences in exposure to taxi cab advertising between the different groups surveyed. For example higher exposure was measured for those from living in the city compare to those living in smaller towns, where taxi advertising is relatively new or not used as often. This suggests that specific types of transit advertising can be very successful for geographic selectivity to target different audience groups, however not all types might be equally effective or available across geographical areas.

Other studies also confirmed the ability of certain transit advertising types to target narrowly defined audiences. Wilson and Till (2008) suggest that airport advertising media are effective for narrowly defined customers audiences that coincide with airport passengers’ profiles such as businessmen. The
findings also showed that the size and shapes of the advertising medium, the themes used in the messages, as well the number of words in the copy, influenced the recall and recognition levels. The findings iterated the importance of the “less is more” principle of using a simple message with fewer words, rather than longer and more complex copy for effective advertising messages in the transit environment. This creative limitation in terms of the design is a potential disadvantage (Belch & Belch, 2015). The findings also suggest that placing advertisements on unusual or unique media vehicles and the use of context-related themes (such as destinations, or airport-related themes for airport media) in the message increase the level of processing of information by a audience in transit.

Prendergast and Hang (2008) examined the recall of exterior bus advertising in Hong Kong. They found that the exposure to and recall of exterior bus advertisements is relatively high due to long time spend by commuters waiting for busses in this geographical area. This type of public transit advertising is thus able to deliver reach to a wide captive audience. However message wear-out was also reported due to repetitive exposure. It was also found Hong Kong consumers are generally less opposed to tobacco and liquor advertising on the exterior of buses compared to developing countries. Exterior bus advertising was found to be more effective if consumers were highly involved with the products/services being advertised, and if consumers had positive attitudes towards advertising in general.

The nature of public transit in South Africa is fairly different in comparison to that in the Western developed countries. South Africans spend on daily far more time commuting to work, compared developed countries (World Bank in PMG, 2014). Public transport users in South Africans earn less than those in developed countries (StatsSa, 2013). Minibus taxis, are used as transport by the majority of the South African population (18 million people); and it accounts for 69% of public transport in the country (StatsSA, 2013). The commuters are typically lower income workers (26,5%); and key decision-makers in household purchases (OMD South Africa, 2013). Commuters using taxicabs in developed markets are part of the higher-income segment of the market; and they are transporting only a few passengers at a time (Veloutsou & O’Donnell, 2005; Wilson & Till, 2008).

**STUDY DESIGN AND PROCEDURE**

In-depth interviews with 16 transit advertising media specialists in South Africa were conducted to understand how they apply objective criteria and subjective values when planning transit advertising media in a South African context. Qualitative research was deemed to be appropriate as it allows for the in-depth understanding of participants’ perspectives in their own words (Patton, 2005). Purposive sampling was applied to select specialists in prominent media agencies and transit media providers across South Africa. The membership lists of Advertising Media Association of South Africa (AMASA)
and Out of Home Media South Africa (OHMSA) were used to identify organizations that met the following criteria: 20 or more employees, 10 million rand (764,619 USD) or more in revenue, experienced in transit advertising media, and within reasonable distance from the researcher. The size and distance prerequisites allowed the researcher to conduct in-depth interviews with these specialists in their own space, which facilitated the building of rapport. Twenty-two organizations met these criteria. The highest-ranking manager at each organization was contacted and briefed on the purpose of this research. They advised the researched on the most suitable person in their company to participate in the study. Of these, ten participants with extensive experience in transit advertising media were interviewed for this study.

The interviews moved from general to specific questions to provide context for each participants’ answers and allow the conversation to develop based on the point of view of the participants (Morrison et al. 2011). To develop a rapport, participants were first asked about their experience in the media industry. They were then asked some general questions about how they employ quantitative criteria and qualitative values when planning transit advertising media campaigns. Each question used laddering to further probe perceptions and media practices (Reynolds & Gutman 1988). Participants were also requested whether they had any additional ideas on the topic to share before the interview was concluded.

The framework approach was used to analyze the data (Gale, 2013; Ritchie & Spencer, 2002). Firstly, all the interviews were digitally recorded and transcribed verbatim. This was followed by familiarization with the data and construction of a thematic framework drawing upon priori literature- and emerging issues from the data. Then indexing by applying the thematic framework and abstraction to synthesize were conducted.

The last phase of data analysis involved finding of thematic patterns and interpretation of the data as a whole to address the research purpose. Guba’s four criteria to ensure trustworthiness (Lincoln & Guba, 1985) were considered for this study. The strategies as suggested by Shenton (2004) were implemented to meet these criteria. Sufficient understanding and thorough review of the literature to conceptualize and frame the findings ensured credibility or validity of the findings and conclusions. Transferability is concerned with the applicability of the findings to all relevant contexts. Detailed descriptions of the research design and methodology, as well as rich and solid descriptions of the data analysis were provided to satisfy the concerns for transferability. Confirmability or neutrality of the findings was ensured by discussions between the researcher and key experts to reduce potential bias. An accurate and detailed record on how the study was approached and conducted, including how the data were collected and analysed also contributed in this regard.
FINDINGS

Several potential approaches can be followed to structure or report on qualitative findings, including chronology, life-history, themes, composites, critical events, zoom lens and portraits (Patton, 2005). For this article, the conceptual networks with meaningful themes that emerged from the data analyses were used to report the findings. A schematic overview of the related themes that encapsulate the overall findings of this study can be seen in Figure 1.

<table>
<thead>
<tr>
<th>Target Audience exposure</th>
<th>Frequency &amp; Reach</th>
<th>Relative cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Selectivity</td>
<td>• Exceptionally high levels of frequency and reach</td>
<td>• Low unit cost on mass public transport</td>
</tr>
<tr>
<td>• Increasing non-exclusivity of airport media</td>
<td>• Low unit cost on mass public transport</td>
<td>• Expensive up-market transit media</td>
</tr>
</tbody>
</table>

Figure 5. Major themes and related themes

In the following sections, the discussion of the insights obtained from the qualitative analysis of the interviews will be done, according to three themes: Target audience exposure; Frequency and reach, and relative cost. Verbatim quotations of participants are indicated with quotation marks and identified by the number of the participant. For example P1 means participant 1, and P2 refers to participant 2. In the case where words were added to the verbatim quotations to enhance the understanding, it was indicated by putting the inserted words in parenthesis: (...).

Theme 1: Target audience exposure

The participants revealed that there are various types of transit advertising options that can be employed in an campaign, to target different commuter profiles with different levels of disposable income, who typically make use of different modes of public transport in South Africa: “These offer the opportunity to be seen by high volumes of people of specific demographic and/or income groups.” (P3). Consumers in low-income and middle-income groups are typically reached by advertising on buses, minibus taxis and metro-trains: “Transit is usually when you are talking to your mass market, then you brand an entire taxi or brand a taxi rank or buses. It is great because so many people are using this transport... So typically you would use your transit for the low and medium LSM groups” (P6).

Transmit media opportunities catering for high income groups are expanding. Until recently advertising at airports was the only option for businesses targeting high-income travellers. As one participant noted: “airport media is the class of transit media that reach higher income and business people” (P4). However, it seems that there has been a shift from the past, where transit media were mainly suitable to reach the mass market by minibus taxis or metro train advertising to targeting higher LSM
groups. As one participant noted: “the improvements in the public transport lead to new opportunities”; and confirmed that “you will get more people (advertisers) involved in the transit media” (P1). A number of recently introduced upmarket transit advertising opportunities for businesses to reach higher-income commuters using media options were highlighted by the specialists, such as: “… opportunities for branding of metered cabs, not only on the outside, but inside as well” (P9); “the light boxes, Gauframes and digital platforms at all the Gautrain stations,” (P5); “Bus networks like Cape Town’s MyCiti and Rea Vaya in the Johannesburg” (P8).

Private car branding was another innovative opportunity revealed, where car owners’ lifestyles are matched with the target market of the product or service being advertised. The participants gave several examples illustrating highly targeted campaigns. “You give them your details and then the marketer will say he’s trying to reach people at gyms; so, therefore they will go into the database and see who are the active healthy type and goes to which gym” (P6). “Branding of selected fleets of private vehicles based on your target market criteria is also an option. We can combine it with brand ambassadors to distribute samples or flyers.” (P13)

**Theme 2: Frequency and reach**

Major strengths of transit advertising media identified in the findings are the ability to deliver exceptionally high levels of frequency, together with specific reach, because of the commuters’ habitual travel, as well as the specific routes of the transport modes in the area. A number of the participants corroborated this. One explained that “it’s a good format for frequency and reach; since, because of the mobile nature of that, it is specifically handy in areas where billboard availability is limited” (P10). Others explained, “this flexible medium is good to target hard-to-reach target areas.” (P7) “Each vehicle is chosen for routes within the advertiser’s market; Locally or regionally or nationally within South Africa” (P11). Public transit advertising and minibus taxi advertising media are usually employed to reach the mass market travelling back and forth to major metropolitan areas on a daily basis. The participants believed that this offers businesses the opportunity to expose a captive audience to their message several times during the course of a day. One participant explicated, “transit is usually when you are talking to your mass market, then you brand an entire taxi or brand, a taxi rank, or buses. It is great, because so many people are using this transport” (P6). Another reiterated the potential of mobile transit media to deliver high and repetitive audience reach and exposure. “Busses are like moving billboards with the ability to penetrate areas where other forms of OOH media are restricted. They offer advertisers frequency, reach, and high visibility within exactly targeted geographic zones” (P 3).

Some of the public transport vehicles used for advertising, such as buses and trains follow pre-determined and scheduled routes in specific geographic areas, while the routes of other vehicles, such as minibus taxis and upmarket cabs are more flexible, stopping at a large number of different locations.
within an area. This influences the way different transit advertising formats are employed in campaigns. The participants differentiated between broad nationally and narrow geographically target campaigns. “This message is going to be relayed, and re-impacted to your broad target audience going on this route, every day, every morning to work and back. Or, we can be targeted, for example, if you just want to target taxis that run next to school routes and you target school kids” (P1). Another explained how the levels of frequency and reach could be maximized using mobile media options and repetitive message placement. “For regional reach, branding of taxis or your bus advertising... so if you want to carry a message or a product demonstration or a brand activation – or just getting your message out there for a specific product - you can use the mobile media, and you can take it into Gugulethu (township close to Cape Town) the one day and the next day, Khayalitsha (township in Western Cape), and the next day, off to Durban, the next week you can do Umlazi (township on the east coast of KwaZulu-Natal), KwaMashu (township close to Durban), Claremont up to Jo’burg, wherever you need to be” (P5). The transit advertising media attributes should thus be taken into account, when planning such a campaign, since this influence the actual reach and frequency of the media plan, as well as the potential demographics of the commuters in the spaces being exposed to the advertising.

**Theme 3: Cost**

When comparing the cost efficiency of the different formats of transit advertising media, minibus taxis are regarded to be able to deliver a message to a large number of commuters at a reasonable low unit cost. “Taxis get around. You know they work for twelve hours a day, and cover more than 300km each day. In a month a taxi will transport almost 5000 passengers and cover almost 10 000 kilometres” (P14). “Taxi advertising is a cost-effective way to reach the commuters’ market that is active in the economy, so they have spendable income” (P7). Advertising on upmarket transit advertising media, such as the Gautrain station, or at airports is perceived to be far more expensive. One participant explained, “If you are looking for the fancy high class cabs you are looking for high expense, and if you are looking for minibus taxis, you are looking at low expense. However, the cost of new transit, such as the Gautrain, is very high” (P 3). Another confirmed that formats reaching higher income commuters are expensive. “Airport media are very expensive. For example, a gantry exiting OR Tambo, costs almost R400 000 (30 585 USD) per month” (P5).

A number of the participants were of the opinion that airport media do not offer adequate value for their clients’ budget any more, due to the extremely high media cost and the loss of exclusivity. They believe that this is due to low-cost airlines expanding air travel to a wider market, which in the past was only possible for the really affluent. “The cheap airlines operating over the past few years have resulted in air travelling having become far more accessible to a lot more people. One cannot claim that same exclusiveness with regard to the audience at the airports anymore, due to lower incomes; people are also using that mode of transport. So, I think the traditional argument that the airports are the highest concentration of wealthy viewers is
less valid now than it was 15 years ago” (P10). Others confirmed the high expenses associated with airport media. “The set-up cost is can require an enormous investment, so a brand must determine if it will offer long-term pay-off” (P15).

**DISCUSSIONS**

The findings in theme 1 revealed that transit media advertising offers targeted audience exposure. This is in line with the findings of previous study reporting on the ability of specific types of transit advertising to target narrowly defined audience segments such as taxi commuters of frequent flyers (Veloutsou & O'Donnell; 2005; Wilson & Till; 2008). However some novel insights were also revealed in the developing context of the current study. Airport media no longer offer exclusivity to advertisers aiming at high-income consumers and business travellers due to cheaper airlines making air travel affordable for the lower-income mass market.

When selecting specific transit advertising media options, it is thus critical to consider the demographic profile of the travellers advertisers are hoping to reach versus who they will actually be reaching. People travelling with airlines no longer just include affluent business people or international travellers. Voluminous middle-income families, local and international arriving or departing from South Africa also utilise this type of transportation.

Advertisers can choose from a variety of interior airport displays (located throughout the terminals in the arrival and departure areas, ticketing areas, baggage-claim areas, gate-hold rooms, concourses, entrances/exits, retail shops and VIP lounges) or exterior airport displays (along airport and terminal roadways in the form of billboards, spectaculars or overhead signs) to match the demographics of the targeted travellers leaving or entering this environment. For instance, those advertising car rental, accommodation or attractions aimed at tourist might consider baggage-claim areas, while those aiming at wealthy business travellers might consider VIP lounges or duty free shops.

The findings in theme 2 with regards to the frequency and reach highlighted some strengths as well limitations of transit advertising media. It confirmed the potential to deliver high and continuous levels of frequency and reach due to commuters’ mobility and repetitive exposure to the same message daily or weekly. This collaborates with research results on the geographic selectivity offered by different transit advertising media (Veloutsou & O'Donnell, 2005). While an advantage of transit advertising is the ability to provide high levels of exposure and frequency to a large number of people, this overly repetitive exposure to messages can result in message wear-out so that commuters just ignore them. Advertising wear-out occurs when, at some level of repetition, the audience affective response is either no longer positive or shows a significant decline. Advertising wear-out is the result of excessive
frequency causing viewers to perceive there is nothing new to be gained from processing the advertisement, thereby withdrawing attention.

Distracting stimuli in a cluttered and crowded transit environment can also make it difficult for advertisers to engage with captive commuters, because they can be tired, bored or too absorbed in their thoughts to even notice a message. Controversial messages may contribute to this less than positive feeling. Limited availability in certain areas is another limitation. For example, in rural or suburban areas, mass transit is limited or non-existent, so the medium is not very effective for reaching these people.

The surroundings may detract from advertisers' messages. A mud-splashed bus, a graffiti-sprayed subway car or a decaying subway entrance wall may not be ideal to showcase prestigious brands. Also, rushing through an airport may create apprehensions that limit the effectiveness of the advertisements placed there.

Advertisers could use creative techniques to minimize wearing-out over repeated exposures. To avoid wear-out they must offer ample variations in advertising executions. They can for example develop and rotate a pool of advertisements that employ different executions but convey the same basic message. These executions can share a number of common features, such as brand name, logo and tag line while other features such as headline, copy and graphic elements are changed. They could also include context-related themes such as destinations, or airport-related themes for airport media in the message to increase the level of processing of information by the audience. This use of context-related themes draws on consumers associations and relevant knowledge, which, in turn, facilitates learning and the recall of information or messages. They can also utilize original media strategies such as placing advertisements on unusual or unique sizes and shapes that are custom-designed to gain maximum attention through special eye-catching effects, such as cut-outs, three-dimensional sculpted features and digital-interactive screens. The effectiveness of the message can be improved – not only by using simple short messages, but also by using one that is relevant to the context or the environment, and placing it in unique advertising formats, such as an unusual shape.

The findings in theme 3 confirmed that mass public transit advertising is able to deliver reach to a wide captive audience at relative low unit cost. This is a common cited and empirically proven advantage of transit advertising (Prendergast & Hang, 2008). However the study furthermore reported on the high prices of up-market transit media such as airport media. This is because a captive audience is valuable for advertisers, and the transit media providers and agencies know and exploited it.
CONCLUSION AND RECOMMENDATIONS

Academic literature focuses predominately on freestanding outdoor advertising signs or billboards with limited studies on transport advertising. None of these offer insights on the value and challenges of those responsible for transit advertising strategies in a developing context. For that reason, insight was obtained purposefully selected specialists in the South African industry. This was reported in thematic format and compared with existing transit advertising media literature.

This study is not without limitations. Only media specialists in South Africa were interviewed, a valuable future research agenda could therefore be to compare the media tactics to target particular audiences identified in this study with those applied in other developed or developing countries. Specialists might not truly comprehend consumers’ perspective. Hence, one could add value by examining consumers’ exposure to and attitudes towards different transit advertising formats. It would especially be interesting and worthwhile to conduct empirical research on the qualitative values of media – such as the image and potential impact of the different media types, the context in which they are placed and the fit between the brand/product image and the context where it is advertised in light of the findings of the study that specialists are relying on these values to promote the image of advertisers’ brands.
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ABSTRACT

Systematic reviewing of prominent marketing communication journals and online industry sources offered some insight on the effectiveness of contemporary OOH advertising media types, but it presents no comprehensive classification thereof. This article therefore proposes an audience-centred matrix to plan and classify out-of-home advertising media options, according to the different environments in which audiences are exposed to them. Marketers are advised to focus on audience’s mode of mobility and their opportunity to process brand information, rather than the media features typically emphasised in the literature. This article contributes to the current theory for this type of advertising by synthesising discordant theory and practitioner sources on this type of advertising. Clear directions for future research were offered in particular, consumers’ process ability and mobility patterns in different environments, and the value of OOH advertising from a user- and consumer perspective.

Keywords: Outdoor advertising, Transit advertising, Street furniture advertising, Mall and point-of-purchase advertising.

INTRODUCTION

Out-of-home (OOH) advertising has always been somewhat unappreciated in academic literature. It remains of the least researched mediums - probably due to high costs involved with enacting field experiments or the large national surveys typically required to study this medium (Donthu and Bhargava, 1999). Some researchers have focused on the effectiveness of outdoor advertising boards (Bhargava et al., 1994; Donthu et al., 1993; Ju and Chung, 2016; Klerkx and Van Meurs, 2006; Taylor and Franke, 2003; Taylor et al., 2006), while a few others considered contemporary OOH advertising types (Veloutsou and O’Donnell, 2005; Wilson and Till, 2008). However they don’t offer a comprehensive logical taxonomy to apprehend the whole range of contemporary OOH advertising media possibilities. The practitioner’s perspective - as represented by OOH advertising media associations across the globe - recognises an increasing wide variety of options, but don’t concur on exactly what constitutes

THE PROBLEM INVESTIGATED

There seem to be a lack of a proper comprehensive OOH advertising media matrix or taxonomy for the whole range of media options. Without such a classification matrix or taxonomy there is no systematic, integrated basis to define, study or measure this persuasive advertising medium, neither is there a thorough understanding of the wide range of contemporary OOH advertising media options. For example according to Nielsen Media Research (NMR), OOH advertising media in South Africa accounted for R1,6 billion or 4,3% of the total of advertising media investment (OMD, 2013). However other reputable industry sources (such as Gordon Muller as Chairperson of the Advertising Media Forum and the Advertising Media Association of South Africa and Price Waterhouse Coopers) indicate that it was at least R4 billion or closer to 11.8% of total advertising investment in the country in the same year (Muller, 2013; PwC South Africa, 2013). The significant difference between these figures can be attributed to a number of factors. Firstly, the Nielsen figure only considered traditional OOH advertising media types such as roadside billboards, while disregarding the wide range of contemporary OOH advertising opportunities (OHMSA, 2017). Secondly, unlike other reported media formats the OOH advertising investment does not include agency commission, resulting in a 16.5% under-representation (PwC South Africa, 2013). Thirdly, a significant number of the OOH media companies, do not report their advertising revenue figures to Nielsen (Muller, 2013).

In order to address this shortcoming, the purpose of this article is to develop an audience-centred matrix to plan and classify the wide range of contemporary OOH advertising media options. It is necessary to approach conventional and contemporary alternatives OOH advertising with a holistic and audience-centred perspective in order to recognize and emphasize common elements (e.g., out-of-home placement and a mobile audience). This can guide marketers to better integrate and coordinate their efforts by increasing effective and efficient allocation of their advertising budget, recognizing the potential of the environmental urban context as a persuasive advertising medium beyond traditional and expensive mass media and exploiting all possible synergies among the potential environmental touch-points with commuters, pedestrians and shoppers. In the light of this discussion, the objectives of this article are twofold: i) To propose a contemporary OOH advertising media matrix; ii) To review the value of the major OOH advertising media platforms
This next section firstly outlines the methods used to design the study; and it then presents the results of the systematic review. Thereafter, a contemporary OOH advertising media matrix is proposed – derived, as it is - from this systematic review. Finally, the article provides conclusions, summarises the limitations, and recommends some areas for future research.

**RESEARCH METHOD**

Systematic reviewing is a methodological approach that systematically maps out the available evidence, critically appraises the evidence, and synthesises the results (Petticrew and Roberts, 2008). Systematic reviews allow for the objective appraisal of evidence, in order to address a specific research question, the synthesis of the results in an explicit way, as well as an identification of those areas where research is insufficient and further investigations are required (Kitchenham, 2004). A key element of a systematic review is the research protocol, which describes the research question; the search process; the inclusion and exclusion criteria; and methods for synthesising the studies, according to the type of data available (Petticrew and Roberts, 2008). In this article, the research question deals with exploring what constitutes contemporary OOH advertising media. The search process entails searching for classifications of OOH advertising media types by screening recent journals in advertising and marketing communication, as well as perusing the websites of global OOH advertising media associations. These online sources were considered, because there is only a very limited amount of scholarly articles available on the whole range of OOH advertising media types and even less so in the developing context (Roux and Van der Waldt, 2016).

Specific inclusion and exclusion criteria for journals were applied. To search for relevant journal articles the keywords "out-of-home advertising", "outdoor advertising" and "billboard advertising" were entered in the search functions nine prominent international journals in the advertising, communication and marketing disciplines. These international journals (Journal of Advertising, Journal of Advertising Research, Journal of Current Issues and Research in Advertising, Journal of Marketing, Journal of Marketing Research, Journal of Consumer Research, Communication Research, Journal of Marketing Communications) are widely accepted as the top journals in the respective disciplines. They are also similar to those used in previous studies to examine scholarly literature on advertising and media within these discipline (Khang *et al.*, 2016). No classifications of the major OOH advertising media types were found when examining the abstracts of the identified articles. However they offered valuable insight on the effectiveness of different OOH advertising types. This was integrated in assessment of the features of the major OOH advertising media platforms.

Websites of OOH advertising media companies, which are part of FEPE, the international industry association of OOH advertising media) with English on their webpage were also considered to review
practitioners’ perspective. These media companies represent the majority of industry revenues in the respective countries, as well as globally (FEPE International, 2017). A summary of OOH advertising media classifications found in on the websites of official OOH advertising media associations is depicted in Table 1.

<table>
<thead>
<tr>
<th>Practitioner OOH advertising media taxonomies</th>
<th>Outdoor Advertising</th>
<th>Transit Advertising</th>
<th>Street Furniture Advertising</th>
<th>POP/Retail Advertising</th>
<th>Alternative OOH Media</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteria used: Physical features</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>America (OAAA, 2015)</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>Cinema, DOOH</td>
</tr>
<tr>
<td>Ireland (OMA Ireland, 2015)</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>DOOH</td>
</tr>
<tr>
<td>New Zealand (OMANZ, 2015)</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>DOOH</td>
</tr>
<tr>
<td>Criteria used: Type of Audience/ environment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia (OMA Australia, 2015)</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>DOOH</td>
</tr>
<tr>
<td>Canada (OMA Canada, 2015)</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>Place based</td>
</tr>
<tr>
<td>United Kingdom (OMC UK, 2015)</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>Cinema</td>
</tr>
<tr>
<td>Nigeria (OAAN Nigeria, 2015)</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>DOOH</td>
</tr>
<tr>
<td>South Africa (OHMSA, 2015)</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>□</td>
<td>DOOH</td>
</tr>
</tbody>
</table>

Table 1: A comparison of OOH advertising media taxonomies presented in practitioner sources

The progression of industry is illustrated by the wide variety of unique media options offered to advertisers, such as sport-stadium advertising, promotional activities at shopping malls, and transit environments, various digital OOH advertising types, floating and flying advertising on boats and balloons, place-based advertising at medical clinics and restaurants. Furthermore different criteria are used to categorise the numerous types. Some base their classification mainly on the media format, irrespective of the environments and those audiences, which will be exposed to the medium. This means that an advertising board aimed at drivers on the highway, and one placed at a transport hub, and even one located inside a shopping mall, would be classified as outdoor advertising – irrespective of the environment in which it is located, or the type of audience exposed to it. While this method of categorisation is simple, it does not capture the environmental complexity of locations in which out-of-home advertising messages are delivered. Other associations classify the OOH advertising media types on the basis of the environment in which it is placed, or the key audience reached by the medium while they are involved in specific activities. The implication is that a billboard aimed at drivers on the highway would be classified as a roadside medium; but when it is located at a transport hub, it would be classified as transit advertising; and if inside a shopping mall, it would be regarded as retail a medium. Following an audience-centred approach like this is arguably more prudent, than merely focusing on the physical features of the medium. Ultimately, the target audience should be the main focus of any advertising campaign and the focal point around which all communication decisions are made.
There are also some differences of opinions on the inclusion or exclusion of cinema advertising as part of the OOH advertising media class. Some sources regard cinema advertising as part of alternative OOH advertising media; while most exclude it. The nature of cinema advertising differs from OOH advertising media in that the audience has to give its explicit consent to being exposed to the messages. Advertisements on OOH media are just advertisements; the brand messages are not embedded in a medium consisting of editorial or programme content (Muller, 2013). Consequently, cinema advertising will, therefore, be excluded from the OOH advertising media class in this article.

The systematic reviewed revealed that academic literature classifying OOH advertising is insufficient. It also showed that the industry present a variety of options but don’t agree on the major types of OOH advertising media. The aim of this article is thus to overcome this by proposing a contemporary OOH advertising media matrix and then present the value of the major OOH advertising media platforms.

**A CONTEMPORARY OOHADVERTISING MEDIA MATRIX**

The proposed OOH advertising media matrix in Figure 1 contains five major OOH advertising media platforms and OOH environments to incorporate the wide assortment of contemporary media recognized by global OOH advertising media associations. The major platforms are classified, according to two dimensions, namely: the audiences’ mode of mobility and their opportunity to process the information presented in an advertisement. The audience is at the centre of this planning matrix. In the context of integrated marketing communication, this is known as an outside-in planning approach, or a customer/audience-centred planning (Kliatchko, 2008). This approach is critical for media planning; since advertising without value or relevance to an audience, or which are not delivered via relevant media, would be filtered out, or ignored by the potential consumers (Wilson et al., 2015). Therefore, a audience’s perspective should be followed in deciding which media would be most effective in reaching a specific target audience or audiences by delivering relevant messages via the most-preferred media. This is achieved when the information needs, motives, lifestyle, frame-of-mind, and behaviour of the target audience(s) are used as a basis to select the most suitable OOH advertising media touchpoints, as opposed to focusing on the media characteristics. For example by placing contextually relevant messages on airport media in appropriate locations with longer dwelling times, would improve the level of processing of information by the travellers (Wilson and Till, 2008).
Mode of mobility of audience

<table>
<thead>
<tr>
<th>Mode of mobility of audience</th>
<th>Roadside environment</th>
<th>Commuter environment</th>
<th>Urban environment</th>
<th>Retail environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicular traffic</td>
<td>Outdoor advertising</td>
<td>Transit advertising</td>
<td>Street furniture advertising</td>
<td>Mall and point-of-purchase advertising</td>
</tr>
</tbody>
</table>

Low | High

Opportunity to process information

Figure 1: Contemporary OOH advertising media matrix

Mode of mobility of audience

Analysing the mobility patterns of a population is the basis of precise OOH advertising media planning (Bloom, 2000). The mobility of audiences reached differs considerably across the OOH media platforms, and should be considered when designing media plans and advertisements. Outdoor advertising is mainly aimed at moving traffic such as drivers or commuters. With mobile consumers moving in one direction and the advertisements possibly in another direction, the time of the exposure to the message is usually very brief and the likelihood of taking notice of a message is relatively low (Van Meurs and Aristoff, 2009). However this type of advertising has the ability to expose members of a target market to a message numerous times in a relatively short period of time (Donthu et al., 1993). Based on understanding where people are travelling from and to and for what purpose, the relevant target groups can be addressed with greater precision and less wastage (Bloom, 2000). The OOH mobility patterns of pedestrians and shoppers impact how they interact with advertising media. Advertising is more likely to be noticed when consumers are alone compared to when being in a group; and when being placed at specific locations such as close to a store or POP, but away from security checkpoints or gate-waiting areas (Wilson and Till, 2008).

The design can also influence the effectiveness of advertisements aimed at a mobile audience. The recognition of brands and products can be improved by using easily identifiable branding (logos/packaging/brand colours) and strong contrasting colours but limiting distracting content and informative information cues (images or words); (Donthu et al., 1993; Van Meurs and Aristoff, 2009). Design can even enhance the experience and influence the buying behaviour of shoppers by including humorous components, sounds and contextual relevant information to assists them in making their purchase decisions more rapidly (Dennis et al., 2012, Newman et al., 2010).
Opportunity to process information

A unique feature of OOH advertising compared to other media is the relatively low level of control and involvement of the audience when processing messages (Donthu et al., 1993; Wilson and Till, 2008). The situation in each of the OOH environments differs considerably; and therefore, this provides distinctive opportunities for audiences to process brand messages. The potential viewing- and dwelling-time of the target audience depends on the OOH environments in which they are exposed to the message (Wilson and Till, 2008). Advertisements viewed by a mobile vehicular audience are more difficult to process; because their appearance is often fleeting – and consumers have limited time to attend to them. Consequently, they do not usually lead to a high level of involvement in message processing (Donthu et al., 1993). Using simple short messages that are relevant to the context or the environment, and placing these on unique advertising formats, such as an unusual shape or form, can be used to increase the level of information processing (Dennis et al., 2012). Vehicular traffic is typically exposed to the advertisement very briefly. Environments with longer dwelling time, such as travellers waiting an airport or people waiting at doctors’ rooms typically result in more time being available for people to notice the message (Wilson and Till, 2008). The opportunity for interaction and engagement from the audience is better in environments with longer potential dwelling times than those with limited exposure times, such as at waiting areas at airports and kiosks in shopping malls displaying advertising on video screens (Gambetti, 2010). The disposition of consumers in the retail environment might be more composed; since they have already reached their shopping destination. Consequently, they are in shopping mode, and likely to be most receptive to information that could assist them in making purchase decisions (Burke, 2009). Thus, the opportunity to process information is typically low in both the outdoor- and urban environment, while the transit- and retail environment provide audiences with more opportunities to process such information.

OOH ADVERTISING MEDIA PLATFORMS

Outdoor advertising in the roadside environment

Outdoor advertising media are usually placed in the roadside environment, targeting fast-moving vehicular traffic on highways and other major roads, and are viewed from a distance. Consequently, an important condition for the effectiveness of outdoor advertising media is visibility from the side of a road (Taylor et al., 2006). This inherently requires readable and concise messages, remarkable sizes and prominent locations for messages to be noticed by motorists and passengers (Donthu et al., 1993). In
the roadside environment, boards that are larger in size are more conspicuous and therefore have a
greater likelihood of being seen (Wilson et al., 2015). Research has shown that brand and/or company
recall levels are positively related to high levels of repetitive message exposure on outdoor-advertising
media (Bhargava et al., 1994). Its round-the-clock presence offers advertisers a broader reach at high
frequency levels in both national and local markets (Taylor et al., 2006). By placing outdoor advertising
on specific highways and other major routes, advertisers can target a defined geographic market (Belch
and Belch, 2015). Local companies often use this platform rather than traditional broadcasting and print
media, because it exposes a broad mass market to their messages at a lower price (Taylor and Franke,
2003). The high impact of messages on these pervasive and massive canvases produces high awareness
levels that could improve the brand image (Ju and Chung, 2016) and package identification (Klerkx and
Van Meurs, 2000). Advertisements on these large formats are potentially more attractive and
noticeable (Katz, 2014); and they can be used to portray the advertised organisation as an important
and respected company or brand (Ju and Chung, 2016).

Nevertheless, outdoor advertising media have some limitations. Some countries have banned or
limited the placement of outdoor advertising, and extreme environmentalists regard this medium as
visual pollution (Iveson, 2012). For example Baro and Iqani (2017) criticised the massive scale outdoor
billboards that cover the entire facades of city buildings in Johannesburg and believe that they are at
the expense of citizens’ visibility and their opinion. Outdoor advertising delivers messages to a broad
mass market with limited information on demographic variables for target audience selection, such as
age, gender, occupation, income and family size (Lane et al., 2011). Another limitation is the limited
copy/text supported by such a brief exposure to the message – due to audiences often passing by at
high speeds. However, short, simple and legible messages tend to be recognised by consumers in split
seconds; and they allow for more rapid brand and company identification (Klerkx and Van Meurs,
2000).

Transit advertising media in the commuter environment

Transit advertising is another major platform of OOH advertising media; and it has also been in
existence for quite some time. In the early nineteenth century, messages, brand names and company
names attached to or pasted on carriages, buses and vans were carried through the streets by means of
horses (Bernstein, 2005). However, it has evolved considerably since then to now encompass a wide
variety of new advertising opportunities on moving transit media, such as on and/or inside buses, taxis,
trains and planes, or on trailers and trucks as well as on static transit media, such as airport terminals,
taxi ranks, bus stations and train stations (Veloutsou and O’Donnell, 2005). Advertising on transit
media provides widespread reach and repetitive exposure of messages to citizens working in major metropolitan areas (Veloutsou and O’Donnell, 2005). The majority of commuters travel the same route to work every day, using the same mode of transport, and spending approximately an hour each day travelling to work (Advantage, 2012). This allows for prolonged and repetitive exposure to brand messages on various transit advertising media formats.

The surrounding stimuli in this active environment and the preoccupied minds of passengers introduce some challenges to the advertisers (Wilson and Till, 2008). As the OOH advertising media class grows in terms of appeal and available formats, the use thereof increases, along with the advertising clutter. In addition, commuters may be engaged in other activities or media, such as newspapers, magazines or mobile devices, which may prevent contact with transit-advertising messages. This emphasizes the importance of a striking message that could hold the attention and interest of the target audience (Bhargava et al., 1994). Although advertising on moving vehicles can be quite a challenge, this form of transit media offers substantial creative opportunities, especially if used as a support medium in conjunction with other media such as radio and television (Veloutsou and O’Donnell, 2005).

*Street-furniture advertising in the urban environment*

While transit advertising delivers message to commuters, advertising on street-furniture provides a means to reach audiences somewhat closer to the point of purchase. Street-furniture advertising refers to those messages affixed to structures/furniture found in the streets of urban, suburban and metropolitan areas, such as bus shelters, park or street benches, kiosks, litterbins, bicycle racks, street poles and other structures erected for the purpose of advertising (OHMSA, 2017). Consequently, it can reach pedestrians, shoppers, and even drivers or passengers in slow-moving vehicles. This OOH media format offers exposure to a highly defined, motivated consumer market that commutes to, gathers at, or resides in specific areas (Lane et al., 2011). Urban furniture is not a primary advertising medium; but it rather facilitates and exploits the infrastructure provided for public use. Part of the income obtained from renting the advertising space on this furniture goes to the municipal bodies and local government, which, in turn, can use it to maintain or improve the infrastructure (OHMSA, 2017).

Street-furniture advertising is an economical option to deliver repetitive brand exposure to a specific geographically defined market on a 24-hour basis (Blakeman, 2011). It can also be used in residential areas of high-income households and public places, such as parks, where other larger types of OOH advertising are typically not allowed (OHMSA, 2017). Apart from the information feature of commuter shelters as advertising vehicles; they offer bus-users, and often taxi-users, other features, such as shelter, comfort and convenience (Bernstein, 2005).
**POP advertising in the retail environment**

POP advertising is found inside and outside shopping malls, convenient stores and other central gathering points (OHMSA, 2017). The wide variety of size and types is ideal for delivering advertising messages – wherever and whenever prospective customers make actual purchase decisions (Burke, 2009). Furniture and fixtures found inside the retail environment, such as elevators, escalators, information booths/kiosks, banners, benches, phone booths, restrooms and shopping trolleys, can also be used for advertising aimed at potential shoppers. Structures outside the retail location, for example, bicycle-racks, car parks, parking booms, parking tickets, and even the outer walls of shopping centres, can also be employed (OHMSA, 2015). The effectiveness of advertising in this environment can be maximised by ensuring that shoppers remember the brand, when they enter this setting.

A consumer exposed to advertising via traditional print or broadcast media at their homes, often cannot recall what they have seen or heard, once they leave their homes (Gambetti, 2010). A brand is, therefore, best advertised close to the POP (such as on retail furniture or in malls), in order to maintain brand awareness and remind consumers of the advertising theme used for the traditional media, the closer the consumer comes to purchasing (Burke, 2009).

**Alternative advertising media**

Ambient or alternative OOH advertising media involve the use of almost any structure or format imaginable to reach specific audiences in unexpected and unusual places and manners (Jurca and Madlberger, 2015). The alternative media are positioned in the centre of the four OOH environments in this matrix, because they can be located in the outdoor-, transit-, urban- and retail environments. Alternative advertising media is the most diverse of all the OOH advertising media formats (Saucet, 2015) and can seen on goods used by the public, such as shopping trolleys, shopping bags, soap dispensers, cups, fruits, vegetables, bus seats and petrol pumps; or goods exposed to the public, such as sidewalks, walls, structures, floors, ceilings and even people (Gambetti, 2010). A major difference between alternative OOH advertising and other OOH advertising media formats is that the audience is typically exposed to the brand message – when and where the message is most relevant to the particular product or service (Saucet, 2015). Advertisers and advertising agencies therefore have to scan the environment, in order to determine through which platform the advertising messages would be most relevant to, not just the product and context, but also a specific and often narrow target audience (Gambetti, 2010).
Ambient OOH advertising media offer organisations a cost-effective way to reach consumers (Jurca and Madlberger, 2015). This medium is characterised as being a low investment in terms of time, resources and money; and it is ideal for breaking through the cluttered advertising environment – by enhancing the consumers’ advertising and brand experience (Gambetti, 2010). A common objective of using ambient OOH advertising is to reach consumers in their daily live, surprising and getting noticed do that they would want to share their experience with their network via electronic word-of-mouth (WOM) (Saucet, 2015). Using the relevant media and messages can enhance the value that consumers receive from positive experiences. The ambient OOH advertising media is ideal when used as part of an advertising campaign to support the messages delivered via traditional media and/or other OOH media platforms (Gambetti, 2010). This medium should, therefore, be strategically integrated into the advertising campaign, in order to guarantee a collaborated advertising effect that would strengthen a similar theme delivered via other media vehicles.

CONCLUSION AND RECOMMENDATIONS

This article proposed an original conceptualisation matrix of contemporary OOH media platforms. This matrix suggest that the audience’s mobility and opportunity to process information should form the basis of contemporary OOH advertising media planning, rather the physical features of the media platforms. The proposed matrix is one of the first to offer a holistic and audience-centred perspective on the contemporary OOH advertising in a developing context to guide advertisers, marketers and media planners when evaluating and selecting different media options. The application value of the OOH advertising media matrix a developing context could change global views on the ad hoc and often hap hazardous use of these media platforms.

This article has important implications for both academics and practitioners. From an academic viewpoint, the results of this study offer insight into the diverse nature of the OOH advertising media class and the various opportunities offered across environments. This matrix can be form the basis to compare, measure or focus scholarly research on this topic. The research contributes to the literature by providing a more inclusive classification of OOH advertising media – with a particular emphasis on the different environments in which audiences are exposed to brand messages. Practitioners, such as advertisers and media planners face numerous challenges in effectively reaching the evading consumers of today. Consequently, they need to consider the wide range of alternative media options placed in the OOH environment, where its powers of intrusion do not require the explicit consent of the consumer, in order to make an impact.

This article offers several opportunities for future research. It would be worthwhile to launch an empirical study on consumers’ frame-of-mind and ability to process messages in the respective OOH
environments. Consumers’ mobility patterns in different environments could also be analysed and monitored, in order to determine the impact of mobility on the cognitive resources available to process messages. Another possibility is to conduct empirical research to appraise the unique strengths and weaknesses of the major OOH advertising media platforms in the proposed matrix from an advertiser and consumer perspective.
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ABSTRACT
Owing to the presence of multinational corporations (MNCs) worldwide and the global mobility of workforce, working in multicultural environments is a daily reality for a growing number of people. Such a workplace introduces unique challenges to employees, yet it is also abundant in learning opportunities. The aim of the paper is to depict employee learning in intercultural interactions in MNCs. The in-depth interviews with 38 informants were conducted to explore learning in intercultural interactions in 2 MNCs’ subsidiaries. The grounded theory approach was applied to collect and analyze the data, which were further interpreted with regard to the existing theoretical concepts. The emerged theory states that employees in intercultural interactions face specific job demands that evoke their stress (cognitive dissonance). If they believe that they can handle with them, then they classify them as challenges, mobilize their resources and learn in interactions. Job resources offered by MNCs that facilitate cooperation in a multicultural environment are of vital importance too. The paper supports the positive view in the literature on cultural diversity in organizations, thus it contributes to the research conducted with the Positive Organizational Scholarship lens. Yet the study is limited due to application of the qualitative methodology, which does not allow for a generalization of the findings.

The study indicates that managers need to invest in the development of organizational and individual resources to foster learning in intercultural interactions. Moreover, they should recruit employees whose need for growth is well-developed since those individuals can benefit more from such work settings.

Keywords: intercultural interactions, learning, multinational corporations, grounded theory, Positive Organizational Scholarship
INTRODUCTION

The work landscape is constantly changing due to the worldwide presence of multinational corporations (MNCs) in host economies, the global mobility of workforce, the unprecedented flow of immigrants, a growing need of companies to search for a more diverse staff with a broader knowledge base or the short supply of professionals for certain key positions in organizations (Collings et al., 2007; Harvey et al., 2004; Nolan, 2012; Samnani et al., 2012; van Veen et al., 2014). As a result, national diversity in organizations and states is rising, leading to a growing number of people working with culturally diverse others. Hence, intercultural interactions, here understood as contacts between individuals from a home country and other countries, are becoming and will be more and more significant in today business (Abdul Malek and Budhwar, 2013; Groeppel-Klein et al., 2010).

The work context in MNCs is different than in other types of organizations mainly due to cultural and language diversity which impacts on the interactions of MNCs’ employees (Lauring, 2009; Tanova and Nadiri, 2010) and lead to norm complexity or discrepancy. Individuals in intercultural interactions can notice their face threat, an identity conflict or performance ambiguity. In addition, cultural diversity may lead to a different perception of an appropriate behavior with its negative influence on intercultural interactions (Lauring, 2009; Molinsky, 2007; Tanova and Nadiri, 2010). However, Davidson and James (2009) claim that when culturally different people interact with one another and are “faced with the novel worldview-perspective, a thought process, values – that the other person presents” (p. 139), learning takes place. It, in turn, affects the quality of interactions and may trigger an organizational change (Antonacopoulou and Gabriel, 2006; Carmeli et al., 2009; Minbaeva et al., 2003). Learning is, therefore, a vital aspect of individual and organizational functioning. Employee learning behaviors are essential antecedents of organizational learning (Engelhard and Nägele, 2003) since they enables the workforce to adapt to their environment, to grow, build and maintain their competitive advantage (Carmeli et al., 2009).

Scholars emphasize the importance of social contacts as facilitators of a learning process, yet there is still insufficient knowledge of the phenomenon, especially in a cross-cultural context (Carmeli et al., 2009; Engelhard and Nägele, 2003). Carmeli et al. (2009) argue that the nature and quality of social interactions may be substantial enablers of or obstacles to learning in organizations. Considering intercultural interactions, in view of prior research, they bring “double-edged sword” outcomes (Stahl and Tung, 2014). Thus, the aim of the paper is to depict employee learning in intercultural interactions in MNCs. Employee learning is defined in a holistic manner and as such “is the combination of processes throughout a lifetime whereby the whole person”, i.e. his/her body and mind, “experiences
social situations” that are transformed “and integrated into the individual person’s biography, resulting in a continuously changing (or more experienced) person” (Jarvis, 2009, p. 25).

To actualize the aim, the paper first presents the literature review concerning learning in intercultural interactions and in MNCs. Then it shows methodology and the empirical findings, i.e. the grounded theory that reflects the research problem, with discussion. Conclusions, contributions, practical implications and directions for future research close the discourse.

LITERATURE REVIEW

First and foremost, the literature on organizational learning and knowledge sharing in MNCs provides evidence that cultural barriers impede the learning process (e.g. Engelhard and Nägele, 2003; Kohlbacher and Kra, 2007). Although individual learning does not equate with organizational learning (Boateng, 2011), it may suggest that employee learning in MNCs encounter difficulties due to linguistic and cultural boundaries which create potential friction and different behavioral norms as well as communication codes, which make interactions troublesome (Mäkelä et al., 2012). On the other hand, MNCs are also seen as “a knowledge integrating institution (...), whose productive knowledge defines a competitive advantage” (Ambos et al., 2006, p. 295). Moreover, there are studies which demonstrate that MNCs’ internal environment and multicultural teams are abundant in learning opportunities (Basinska, 2017; Puck et al., 2008; Rozkwitalska and Basinska, 2015; Stahl et al., 2010).

The positive impact of intercultural interactions on employee learning is also highlighted in the studies on global careerists. Those people frequently admit that international assignments and dealing with cultural diversity contribute to their learning and growth as well as satisfy their need for adventure and curiosity (Stahl et al., 2010; Suutari and Mäkelä, 2007). Likewise, in the research on intercultural learning it is emphasized that interactions with foreigners are necessary for this type of learning which further fosters development of a person’s cultural competence or intelligence (Bartel-Radic, 2006; Gertsen and Söderberg, 2010).

The studies on cultural adaptation of expatriates or intercultural interactions of students expose the role of cognitive dissonance that individuals may face in contacts with other country nationals. It may motivate to reflective thinking, taking a stand on encountered unexpected and, as a result, learning that helps to reduce cognitive dissonance (Bowman and Brandenberger, 2012; Maertz et al., 2009).
METHODOLOGY

The research method

The paper presents the results of an explorative, qualitative study carried out in the year 2014. It was aimed at exploring intercultural interactions in subsidiaries of MNCs. It investigated both the outcomes of intercultural interactions and facilitators of successful interactions. Due to the study’s aim, the grounded theory approach was applied to analyze the data (Corbin and Strauss, 2008; Goulding, 1998). Therefore, the theory emerging process started with no previous hypotheses or propositions to test (Hassi et al., 2011; Randall and Mello, 2012). Afterward, the empirical findings were interpreted, as accepted by the grounded theory approach (Goulding, 1998), with regard to existing theories to better explain what was found.

Following the grounded theory approach, the research started with semi-structured, in-depth individual interviews with a rather loose structure of open-ended questions (Glaser and Strauss, 1999). The design of the interview assumed four sections, yet with necessary flexibility concerning the order of the questions asked (Dearnley, 2005). The first section tackled an issue of the interviewee’s job position and his/her intercultural interactions at the workplace. The second part was built around the positive and negative outcomes of his/her intercultural interactions, while the third one referred to conditions for fruitful intercultural contacts. The last section comprised the participants’ particulars, who were both managers and specialists employed in subsidiaries of the MNCs and involved in intercultural interactions. There were about 39 hours of the interviews with an average time of 63 minutes.

The interviews were transcribed, manually coded, analyzed and constantly compared with one another. The analytic procedure was based on the three-step procedure of analysis to meet the requirements of the grounded theory approach (Hassi et al., 2011). The first phase, i.e. the open coding, concentrated on common themes (keywords, phrases) emerging from the interviews (Randall and Mello, 2012) such as e.g. broader perspectives or diverse viewpoints. In the axial coding phase, those categories were labeled with the higher-level concepts, i.e.: 1) problems encountered in intercultural interactions; 2) positive outcomes of intercultural contacts; 3) enabling factors of successful interactions. In the selecting coding step, the categories were integrated and refined. As a result, a theoretical scheme emerged with respect to: 1) specific job demands and resources in MNCs; 2) learning as an outcome of intercultural interactions; 3) personal and acquired resources as facilitators of intercultural contacts.
Moreover, the study entailed additional interviews with the representatives of the board of directors in the subsidiaries, non-participant observations of managers and document analysis to contextualize the data and to ensure methodological and data triangulation (Maxwell, 2005).

**The companies and participants**

The sample consisted of subsidiaries of two MNCs (Table 1), which could “inform the research questions being investigated” (Zhang and Wildemuth, 2009, p. 309). They were selected purposively as the method is usually applied in research with qualitative content analysis (Zhang and Wildemuth, 2009). Following the study’s aim, only subsidiaries of MNCs in which intercultural interactions at work are a daily reality for their staff were appropriate for the investigation and the subsidiaries A and B met this initial criterion.

<table>
<thead>
<tr>
<th>Subsidiary</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Country of origin</strong></td>
<td>Germany</td>
<td>the United States</td>
</tr>
<tr>
<td><strong>Year and form of establishment</strong></td>
<td>1986, greenfield investment</td>
<td>1994, greenfield investment, 1999 acquisition</td>
</tr>
<tr>
<td><strong>Industry</strong></td>
<td>surface protection, scaffolding, steel construction, oil and gas offshore services</td>
<td>IT-, HR- and the global tax and trade shared service center</td>
</tr>
<tr>
<td><strong>Major markets</strong></td>
<td>Europe</td>
<td>Europe, the Middle East, Africa</td>
</tr>
<tr>
<td><strong>Degree of MNC’s internationalization</strong></td>
<td>medium</td>
<td>very high</td>
</tr>
<tr>
<td><strong>MNC’s staffing policy</strong></td>
<td>polycentric</td>
<td>Geocentric</td>
</tr>
<tr>
<td><strong>Degree of internal integration with MNC</strong></td>
<td>low</td>
<td>High</td>
</tr>
<tr>
<td><strong>Type of intercultural interactions</strong></td>
<td>face-to-face and virtual contacts with clients or their authorized representatives, employees of other subsidiaries, and suppliers</td>
<td>mainly virtual contacts with other MNC employees of various, culturally distant nationalities, including teammates in virtual multicultural teams</td>
</tr>
<tr>
<td><strong>Frequency of intercultural interactions</strong></td>
<td>rare to medium</td>
<td>rather intense and frequent</td>
</tr>
</tbody>
</table>

Table 13. A brief profile of the subsidiaries in the sample

In terms of the number of participants the sample consisted of 38 individuals - 20 subjects in subsidiary A and the remaining 18 interviewees in subsidiary B. They were mainly specialists and middle-level managers (42.1% and 26.3% of the sample respectively). 60.5% of the participants were men, including 3 foreigners (from Denmark, the United States and Ukraine). The majority of the individuals (65.8%) were in their twenties and thirties. The respondents have had some international experience since 71.1% of them have worked and lived abroad, while 47.4% individuals have professional experience gained in other MNCs. In terms of job tenure, 55.3% of the informants have worked in the present MNCs for less than five years. Operation departments (18.4%), HR/administration (15.8%) or board of directors (15.8%), and R+D unit (13.2%) were the most represented organizational units in the sample.
LEARNING IN INTERCULTURAL INTERACTIONS IN MNCS – GROUNDED THEORY

Results

The content analysis of the data revealed the first category of the emerging theory, namely specific job demands and job resources that stimulate or facilitate the participants’ learning at work (Table 2). The vast majority of them categorized those job demands, such as necessity to speak foreign language, to manage the difference of attitudes, perspectives, views, habits, etc. and to adjust to cultural diversity, as challenges rather than barriers. The following quotation mirrors the perception: “The difficulties you face [in a multicultural team] are not a problem but a challenge. It is interesting, not annoying. It requires more effort, though I also learn more.” [interviewee 1, subsidiary B]

<table>
<thead>
<tr>
<th>Job demand</th>
<th>Subsidiary A</th>
<th>Subsidiary B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication in common language</td>
<td>“I like communication in a foreign language. (…) Before the contact you never know if a person has a good command of language. I had problems with a Dutch accent. (…) You need to adjust your communication style to your interlocutor, e.g. if someone doesn’t speak fluently, you should use simple vocabulary.” [interviewee 5]</td>
<td>“There are plenty of benefits, developmental, personal ones, an occasion of working in another language, so we boost our linguistic competence.” [interviewee 3]</td>
</tr>
<tr>
<td>Managing cultural differences</td>
<td>“While working with foreigners I have observed that they obey the rules and that’s it… We look for solutions, how to bypass the rules, we see such opportunities.” [interviewee 6]</td>
<td>“I’m fascinated with the differences and cooperation with other people. Understanding otherness is quite developmental for me. I become more flexible, see things from other perspectives. I become more tolerant.” [interviewee 3]</td>
</tr>
<tr>
<td>Cultural adaptation</td>
<td>“…it is not any problem to provide our services here in our country or in any place in the world. Since we work on the European scale, or even occasionally on the global one, they are very operative, open and versatile, they easily adapt to a local organization as well.” [interviewee 2]</td>
<td>“We learn from people whose worldview and business approach differ. I learn humility while noticing that others may not think the same way I do…. The world is colorful… My organization develops since people who were raised in various cultures are the repository of diverse ideas which are brought to the work process.” [interviewee 1]</td>
</tr>
</tbody>
</table>

Table 14. Job demands and learning in intercultural interactions

According to the participants of the study, while job demands activate employee learning, job resources offered in MNCs (such as language and cross-cultural trainings, communication technology for dispersed teams, knowledge databases, core values, special initiatives, relocation, etc.) facilitate intercultural interactions. Likewise, the latter could be obstacles if they are insufficient (e.g. a lack of face-to-face contacts due to limited resources allocated for business trips for virtual teams). The belief is the best depicted in the research quotation: “It helps a lot when people can meet informally to see peers from virtual teams or other sites. Then communication and cooperation go better. Yet, it is all about money – it
should be more videoconferences (teleconferences are more common nowadays) – the direct contact is the key.”  
[interviewee 9, subsidiary B]

The interviewees highlighted benefits of intercultural interactions, nevertheless they also noted barriers or challenges, e.g. various emotional states (like stress, anxiety, frustration, impatience, curiosity, excitation, enthusiasm, pleasure, surprise, joy, etc.) that accompany such contacts. As far as this research is concerned, it has occurred evident that learning, including personal growth, was the most frequently mentioned outcome of intercultural contacts in both subsidiaries, i.e. 100% and 55.6% of the respondents in subsidiary A and 68.4% and 84.2% of the interviewees in subsidiary B directly referred to either learning or personal growth respectively. The following quotations demonstrate this finding (Table 3):

<table>
<thead>
<tr>
<th>Subsidiary A</th>
<th>Subsidiary B</th>
</tr>
</thead>
<tbody>
<tr>
<td>“The contacts always teach you something and bring something. If they are with a foreigner, then you very often learn about the other country’s culture and it is somewhat enrichment. The contacts with other countries broaden your horizons... The contacts with foreigners let you observe how they work and you learn it.” [interviewee 1]</td>
<td>“You may learn a lot... The whole world is not homogenous. Other nations introduce an element of stimulating anxiety. A person becomes vigilant, keeps acute senses. I personally prefer such an unstructured environment, when my impact on future results is significant, the creative excitement of working with teams that you cannot fully rely on. On the one hand, you feel nervous; on the other hand, it increases your curiosity concerning the outcomes.” [interviewee 5]</td>
</tr>
<tr>
<td>“You gain personal development and cultural exchange owing to a contact with foreigners.” [interviewee 6]</td>
<td>“I personally appreciate the chance to learn from people from other places. It is a kind of reward to observe others, their talents and how they come up with a solution.” [interviewee 17]</td>
</tr>
</tbody>
</table>

Table 15. Learning as an outcome of intercultural interactions

In view of the interviewees’ opinions, certain personal or acquired resources may enable positive intercultural interactions, i.e. interactions that bring about more benefits, such as e.g. learning, than barriers. These are personality traits (e.g. being open, flexible), a positive attitude, skills (social, technical, linguistic) and international experience (Table 4).

<table>
<thead>
<tr>
<th>Subsidiary A</th>
<th>Subsidiary B</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Previous experience, personality, an attitude, if we want to achieve something – if there is a problem, you have to solve it, this way or another; an approach to life, upbringing, inherited traits.” [interviewee 6]</td>
<td>“You should have a positive attitude toward others, be flexible and expect the unexpected, be ready for unconventional approaches to problems, and be open.” [interviewee 5]</td>
</tr>
<tr>
<td>“If you do your job well, it doesn’t matter if you are a Pole or a foreigner – you have to do your job well in this sector. Your experience in working with foreigners, each contact, contributes to better cooperation in the future.”</td>
<td>“You need patience to reach a common set of vocabulary, emotional maturity, tolerance, willingness to tune oneself, intercultural openness” [interviewee 18]</td>
</tr>
</tbody>
</table>

Table 16. Personal and acquired resources as facilitators of positive intercultural interactions

Discussion
The aim of the research was to depict employee learning in intercultural interactions in MNCs. The emerged grounded theory revealed that specific job demands in MNCs that are the consequences of cultural and language diversity trigger employee learning, while organizational and personal resources, including the acquired ones, help to forge positive intercultural interactions and enhance the learning process. The observation emerging from the study that learning is a relational process which results from social interactions is congruent with previous research (Carmeli et al., 2009; Rozkwitalska and Basinska, 2015, 2016) and theories.

The study demonstrates that although MNCs’ job demands put effort into the work process, they can be evaluated by employees more as challenges than hindrances (barriers). This approach can be interpreted with regard to the cognitive appraisal, the key term used in the transactional stress theory (Lazarus, 1991; Lazarus and Folkman, 1984). Cognitive primary appraisal determines whether a specific situation (e.g. a job demand) is perceived as a challenge or a hindrance. Despite the fact that challenge stressors require personal effort and induce strain, individuals can anticipate that they have necessary skills to deal with them, which, in consequence, makes challenges positively related to work performance (in this study to learning). In contrast, hindrance stressors produce an adverse effect because individuals do not have a sufficient ability to deal with the barriers (LePine et al., 2005).

The notion that intercultural interactions introduce “stimulating anxiety”, as stated in one interview, can be referred to cognitive dissonance theory and Piaget’s theory of cognitive development. These theories posit that novel and/or discrepant with one’s worldviews experiences provide the chance of cognitive growth or lead to actions aimed at reducing discrepancy (Maertz et al., 2009). In such a case, people “must either find a way to reconcile this novel interaction with their current beliefs and conceptions, or they must change their views to incorporate this new information” (Bowman and Brandenberger, 2012, p. 181). Thus, people who are in a state of cognitive dissonance may change their beliefs to fit with their new experiences, which includes learning.

The fact that the participants were aware of the impact of organizational and personal resources on their ability to manage differences can be further interpreted in accordance with social cognitive theory (Bandura, 2001). It states that personal agency functions within a broad network of social interactions. The agentic transactions involve individuals as producers and products of social systems. They are compelled to be agents and learn in intercultural interactions since they are more demanding than common social interactions.

Figure 1 presents the grounded theory that emerged from the field data of this study with its connections to the existing theories.
CONCLUSIONS

The study extends the literature on employee learning and cultural diversity since it revealed that specific job demands in MNCs, such as the necessity to use functional language, to manage the differences and to adjust to them, can be acknowledged as the antecedents of employee learning, whereas organizational, personal and acquired resources can support the process as they impact on intercultural interactions. The paper emphasizes a positive approach to cultural diversity in organizations via documenting such a positive outcome as learning. It augments the knowledge of the role of intercultural interactions, as a peculiar type of social interactions, in a learning process.

The study allows for formulating some practical implications. Namely, the findings indicate that, owing to learning potential embedded in multicultural work settings, managers need to invest in development of organizational and individual resources (personal and acquired ones) to foster learning in intercultural interactions. Moreover, managers of MNCs should recruit employees whose need for growth is well-developed since those individuals can benefit more from multicultural work settings.

The study shortcomings are as follows. First and foremost, the applied qualitative methodology does not enable a generalization of the findings. Although the sample size was sufficient for the grounded

![Diagram](image-url)
theory approach, it was limited in terms of proposing any general theory of employee learning in intercultural interactions. Nonetheless, the study indicates certain directions for future research. For instance, the obtained results could be further tested on a larger sample in quantitative studies. Moreover, a focus on job resources in future research might help to explain the role of organization in fostering individual learning in intercultural contacts. Finally, employee learning in social interactions in other types of organizations could be separately explored in future studies to deepen the understanding of social aspects of learning and to compare the results with the current research.

To sum up, the organizational antecedents such as job demands and job resources, and the individual antecedents, such as personal and acquired resources, can foster learning in MNCs that is triggered by cognitive dissonance experienced while interacting with culturally diverse others. The research posits that due to learning embedded in MNCs' settings these companies can be an attractive workplace for people seeking to grow.
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ABSTRACT

This paper develops a framework to test the relationship between intangible resources and export performance, considering the mediating effect of innovation.

Based on survey data from Portuguese small and medium-sized enterprises (SMEs) exporting footwear findings suggest that: (1) innovation has a direct and positive influence on export performance; and (2) innovation does have a mediating effect on the relationship between intangible resources and export performance.

This study deepens our understanding and provides novel insights into strategic management literature, since it combines multiple factors and has obtained the importance of each construct in SMEs business growth.

Keywords: intangible resources, export performance, absorptive capacities, innovation, PLS-SEM.

INTRODUCTION

As the importance of internationalization grows for many firms around the globe, there is an increasing interest in the strategic determinants that predict export performance. Consequently, research on export performance has developed exponentially. This increase interest of the academia is due to the various macro and micro-level benefits associated with export development. At the macro-level, superior export performance is a cost-effective vehicle for economic growth, employment creation and a general improvement in living standards. There are countless benefits at firm-level that includes opportunities for growth, worldwide market share, better margins and risk diversification (Kahiya and Dean, 2014).

Strategic management has focused on firms’ intangible resources and this has attracted considerable interest among academics and practitioners (Barney, 1991). Particularly, scholars have focused a great deal of attention on a subclass of intangible assets that is called “social approval assets”, because they develop their value from favorable collective perceptions (Pfarrer, Pollock, & Rindova, 2010).
Innovation, as a process of generating new ideas, will prevent firms’ stagnation and give their products and services competitive advantage by allowing to define direction and business strategy to adopt (Abrar et al., 2009). Moreover, innovation can support a strategic posture and the willingness and ability to question (or leave) existing circumstances, thus creating space for creativity, new ideas and experiences (Frank, Kessler, & Fink, 2010). Regardless of the sort of innovation adopted, the most innovative firms tend to overcome unstable situations, and is thus considered the most important dimension in the context of entrepreneurial orientation, as it determines the means by which organizations can achieve competitive advantage and promote its growth (Dess & Lumpkin, 2005).

SMEs are increasingly confronted by challenges and opportunities in international markets. Together with large corporations, smaller firms are among the key players in international trade. Smaller firms that belong to traditional (low-tech and labor-intensive) industries can find here opportunity for growth or challenge their survival. In fact, they are particularly vulnerable to global competition, particularly from players located in low-labor-cost economies. In order to achieve competitiveness in this context, smaller firms need to develop unique, firm-specific assets (Zucchella and Siano, 2014).

Literature on export performance is extensive but arguably it has not yet achieved the consensus required to prescribe exporting strategies to small firms (Casey and Hamilton, 2014). Moreover, factors that set off SME growth (including exporting) are still in need of research (Stouraitis, Harris, Harun and Kyritsis, 2017). So, the purpose of this paper is to broaden the boundaries of strategic management literature and test the following general hypotheses — does intangible resources positively influence small business export performance? Additionally does innovation mediate this relationship?

THEORETICAL FRAMEWORK

Intangible resources

Resources and capabilities are a set of tangible and intangible assets that can be used by firms to help choose and implement strategies (Barney, Ketchen, & Wright, 2011). There is a consensus in the literature that the sources of competitive advantage are more associated to intangible resources than with the tangible ones. In addition, the tangible assets tend to depreciate over the time, while intangible assets may accumulate value over time (Porter, 1991).

Scholars argue that resources form the basis of firm strategies (Barney, 1991). Therefore, firm resources and strategy cooperate to create positive returns. Firms employ both tangible resources (such as physical infrastructures and financial resources) and intangible resources (like knowledge and brand equity) in the development and implementation of strategies. However, intangible resources are more
likely than tangible resources to produce a competitive advantage, since they are often rare and socially complex, thereby making them difficult to imitate (Hitt, Bierman, Shimizu and Kochhar, 2001). Thus, intangible resources are considered strategic resources (Amit and Schoemaker, 1993).

Intangibles resources have three intrinsic characteristics that distinguish them from tangible resources (Molloy, Chadwick, Ployhart and Golden, 2011). First, intangibles do not deteriorate with use, since these resources are expected to confer benefits for an indeterminate period of time (Cohen, 2005). Secondly, multiple managers can use the intangibles resources simultaneously, for example, the use of a brand is available for all managers. Finally, the intangibles resources are immaterial, making them difficult to exchange, as they often cannot be separated from its’ owner (Marr and Roos, 2005).

The existing literature suggests six types of resources that are particularly important sources of export venture competitive advantage: reputational resources; access to financial resources; human resources; cultural resources; relational resources; and, informational resources (Morgan, Vorhies and Schlegelmilch, 2006).

Innovation

Innovation refers to the support and encouragement to new ideas, experimentation and creativity that will lead to new products, services and processes. Any form of innovation involves a series of efforts, such as: technological innovation involves a research and engineering effort, focused on the development of new products and processes; product innovation includes market research, design, and the focus on advertising and promotion; administrative innovation refers to the development of management systems, control techniques and organizational structure. Thus, innovation reflects the trend that an organization has to participate and support new ideas, innovations, processes, experimental and creative, which may result in new products, services or processes (Lumpkin & Dess, 1996). Thus, innovation reflete a tendência que uma organização tem para participar e apoiar novas ideias, novidades, processos experimentais e criativos que possam resultar em novos produtos, serviços ou processos (Lumpkin & Dess, 1996), being that the adoption of new innovations can generate competitive advantage and can promote a greater source of growth (Dess & Lumpkin, 2005).

Innovation can occur throughout a long process, a new product line, a new announcement or a new technological advance (Lumpkin & Dess, 1996). On one hand, there are several ways to identify the degree of innovation of companies, such as the quantity of financial resources invested in innovation, human resources devoted to innovation activities, number of new products or services launched on the market or frequency of change in product lines or services. On the other hand, the financial resources invested in innovation and the level of commitment of human resources with the innovative activities will dictate the degree of innovation in an organization (Covin and Slevin, 1989).
While it is true that all types of innovations involve a lot of efforts, be it in technology, management, products or markets, the most innovative firms tend to overcome unstable situations and, in this way, there is a consensus that this dimension is the most important in the context of entrepreneurial orientation, as it determines the means by which firms achieve competitive advantage and growth (Dess & Lumpkin, 2005).

Export performance

The use of efficient worldwide communications technology and transportation, the decrease in governments’ protectionist policies, and the decrease of geographically protected markets have made it possible, and necessary, for many firms to view their operating domains as global (Gil-Pechuan, Exposito-Langa and Tomas-Miquel, 2013). Moreover, small countries with constricted domestic markets depend on the success of small firms who can export successfully and grow to a scale beyond that which their home market could support (Casey and Hamilton, 2014).

Exporting is an early phase in the internationalisation model established by Johanson and Vahlne (1977, 2009), grounded on the assumption that new exporters can gradually engage with foreign markets, depending their exploitation strategy on knowledge and other resources. This export research, however, was not pertinent for small exporters (Casey and Hamilton, 2014), since its unit of analysis was large firms.

In a fairly recent literature review, Sousa, Martínez-López and Coelho (2008) conclude that, along with internal capabilities and competencies, the main determinants of export performance are firm size and international experience. Actually, internationalization processes have mainly been studied with reference to multinational corporations and less for SMEs, because smallness is usually considered a problem, as these firms often have a disadvantage in resource access (Musso and Francioni, 2014). This, however, does not support small firm managers in search of a growth strategy through exporting.

Conversely, the number of small firms operating in international markets has increased and represents the majority of firms in most countries, and therefore, they play an important role in the economic growth of their countries. As a consequence, the internationalization process of SMEs has become a topic of academic and governmental attention (Musso and Francioni, 2014).

Hence, the development of exports is of great importance, both at macro and micro levels. Exporting contributes to economic and social development of nations, helps the industry progress, increases productivity and creates jobs. At firms’ level, through market diversification, exports provide an opportunity for them to become less dependent on the domestic market, gaining new customers,
exploiting economies of scale and achieving lower production costs while producing more efficiently (Okpara, 2009).

Exports is a more attractive way to enter international markets, especially for SMEs, in comparison with other alternatives, such as joint ventures, which involve spending a large number of resources (Dhanaraj and Beamish, 2003; Fuchs and Köstner, 2016; Piercy, Kaleka and Katsikeas, 1998), does not create high risk and commitment and allows greater flexibility in adjusting the volume of goods to different export markets (Lu and Beamish, 2002).

On one hand, export activity fulfils certain business goals, which may be economic (such as increasing profits and sales) and / or strategic (such as diversification of markets, gaining market share and increasing brand reputation) (Cavusgil and Zou, 1994).

On the other hand, export motivation may result from proactive or reactive actions. For example, proactive actions are advantage of profit, introduction of a single product, technological advantage, exclusive information, commitment of management, tax benefits and economies of scale. Reactive motivations are identifying competitive pressures, excess production capacity, sales decrease or saturation in the domestic market and proximity of customers and landing ports (Stouraitis et al., 2017; Wood & Robertson, 1997).

**Hypotheses Derivation**

The literature suggests that resources and capabilities are related to each other (Dhanaraj & Beamish, 2003; Morgan, Kaleka, & Katsikeas, 2004). Integration, reconfiguration and learning resources only become significant when resources are abundant (Wu & Wang, 2007), thus improving firms’ dynamic capabilities. Moreover, innovation is an ability that can attract the necessary resources to exploit opportunities (Alvarez & Busenitz, 2001). These resources can thus promote, support and facilitate innovation, allowing firms to innovate and prosper, contributing to the construction of healthy and enduring business (Miller, Wright, Le Breton-Miller, & Scholes, 2015). The benefits of innovation may result in the development of products and processes that occur in multiple stages (multi-stage process), requiring a complete set of resources for an innovative firm (Teece et al., 1997). Barney (1991) highlights resources as assets, capabilities, organizational processes, firm attributes, information and knowledge, which, according to this author, are valuable, rare, imperfectly imitable and non-substitutable (VRIN).

The resource-based perspective conceptualizes innovation as a complex and dynamic process (Zhang et al., 2016) through which firms consistently develop innovation capabilities by exploring new
resources or new combinations of resources (e.g. Galunic and Rodan, 1998; Mahoney and Pandian, 1992; Teece et al., 1997).

**H1: Intangible resources influence positively innovation.**

The RBV posits that variations in firms’ performance result from the possession of heterogeneous resources. This heterogeneity of resources and capabilities leads to performance imbalances and affects firms’ ability to design and implement competitive strategies (Barney, 1991; Peteraf, 1993). Thus, this theory suggests that heterogeneous resources and capabilities have a direct effect on firms’ performance (Makadok, 2001; Teece et al., 1997). Thus, we tested the following hypothesis:

**H2: Intangible resources influence positively export performance.**

Zahra and Garvis (2000) believe that innovation is important for organizational success both to local and foreign markets. According to these authors, success in the global market requires creativity and risk-taking. Literature suggests that innovation has a positive influence in business performance (Wiklund and Shepherd, 2005), since it increases firms’ engagement to, for example, create new products and services, seek new opportunities and new markets (Lumpkin and Dess, 1996; Miller, 1983). In this sense, innovative firms have an extraordinary performance and can even be seen as a country’s engine of economic growth (Schumpeter, 1934). Thus, these firms can control markets by mastering distribution channels and building brand recognition. Hence, we intended to confirm this relationship and test the following working hypothesis:

**H3. Innovation influences positively export performance.**

Innovation is the ability to simultaneously pursue both exploration and exploitation, efficiency and flexibility, or alignment and adaptability (De Clercq, Thongpapanl, & Dimov, 2013). Innovation requires different strategic orientations, technological resources and processes. Innovation provides a mechanism to effectively manage change by repeatedly pursue and achieve both disruptive and incremental innovation (Andriopoulos & Lewis, 2009; Jansen et al., 2009).

This research posits one hypothesis regarding the mediating effect of innovation in the relationship between intangible resources and export performance. The significance of the mediating effect of the variables was assessed by Aroian test (Baron & Kenny, 1986). This test is used to determine whether the indirect effect of the independent variable on the dependent variable via the mediator is significantly different from zero (Aroian, 1947). Thus we propose:

**H4. Innovation mediates the relationship between intangible resources and export performance.**
METHODOLOGY

Setting and data collection

To test the hypothesis a sample of Portuguese SMEs exporting footwear was used, that meet the following criteria: companies in which at least 50% of income comes from exports of goods, or companies in which at least 10% of income comes from exports of goods and the export value is higher than 150,000 Euros (INE, 2011).

The population of this empirical study has been drawn from Portuguese footwear industry firms. Questionnaires were used as primary data sources and were carried out over the period of April 22 to July 22, 2014. The identification of companies was done through the Portuguese Footwear, Components and Leather Goods Association (APICCAPS) database. To reduce misunderstandings, the questionnaire was validated by the research department of APICCAPS. So, in this study we use a non-probabilistic and convenient sampling.

A total of 42 complete and validated questionnaires accounting for 25% per cent of the population were obtained. This response rate is considered quite satisfactory, given that the average of top management survey response rates are in the range of 15%-20% (Menon and Bharadwaj, 1999).

Measures

This study uses well-validated scales from previous studies to operationalize the key constructs and adapted them to the particular context of our empirical setting.

Independent variables – Following Morgan et al. (2006), in the intangible resources construct we included six dimensions: reputational resources; access to financial resources; human resources; cultural resources; relational resources; and informational (knowledge) resources.

Mediators - To assess Innovation we adopted Covin and Slevin’s (1989) measurements.

Dependent variable - Performance is a construct that is difficult to operationalize holistically, since it may refer to different aspects of the organizational effectiveness (Gil-Pechuan et al., 2013). The decision-makers were asked to assess the relative position of their firm vis-à-vis their competitors. All constructs were assessed on a five-point Likert scale.

RESULTS

The structural equation model is a multiple regression analysis, with reflective indicators that are presented as an image of the unobserved theoretical construct, representing observed variables or measures, with the objective of strengthening the relationship of influence between the constructs (Marôco, 2011). The simple correlation between these indicators with their construct must have a
value equal to or higher than 0.707 so that the shared variance between the construct and their indicators is higher than the error variance (Carmines and Zeller, 1979).

Partial Least Squares (PLS) is a technique that best fits predictive applications (exploratory analysis) and theory development when it is not soundly established (Cepeda and Roldán, 2014). This technique, on one hand, maximize the explained variance of the dependent variables (latent or observed, or both) and estimate structural models with small samples (Chin and Newsted, 1999; Reinartz, Haenlein and Henseler, 2009). On the other hand, it estimates reflective and formative measurement models without identification problems (Chin, 2010). PLS appear to be a preferable option for researchers with samples below 250 observations (42 in this study) (Reinartz et al., 2009).

In order to verify the reliability of overall variables we estimated the stability and internal consistency through Cronbach’s alpha (α). Generally, an instrument or test is classified with appropriate reliability when α is higher or equal to 0.70 (Nunnally, 1978; Chin, 2010). The result of 0.958 achieved for all variables is considered excellent, confirming the sample’s internal consistency (Pestana and Gageiro, 2008). Table 1 show all constructs largely achieved the required level.

Table 1 - Cronbach’s alpha

<table>
<thead>
<tr>
<th>Construct</th>
<th>Cronbach Alpha</th>
<th>p values</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR</td>
<td>.964</td>
<td>.000</td>
</tr>
<tr>
<td>INOV</td>
<td>.825</td>
<td>.000</td>
</tr>
<tr>
<td>EP</td>
<td>.929</td>
<td>.000</td>
</tr>
</tbody>
</table>

We also use the composite reliability coefficient to assess construct validity (Chin, 1998). This coefficient reflects construct adequacy for a level higher than 0.6 using confirmatory factor analysis (Gefen and Straub, 2005), as in our case. Table 2 illustrates that the studied constructs (all multidimensional) highly exceeded the minimum required for a good fit.

Table 2 - Composite reliability coefficient of multidimensional variables

<table>
<thead>
<tr>
<th>Construct</th>
<th>Composite reliability</th>
<th>R2</th>
<th>p values</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR</td>
<td>.967</td>
<td>-</td>
<td>.000</td>
</tr>
<tr>
<td>INOV</td>
<td>.895</td>
<td>.276</td>
<td>.000</td>
</tr>
<tr>
<td>EP</td>
<td>.946</td>
<td>.472</td>
<td>.000</td>
</tr>
</tbody>
</table>

For validity assessment, two subtypes are usually examined: convergent and discriminant validity. Convergent validity implies that a set of indicators represents one and the same underlying construct (Henseler et al., 2009). Fornell and Larcker (1981) suggest using the Average Variance Extracted (AVE) criterion and that an AVE value of at least 0.5 indicates sufficient convergent validity. Next table demonstrates that only absorptive capacity is slightly below the minimum required.

Table 3 - Convergent validity

<table>
<thead>
<tr>
<th>Construct</th>
<th>AVE</th>
<th>p values</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR</td>
<td>.563</td>
<td>.000</td>
</tr>
<tr>
<td>INOV</td>
<td>.739</td>
<td>.000</td>
</tr>
</tbody>
</table>
Discriminant validity is the degree to which any single construct is different from the other constructs in the model. To have discriminant validity a construct must exhibit weak correlations with other latent variables that measure different phenomena. There are two measures of discriminant validity in PLS. The Fornell–Larcker criterion (1981) recommends that the AVE should be greater than the variance between a given construct and the other with which it shares the model. The second criterion suggests that the loading of each indicator is expected to be greater than all of its cross-loadings (Henseler et al., 2009).

We can observe the explanatory power of each variable in the model. Entrepreneurial orientation is the only purely explanatory variable and reputational resources and absorptive capacity of knowledge exploitation the explained variables. Chin (1998) distinguishes the explanatory power from moderate to substantial. Table 4 expresses the good results in terms of discriminant validity of the research model, confirming that constructs do differ significantly.

Table 4 - Discriminant validity

<table>
<thead>
<tr>
<th>Fornell-Larcker Criterion</th>
<th>EP</th>
<th>INOV</th>
<th>IR</th>
</tr>
</thead>
<tbody>
<tr>
<td>EP</td>
<td>.882</td>
<td></td>
<td></td>
</tr>
<tr>
<td>INOV</td>
<td>.516</td>
<td>.860</td>
<td></td>
</tr>
<tr>
<td>IR</td>
<td>.478</td>
<td>.407</td>
<td>.750</td>
</tr>
</tbody>
</table>

In order to determine the significance of the studied relationships and the confidence intervals of the path coefficients, we used bootstrapping technique. The weighted coefficients indicate the relative strength of each exogenous construct. According to Chin (1998), relationships between constructs, with structural coefficients higher than 0.2, are considered robust. From table 5, we thus conclude that the original model does not present non-significant paths.

Table 5 – Effects

| Path          | Original Sample (O) | Sample Mean (M) | Standard Error (STERR) | T Statistics (|O/STERR|) | p values |
|---------------|---------------------|-----------------|------------------------|-----------------|----------|
| IR → +INOV    | .140                | .148            | .200                   | .697            | n.s.     |
| Direct effects| .267                | .290            | .137                   | 1.956           | .050     |
| Indirect effects| .407            | .437            | .114                   | 3.577           |          |
| Total effects | .407                | .437            | .114                   | 3.577           |          |
| IR → +EP      | .083                | .054            | .133                   | .624            | n.s.     |
| Direct effects| .395                | .439            | .115                   | 3.431           | .001     |
| Indirect effects| .478            | .493            | .106                   | 4.495           |          |
| Total effects | .478                | .493            | .106                   | 4.495           |          |
| INOV → +EP    | .236                | .218            | .116                   | 2.034           | .042**   |
| Direct effects| -                  | .218            | .116                   | 2.034           | .042**   |
| Indirect effects| -                  | .218            | .116                   | 2.034           | .042**   |
| Total effects | .236                | .218            | .116                   | 2.034           | .042**   |

n.s. – non-significant; *p<.01; **p<.05.
The significance of structural coefficients and the magnitude of the total effects enabled us to test the research hypotheses, having registered the following results:

*H1. IR --> INOV – Not supported;*

*H2. IR --> EP – Not supported;*


**DISCUSSION AND CONCLUSIONS**

This study allowed us to conclude that innovation has a mediating effect on the relation between intangible resources and export performance. Our findings confirm that indeed resources and capabilities are related to each other, supporting the studies of Dhanaraj and Beamish (2013) and Morgan et al. (2004). Conversely, results do not support Teece et al. (1997) and Teece (2007), since these authors claim that innovation requires not only the property of intangible resources, but also its exploration.

Success in the global market requires creativity, ingenuity and risk taking, both in domestic markets and in foreign ventures (Zahra and Garvis, 2000). The literature suggests that innovation has a positive and direct influence in business performance (Damanpour, Szabat, & Evan, 1989; Han, Kim and Srivastava, 1998). Our findings support this statement. Indeed, innovative firms have an extraordinary performance and can even be seen as a country’s engine of economic growth (Schumpeter, 1934).

**Theoretical and practical implications**

Theoretically, this study contributes to the literature of intangible resources that leverage firm performance, when mediated by innovation (e.g. Cabral et al., 2015; Damanpour et al., 1989; Han et al., 1998). We also highlight the contribution of this study to the theory of strategic management. It is known that strategy includes deliberate and emergent initiatives adopted by management, comprising resource and capabilities used to improve business performance (Nag, Hambrick and Chen, 2007). In order to remain competitive, firms must assess which strategic determinants give them an advantage over their competitors. The findings are a contribution to clarify the influence of innovation, intangible resources and absorptive capabilities in small firms export performance.

In addition, the results provide guidance to business practitioners; since they indicate intangible resources and innovation as predictors for export performance. Firms are a bundle of resources and
capabilities (Peteraf, 1993), it is essential to understand and identify which resources are relevant to gain competitive advantage and superior performance. Business managers must be able to systematically analyse the changes that arise in their target market(s) and to identify the present and future needs and market trends, anticipate changes in demand and seek new business opportunities.

Research limitations

While this research provides valuable insights into SMEs in the footwear industry, the study is not without its limitations. First, the main limitation of this study is related to the sample size, since it was difficult to find companies with the willingness to collaborate in this type of research. Second, it would have been interesting to control our analysis. The fact that the research does not consider the effect of control variables such as age, location and target market of the respondents can be seen as a limitation. Third we used an online study to collect our data. While electronic data collection methods are becoming more common, strategies to encourage a greater response rate are lacking compared to other survey implementation methods. Finally, the fact that the sampling is non probabilistic and convenience is a limitation. Therefore we advise prudence in the generalization of results.

Future lines of research

Firstly, in future work, we suggest that the model is used in a sample with a higher number of observations to confirm these results. Second, this study has been based on a mature sector, as is the footwear sector in Portugal. The results obtained should be understood in this context. For this reason, new research could be done in more modern industries to test again the proposed relations. Third, given the irregular nature of business growth, a snapshot survey may not be able to capture strategy and performance variations over long periods of time. As such, further studies with a longitudinal perspective would be of added value to investigate why these differences persist. In other words, to find how and why some small exporters become highly successful while others, in the same industry, struggle to raise their export strengths. Finally, the moderating effect of other variables (e.g. competitive advantage, dynamic capabilities, environment hostility) should be studied.
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ABSTRACT

With the increasing proclivity in engaging in open innovation, firms likely to face some tensions and opportunity given by the management of human resources. This starts from the assumptions that the knowledge base of the firms reside in the people who works for the firms and that some human resource management factors can influence innovation within firms. Despite this, there is a lack of studies investigating the link between human resource management and open innovation. This paper intends to fill this gap and nurture future research directions by assessing whether some human resource management elements help in engaging in open innovation and whether these elements are mediated by open innovation in enhancing innovation.

The paper uses structural equation modelling to test the aforementioned relationship on a sample of Italian firms in high-tech sectors, to provide theoretical and managerial implications.

Keywords: inbound open innovation, human resource management, high-tech, innovation.

INTRODUCTION

Early studies in the business management field suggest that knowledge is the most important resource for firms to compete and create unique advantages (Nonaka, 1994; Grant, 1996). So far, there has been an arduous debate on whether firms create knowledge internally or acquire externally. Anyhow, no doubt exists that firms have to create and leveraging dispersed knowledge to increase competitiveness (von Krogh 1998; Argote and Ingram, 2000; Alavi and Leidner, 2001), to respond to changes of the competitive and technological environment (Teece, 2007). Consequently, firms increasingly have to heighten internal knowledge management capacity in order to manage inward and outward flows of knowledge exploiting and exploring external opportunities (Lichtenthaler and Lichtenthaler, 2009).
According to the open innovation paradigm, firms can and should acquire dispersed knowledge from external actors to integrate it with knowledge developed internally and possessed by firm employees (Chesbrough, 2003). Most importantly, people inside the organization are called to search for external knowledge and integrate it with the internal one to improve processes and products (West and Bogers, 2014). For this reason, it is reasonable to infer that certain HRM practices could affect the capacity of managing knowledge properly. In fact, studies within the HRM domain found that certain practices help knowledge acquisition, knowledge creation, and innovation (Ichniowski et al., 1997; Laursen and Foss, 2003; Michie and Sheehan, 2003; du Chatenier et al., 2007, 2010). In addition to this, acquiring or sourcing external knowledge may provoke many internal tensions requiring cultural and HRM efforts and practices. Despite this, there has been scarce interest in the intra-organisational aspects of open innovation so far (van de Vrande et al., 2010; Petroni et al., 2012; Vanhaverbeke et al., 2014; Bogers et al., 2016).

Therefore, with this paper aims to contribute to literature addressing the research gap aforementioned by shedding more light on the issue concerning the human aspect of open innovation.

To reach this goal, this paper follows a quantitative methodology approach through hierarchical regression model technique to test several hypotheses developed under the open innovation and HRM lens. Finally, theoretical and managerial implications are provided.

THEORETICAL BACKGROUND

Open innovation

The value creation for a firm depends on intangible and knowledge-based resources (Grant, 1996), which can be acquired externally or developed internally by employees and R&D departments. In fact, an integrative perspective which considers both internal and external sources of knowledge is relatively new in management studies (Grant and Baden-Fuller, 2004; Chesbrough, 2006; Teece, 2007; Del Giudice and Maggioni, 2014).

From a dynamic capabilities perspective, Teece (2007) claims that firms could combine internal and external knowledge in order to cope with the dynamic environment and to exploit technological and commercial opportunities. The open innovation theory describes this combination suggesting that “...firms can and should use external as well as internal ideas, and internal and external paths to market, as they look to advance their technology” (Chesbrough, 2004; p. 1). Thus, an alternative
innovation model suggests new forms of interactions and collaborations that foster innovativeness within firms.

Therefore, firms develop competitive advantages through knowledge exploitation and exploration both within and outside the firm’s boundaries (Vrontis et al., 2016). From one hand, internal departments and employees are pushed to find new solutions close to customers’ need to develop new products. From the other hand, internal departments and employees struggle to find knowledge externally provided by the customers through customer engagement techniques, from other market-based sources such as suppliers and distributors, but also from scientific partners such as universities for more radical innovations development (Fabrizio, 2007).

Several studies suggest that, despite no firm can be considered totally open to innovation, some firms tend to establish more external relationships, while other concentrate their effort with one or two intense ties (Laursen and Salter, 2006; Naqshbandi and Naqshbandi, 2016).

A part from the level of openness to innovation, employees cover an important role in recognising and integrating sources of knowledge within the innovation process (West and Bogers, 2014). Despite this, there have been few attempts to describe the human and intra-organisational aspects of open innovation in literature. This is striking given that acquiring or sourcing external knowledge may provoke many internal tensions requiring cultural and HRM efforts and practices (Vanhaverbeke et al., 2014).

**HRM and innovation**

HRM regards to all the decisions made by management of a firm that affect the relationship between the firm and its employees (Beer et al., 1984). Literature usually distinguishes a number of relevant areas of policies and practices within the broad field of HRM. In particular, HRM regards (De Leede and Looise, 2005): a) the design of organizations and tasks; b) the staffing of the organization by managing the in-, through- and out-flow of personnel; c) the measurement of performance and the reward of employees; d) the channels for communication and participation in work and decision-making.

To date, there has been an increasing interest in understanding the strategic role of HRM and the benefit for the firm performance.

Accordingly, there is evidence of positive effects of recruitment and selection, training, HR planning, rewards system and employees participation activities on higher productivity (Koch and McGrath,
1996; Lazear, 1996); market performance (Delaney and Huselid, 1996; Hartog and Verburg, 2004), overall performance (Pfeffer, 1998; Fey et al., 2000), and innovativeness (Hoque, 1999; Andries and Czarnitzki, 2014). With regard to innovation, the following part will develop hypotheses on HRM and innovation under the open innovation lens.

THE HUMAN AND INTER-ORGANISATIONAL ASPECTS OF OPEN INNOVATION: HYPOTHESES DEVELOPMENT

An open approach to innovation involves the engagement between two actors though formal or informal ties (West and Lakhani, 2008). This means that, at organizational level, employees and teams are essential in managing inter-organizational innovation process, in particular for what concern (du Chatenier et al., 2007, 2010): a) the management of collaboration processes; b) the management of the whole innovation process; c) the creation of knowledge in a collaborative manner; d) the importance of boundary-spanning, novelty-generating, negotiating and learning competences for employees.

Therefore, I believe that:

Hp. 1: the greater the use of team works within a firm, the higher the proclivity of engaging in inbound open innovation

Hp. 2: the greater the use of team works within a firm, the higher the likelihood of benefiting from inbound open innovation

Global talent management is about systematically utilizing HRM activities to attract, develop, and retain individuals with high levels of human capital (e.g., competency, personality, motivation) consistent with the strategic directions of the firm in a dynamic, highly competitive, and global environment (Tarique and Schuler 2010). Despite the fact that most of useful knowledge is outside the firm’s boundaries (Chesbrough, 2003), our belief is that the ability of recognising useful external knowledge reside in the employees’ capabilities and talent (Lewis and Heckman, 2006), given that talent plays a key role in the relationships a firm has with its external stakeholders (Zhang et al., 2015). Therefore, the employees’ retention is reasonable expected to be positively associated with commitment and trust with the firm, and it is also likely to foster knowledge specialization and fortification (Muffatto, 1998). In fact, short-term contracts and low level of commitment have been found counterproductive to firm’s innovativeness (Michie and Sheehan, 2003), and OI strategies potentially lead to higher levels of professional commitment of employees (Bogers et al., 2016). Through higher level of commitment and retention, it is reasonable to infer that employees are more
willing to consider the open innovation strategy and approach of the firm, understanding the need to integrate the knowledge developed internally and externally. Moreover, with the retention of the employees, the knowledge base of the firm increase, and therefore firm augments the likelihood of benefiting from inbound open innovation, because employees’ retention is important to acquire knowledge and for knowledge integration (Weber and Tarba, 2010).

Therefore, I believe that:

**Hp. 3:** the higher the employees’ retention, the higher the proclivity of engaging in inbound open innovation

**Hp. 4:** the higher the employees’ retention, the higher the likelihood of benefiting from inbound open innovation

Linked to the above hypotheses, HRM practices, such as training and learning, proper recruitment and selection, have been found positively associated with knowledge acquisition, knowledge creation and innovation in literature (Laursen and Foss, 2003; Michie and Sheehan, 2003; Chand, 2010). Moreover, with reward systems these benefits are even stronger because employees feel incentivized to be work better (Ichniowski et al., 1997). In general, appropriate roles, structures, procedures and systems are also relevant in order to enable effective knowledge flows when innovation is carried out in collaboration (Petroni et al., 2012). Other scholars have highlighted the crucial role of human and organizational capital and related HRM practices in creating a context which favours knowledge sharing within the firm (Cabrera & Cabrera, 2005; Yang & Lin, 2009). Lazzarotti et al. (2015) suggest that firms should carefully manage several HRM practices, e.g. selection and recruiting of personnel, training, development, and reward system in order to promote knowledge transfer and innovativeness.

Finally, literature also recognizes that greater degrees of openess imply increasing organizational and managerial complexity (Bader & Enkel, 2014), and certain HRM practices can help in manage such complexity. From a social capital perspective, HRM systems may help in building social relations among employees by improving their opportunity, motivation, and ability to access and mobilize that may extend to collaborative ties externally (Adler and Kwon, 2002).

**Hp. 5:** the greater the use of HRM practices, the higher the proclivity of engaging in inbound open innovation

**Hp. 6:** the greater the use of HRM practices, the higher the likelihood of benefiting from inbound open innovation
METHODOLOGY

Research sample, design and variables

The research involves data gathered from CEO, R&D managers and HRM managers of high-tech firms located in Italy. First, a total of 1000 high-tech firms were selected from an Italian database. Second, an email with invitation to participate in the survey along with a letter containing an explanation of the study’s purpose was sent to all the firms. In total 192 firms have expressed the interest in entering the study. Third, a questionnaire, composed of 27 questions (open and closed), was sent to these firms, which was answered and returned by 118 firms, which is the final sample. The answers for all the variables and general information of the firm were gathered from the different key managers to avoid concerns regarding common method bias.

In detail, firms within the sample operate in manufacturing and services high-tech industries in the following specific sectors: electronic and electrical component; biotechnology; information and communication technology; phar and medicine; chemical; computer engineering. The majority of them are small and medium enterprises (79% of them have less than 250 employees).

The paper builds on the theoretical framework and the consequent conceptual model to conduct the empirical research, which follows two main steps. First, the literature review led us to develop the questionnaire and therefore the variables of our model. Second, I have tested the model and the
hypotheses through structural equation modelling (SEM), which was considered a suitable method for our research.

As stated before, the questionnaire was composed of 27 questions. The questions were stated according to a funnelling technique (Breiman et., 1984). Therefore, general questions were followed to the specific one. In this way, I collected general information about the firm such as number of employees, industry, financial data, etc. Consequently, specific questions were outlined and focused mainly on HRM with specific regard to team works, employees’ retention and HRM practices, open innovation and innovation.

With regard to innovation as a performance measure, it measures the ability of a firm in developing new products or services (Laursen and Salter, 2006).

Consequently, variables were developed using multi-item scales according to relevant literature in order to ensure content validity. Table 1 shows the specific questions and items for each variable. In particular, I asked to respondent to evaluate several statements with a seven-points likert scales.

**Table 1. Variables and items**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Questions</th>
<th>Related literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teams</td>
<td>The importance of team works in managing the interorganizational collaboration process</td>
<td>du Chatenier et al., 2010</td>
</tr>
<tr>
<td></td>
<td>Team works for managing the overall innovation process</td>
<td>du Chatenier et al., 2010</td>
</tr>
<tr>
<td></td>
<td>The importance of team works in creating new knowledge collaboratively</td>
<td>du Chatenier et al., 2010</td>
</tr>
<tr>
<td>Employees’ retention</td>
<td>The importance of retaining employees in the top management</td>
<td>Ranft and Lord, 2000</td>
</tr>
<tr>
<td></td>
<td>The importance of retaining employees in the middle management</td>
<td>Ranft and Lord, 2000</td>
</tr>
<tr>
<td></td>
<td>The importance of retaining employees in manufacturing and operations</td>
<td>Ranft and Lord, 2000</td>
</tr>
<tr>
<td></td>
<td>the importance of retaining employees in R&amp;D</td>
<td>Ranft and Lord, 2000</td>
</tr>
<tr>
<td></td>
<td>The importance of retaining employees in finance, legal and other staff</td>
<td>Ranft and Lord, 2000</td>
</tr>
<tr>
<td>HRM practices</td>
<td>The importance of performance related rewards</td>
<td>Chand, 2010</td>
</tr>
<tr>
<td></td>
<td>The importance of flexible work</td>
<td>Chand, 2010</td>
</tr>
<tr>
<td></td>
<td>The importance of training and learning</td>
<td>Chand, 2010</td>
</tr>
<tr>
<td></td>
<td>The importance of recruitment and selection</td>
<td>Chand, 2010</td>
</tr>
</tbody>
</table>
Inbound open innovation

Importance of external knowledge from market-channels Chen et al., 2015
Importance of external knowledge from scientific-channels Chen et al., 2015
Importance of licensing-in of knowledge and technologies Chen et al., 2015
Innovation
New to the world products Laursen and Salter, 2006
New to the firm products Laursen and Salter, 2006
Improved products Laursen and Salter, 2006

Before the hypotheses testing with SEM, a measurement model is conducted to ensure reliability and validity of the scales. First, a confirmatory factor analysis (CFA) for each construct has been done in order to ensure the reliability of the measures (Henseler & Fassott, 2010), and data indicate that the Cronbach’s alpha are higher than 0.7, the threshold recommended (Hair et al., 2010). Also, composite reliability and average variance extracted are respectively above 0.7 and 0.5, the recommended threshold (Fornell and Larcker, 1981). The validity of the scale is confirmed by loading factors which are higher than 0.5, suggesting a good convergent validity. Also content validity is ensured given that scales are developed according to literature.

Table 2. Descriptive statistics and measurement model

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>No. items</th>
<th>Alpha</th>
<th>SCR</th>
<th>AVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teams</td>
<td>3.38</td>
<td>3</td>
<td>0.79</td>
<td>0.82</td>
<td>0.54</td>
</tr>
<tr>
<td>Employees’ retention</td>
<td>3.76</td>
<td>5</td>
<td>0.72</td>
<td>0.76</td>
<td>0.51</td>
</tr>
<tr>
<td>HRM practices</td>
<td>3.85</td>
<td>3</td>
<td>0.74</td>
<td>0.75</td>
<td>0.61</td>
</tr>
<tr>
<td>Inbound open innovation</td>
<td>3.71</td>
<td>3</td>
<td>0.71</td>
<td>0.73</td>
<td>0.51</td>
</tr>
<tr>
<td>Innovation</td>
<td>3.85</td>
<td>3</td>
<td>0.78</td>
<td>0.81</td>
<td>0.56</td>
</tr>
</tbody>
</table>

PROCEDURES AND RESULTS

The conceptual model shows the relationship among variables developed following the literature. In particular, the hypotheses have been tested through PLS – SEM technique, useful for small sample (Chin et al., 2010). It is also recommended for statistical models containing latent variables with several cause and effect relationships (Gustafsson and Johnson, 2004), and when mediation effect are willing to be assessed (Chin, 1998).
The path coefficients generated by PLS provide an indication of relationships and can be used similarly to the traditional regression coefficients (Gefen et al., 2000).

Figure 2. The PLS coefficients

Table 3 shows the relationship among variables through direct effects (standardized beta coefficients). In particular, it indicates that: first, teams is positively associated with open innovation (0.618; p<0.01), confirming hypothesis 1; second, employees’ retention is not associated with open innovation (0.123; p>0.05), therefore hypothesis 3 is not confirmed; third, HRM practices is positively associated with open innovation (0.553; p<0.01), confirming hypothesis 5.

For hypotheses 2, 4 and 6 potential mediation effects have been assessed. Mediation exists if the coefficient of the direct path between the independent variable and the dependent variable is reduced when the indirect path via the mediator is introduced into the model (Bontis et al., 2007). As figure 2 shows (right part), all the three direct path coefficient are lower when the indirect effect of inbound open innovation is introduced. In particular: a) the direct effect of teams on innovation is reduced from 0.523 to 0.402; b) the direct effect of employees’ retention on innovation is reduced from 0.062 to 0.029; c) the direct effect of HRM practices on innovation is reduced from 0.466 to 0.326.

For the sake of brevity, the paths of teams, employees’ retention and HRM practices to inbound open innovation are not reported in figure 2 but they are indicated in Table 3. These paths are positive and significant, meaning that all the component of HRM are positively associated with inbound open innovation.

Table 3. Direct path of independent variables on mediating variable
Path  |    Beta  |    p-value
---|---------|---------
Teams → Inbound open innovation  | 0.618; p<0.01 |
Employees’ retention → Inbound open innovation  | 0.123; p>0.05 |
HRM practices → Inbound open innovation  | 0.553; p<0.01 |

The indirect effect are calculated as follows. The indirect effect of teams to inbound open innovation and from inbound open innovation to innovation was 0.618*0.512=0.316. The indirect effect of employees’ retention to inbound open innovation and from inbound open innovation to innovation was 0.123*0.512=0.063. Finally, the indirect effect of employees’ retention to inbound open innovation and from inbound open innovation to innovation was 0.553*0.512=0.283.

**DISCUSSION AND CONCLUSIONS**

The main purpose of this paper was investigate the relationship between HRM and open innovation. Developing a conceptual model based on human resource and open innovation literature, several hypotheses have been tested through SEM-PLS.

In particular, it has been hypothesized that several HRM elements are important in engage with an open innovation approach, and that the open innovation approach mediates the relationship between HRM and innovation in firm. Results indicate that teams and HRM practices are important to establish an open innovation approach (hypothesis 1 and hypothesis 5), while employees’ retention is not essential in engaging in inbound open innovation (hypothesis 3).

Furthermore, our results suggest that inbound open innovation mediates the relationship between teams and innovation, and the relationship between HRM practices and innovation (hypothesis 2 and hypothesis 6). Whilst, despite open innovation improves the relationship between employees’ retention and innovation, I cannot conclude that a mediating effect exists. Therefore, hypothesis 4 cannot be confirmed absolutely.

Our research findings drive us to develop several implications to theory. First, our research contributes to theory indicating that the HRM aspect of open innovation is important for firms given that knowledge is the most important resource for innovation within firms, and innovation is driven by the knowledge possessed by firm’s employees. In this regard, acquiring or sourcing external knowledge may provoke many internal tensions requiring cultural and HRM efforts and practices. Despite this, there has been scarce interest in the intra-organisational aspects of open innovation so far (Vanhaverbeke et al., 2010; Petroni et al., 2012; Vanhaverbeke et al., 2014; Bogers et al., 2016).
Therefore, I suggest that some HRM activities have to be established before structuring inbound open innovation activities.

Second, by drawing on HRM literature, our research proposes several elements important in the management knowledge possessed by firms. Accordingly, the effects of teams, employees’ retention and HRM practices on inbound open innovation and innovation have been tested. In particular, team works for inter-organizational processes, for managing the innovation process, for creating new knowledge collaboratively, and HRM practices such as performance related rewards, flexible work, training and learning and recruitment and selection, are important in engaging in inbound open innovation and are fully mediated by open innovation for the improvement of the innovation performance. Therefore, with certain HRM activities firms are more able to develop innovative products and services as suggested by literature (Hoque, 1999; Andries and Czarnitzki, 2014). In turn, employees’ retention is not important in improving innovation, and this result is different from previous studies (Michie and Sheehan, 2003). One possible explanation is that, despite the employees’ turnover within the firm, important knowledge resides in few employees seen as talented. Therefore, firms can hold some employees for a long time and change some others without compromising the knowledge base or the ability to engage in inbound open innovation.

Our study has also practical implications. First, the management of the firms should adopt a HRM strategic view when approaching inbound open innovation. This underlines the importance of employees’ and human aspect in managing internal and external sources of knowledge as antecedents of innovation. In particular, HR managers must promote initiatives to stimulate collaborative approach to innovation and specific practices that can be useful to improve innovation. In the specific case of our paper, rewards based on performance, flexibility in workday training and learning activities, and recruitment and selection are seen as important elements in applying inbound open innovation and manage properly external sources of knowledge to enhance innovation.

The results of our work should be considered in light of several limitations. First, data were gathered from top managers of the firms involved in the research and therefore they can be influenced from subjectivity. Future studies can address the human aspect of open innovation analysing the perspective of the employees’ active in the management of knowledge and in collaborative activities. Second, our research focused on high-tech firms from a specific country; therefore, results in different context such as traditional firms can be different.

To conclude, our results strikingly indicate that employees’ retention is not associated with open innovation and therefore hiring talented human resources is important but retaining them for a long
time is not essential to approaching and benefiting from open innovation. This result opens for future questions and deserves surely more attention.
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ABSTRACT

Although widely recognized as fundamental to supporting the understanding of social and economic dynamics, systems thinking still seems to suffer from the old criticism of being considered too abstract to address solutions for specific real problems or maybe there is a lack of capacity to think about our societies in a more systemic and holistic way. With the aim of re-exploring the contribution of systems thinking in the field of management, the Viable Systems Approach (VSA) has been developed in the last decades as a methodology, rooted in systems thinking and based on the Viable Systems Model of Stafford Beer, which is useful to interpret and articulate complex social and business dynamics. As an exemplification of the way systems thinking can be applied in the context of social sciences through the VSA, the case of Smart City is proposed, which highlights how the VSA can contribute to bridging the gap between an abstract adoption of systems thinking and the application of its principles and models to specific problematic contexts of high social complexity.

Keywords: Systems Thinking, Viable Systems Approach, Smart City.

INTRODUCTION: RE-AFFIRMING THE NEED FOR SYSTEMS THINKING IN SOCIAL SCIENCES

In the last few years, various evolutionary trends have progressively changed social configurations (Beck & Sznaider, 2006), determining the emergence of new lifestyles and social behaviours (Lawson & Todd, 2002), increasingly based on information sharing and supported by the innovative instruments offered by Information and Communication Technologies (Huysman & Wulf, 2006; Caputo et al., 2016b; Evangelista et al., 2016). But a topic to develop is how can we move from an emphasis in information to communications and learning processes to increase the quality of our cities.

Progress, especially at the technological level, allows for the development of new possibilities, offering, on the one hand, ever new solutions and creating, on the other hand, ever new needs. As a consequence, an increasing variety can be observed together with an increasing interconnection...
between social, economic, and environmental phenomena (Lofland & Lofland, 2006), which make even more complex the understanding of socio-economic dynamics requiring the development of new interpretative models (Giddens, 1979; Manski, 1995; Parsons et al., 1965; Holling, 2001).

As a ‘soft’ science, social sciences typically deal with multi-dimensional phenomena the understanding of which require the adoption of multiple perspectives and the development of interdisciplinary knowledge. These requirements, however, are difficult to address because, over time, each discipline has developed its own interpretative models, making dialogue between different perspectives more problematic and the attempt to define ‘best’ solutions that could be applied to categories of similar problems fails (Gergen, 1985).

The understanding of this variety has led to the development of even more specific models by enriching the interpretative frameworks used, through the development of specialized and hyper-specialized knowledge (Johns et al., 2011, Caputo, 2017), thus ending up with complicated models. Moreover, with increasing information, the capability of models to effectively represent the observed dynamics results has weakened. Models, in fact, cannot include all relevant variables without losing their readability and capability to represent reality. The challenge is to find simple explanations for very complicated dynamics (May, 1976).

An increasingly analytical study of observed phenomena implies splitting up a problem and investigating its parts with the aim of defining an effective solution for the specific situation (Bohman, 1993). Through this reductionist approach, relevant properties that emerge from interaction will be lost and the functioning of the whole cannot be understood. Complexity, in fact, cannot be reduced because, as will be shown in the next section, it is interaction that yields “coherent patterns of behaviours” (Stacey et al., 2000: 7). This problem has long been evidenced by systems theory. In order to address complexity, it is necessary to identify the rules that govern those coherent patterns of behaviours, which cannot be completely designed and controlled – at least when they involve humans – as for any social phenomenon.

Believing that the increasing complexity of reality cannot be addressed by ‘complicating’ the models and departing in an opposite direction, this paper re-affirms the need for a general reference conceptual framework (Weber, 1949) and re-explores the contribution of systems thinking as one of the most general level frameworks of reference for investigating any kind of phenomenon of reality.

Systems theory, however, has been alleged to fail “in its attempt to deal with soft, unstructured problem situations where values and objectives are multiple and conflicting” (Mingers, 1980: 45).

Although limitations in the application of systems thinking to the analysis of social dynamics are still debated (Blanche et al., 2006), its interpretative power for complex social dynamics is unquestionable.
Recognizing the need for an interpretative framework that can ground the understanding of complex multi-dimensional phenomena, the contribution of systems thinking (Von Bertalanffy, 1968; Maturana, 1975; Checkland, 1985; Bogdanov, 1989; Senge & Sterman, 1992; Jackson, 2003) has been widely re-explored and re-affirmed (Maani & Maharaj, 2004; Galanakis, 2006).

In the context of management studies, the recognition of the necessity to adopt a systems thinking view in the interpretation of socio-economic dynamics, has led to the development of a research stream, the aim of which is to provide general reference interpretation schemes for the management and study of business as well as social organizations. Rooted in systems thinking and based on the Viable Systems Model of Stafford Beer (1984), the Viable Systems Approach (VSA). VSA is a useful methodology used to study socio-economic phenomena by integrating an analytical with a holistic approach.

VSA – like systems thinking – can be expected to provide interpretative tools that can be effectively applied to real problem-solving or dissolving problems and offering spaces for continuous learning processes. It should be said, however, as will be illustrated in the next section, that VSA aims to contribute to fill the gap at a general reference level for interpreting complex business and social dynamics, the understanding of which cannot rely on consolidated management tools as they are conceived in a specific problem-solving perspective.

An effective example of articulated multi-dimensional phenomena that can be effectively investigated through the adoption of the VSA is Smart City (Anttiroiko et al., 2014). In fact, the governance of Smart City implies the understanding of complex dynamics that involve multiple social, economic, and technical dimensions. Both theoretically and practically, Smart City is a challenging phenomenon to deal with, which requires interaction and collaboration between several different disciplines. In this perspective, the need of a general conceptual framework is apparent. Nevertheless, the study of Smart City still appears to lack the support of a general framework of reference both at a theoretical and practical level (Nam & Pardo, 2011; Jin et al., 2014).

With the aim of providing an exemplification of the way systems thinking can be applied in the context of social sciences through the VSA, the case of Smart City is discussed in this paper, highlighting how the VSA can contribute to bridging the gap between an abstract adoption of systems thinking and an application of its principles and models to real problematic contexts. A key research question summarizes the perspective adopted: Is a Smart City a designed or an emergent outcome?

The paper is structured as follows: following a brief review of the contribution of systems thinking to social sciences, the main focus is on the VSA as an interpretative methodology rooted in systems thinking. Subsequently, the case of Smart City will be discussed as an interesting multi-dimensional social phenomenon, the interpretation of which still lacks the support of a general framework of
reference. In order to bridge this gap, the VSA framework will be applied to outline the fundamental elements of a possible interpretative framework of common reference for the study and governance of Smart City. Finally, some conclusions and future directions for research will be proposed.

THE FUNDAMENTAL CONTRIBUTION OF SYSTEMS THINKING TO SOCIAL SCIENCES

In the first chapter of their book – Complexity and management: fad or radical challenge to systems thinking? Stacey et al. (2000: 7) stated that “there are alternative ways of thinking about causality, some of them suggested by the provocative thinkers in the complexity sciences […]. These thinkers suggest that interaction itself has the intrinsic capacity to yield coherent patterns of behaviours. They propose that the entities of which nature is composed interact locally with each other, in the absence of any blueprint, plan or program, and through that interaction they produce coherent patterns in themselves”. These words effectively summarize the challenges faced and the opportunities offered by systems thinking.

Over time, the scenario described by Stacey et al. (2000) has attracted the interest of an increasing number of researchers and research streams involved in defining possible applications and useful advancements in knowledge in social sciences in the light of systems thinking. Undoubtedly, systems thinking is nothing new; it has a long history originating in the research domain of natural sciences (Von Bertalanffy, 1968; Maturana, 1975). Only in the last century, however, have social and economic researchers tried to apply its principles and frameworks to the studies of social and economic dynamics (Von Foerster, 1984; Bogdanov, 1989). More specifically, the willingness to apply systems thinking in social domains was inspired by the increasing uselessness of traditional mechanistic, as well as reductionist, approaches in explaining social dynamics and trends (Hedström & Ylikoski, 2010; Calabrese et al., 2017). Many scholars have proposed the application of systems thinking in the social sciences domains (Boulding, 1956; Beer, 1979; Bowler, 1981), highlighting its general validity as an interpretative lens (Von Bertalanffy & Rapoport, 1963) and the need to build more explicative conceptual frameworks for social sciences (Mingers, 1980; Tronvoll et al., 2017).

Among the numerous works devoted to representing organizations from a systems perspective, one that still attracts interest from a significant number of scholars and professionals is that of Stafford Beer (1984) who developed the Viable System Model (VSM). The VSM builds on key concepts of cybernetics in order to propose a representative model of an organization able to produce itself by adapting its configuration to the external changes. The VSM offers a conceptual framework useful for underlining in what ways an organized entity can modify itself to ensure its survival (Espejo & Harnden, 1989; Espejo, 1990; Schwaninger, 2006). This conceptualization has several implications for
social sciences and has opened up a wider perspective in the studies of social phenomena (Jackson, 1992; Espejo & Reyes, 2011). The model is functional for any type of organization that aims to survive by modifying its logical and physical structure over time. Hence, ‘viability’ is the modality which characterizes the nature of social entities, expressing the interaction of an organization with its context in order to learn, adapt, develop itself, and improve its efficacy in relation to the specific aim of survival. However, the Stafford Beer’s model, based on the observation of biological and social systems, gives centralty an organization’s recursive structures.

An interesting advancement in this area was offered in the work of Schein (1985) which proposed an organizational culture model based on the differences among underlying values, espoused values, and artefacts. This model enriches previous knowledge by outlining the opportunities to analyse a system from different viewpoints; furthermore, it identifies possible implications of systems recursion in social sciences by acting on the construct of ‘organizational and occupational cultures’. The model, however, does not offer a clear explanation about the ways in which the culture evolves over time and impacts on the systems configurations (Škerlavaj et al., 2007).

From a different viewpoint, Hatch and Cunliffe (2006), with the aim of enriching the structural perspective of VSM, introduced in the model some ‘dynamic dimensions’ by identifying five major fields of organization theory: organizational culture and identity, organizational strategy, organizational design and structure, organizational behaviour and performance, and strategic response to organizational environment. This contribution underlines the relevance of dynamic dimensions in systems thinking (Hatch & Cunliffe, 2006).

Many difficulties arise, however, when dealing with social dynamics, and lead to recognition of the impossibility of including and considering all the relevant dimensions in a unitary framework by advocating the concept of complexity (Gell-Mann, 1995; Anderson, 1999; Di Nauta et al., 2015; Rosenberg, 2015; Basile & Caputo, 2017; Del Giudice et al., 2017).

With the aim of re-exploring the contribution of systems thinking to social sciences by shifting attention from the structures to the dynamics of social organizations living in turbulent environments, the VSÀ has been developed in the field of management by adopting a multi-disciplinary approach that integrates contributions from psychology, sociology, and philosophy (Barile, 2009a).

As will be illustrated in the next section, although essentially based on the same conceptual matrix of Stafford Beer’s VSM, to better fit the current problematic context of organizations, VSÀ introduces several innovations, above all in relation to the analysis of decision-making processes in conditions of complexity.
THE VIABLE SYSTEMS APPROACH AS A SYSTEMS THINKING METHODOLOGY

The VSA has been developed in the last few decades by an Italian group of researchers in the field of management and is gaining increasing interest at an international level (Barile, 2000, 2008, 2013; Golinelli, 2000, 2005, 2010; Barile et al., 2012). It builds on the key concepts of Stafford Beer’s VSM in order to develop a coherent framework for investigating the way viable systems survive in their environments by interacting with other systems entities (Barile, 2013; Saviano & Caputo, 2013); that is, the ways a system perceives, interprets, and reacts to environmental changes in order to become even more effective (VV.AA., 2011; Barile et al., 2013; Saviano et al., 2014).

Grounded in a constructivist view of reality (von Glasersfeld, 2001), the VSA states that the behaviour of a viable system, be it an individual or an organization, depends on a subjective perception of reality affected by the system’s previous experiences and knowledge, and by the strong beliefs that progressively define its identity (Barile et al., 2015). The identity of a viable system is represented through what the VSA calls its Information Variety (Barile, 2009b): a system’s identity made up of knowledge possessed (information units), cognitive capabilities developed over time (interpretation schemes), and strong beliefs that characterize its personality (categorical values). More specifically, the information units refer to the total amount of data held by the system and on which systems’ decisions are based. The interpretation schemes are the ways through which a system organizes the available information in order to represent a specific problem or situation. Finally, the categorical values are the strong beliefs that affect the systems’ perspective in defining elements that are relevant to the system.

By adopting the Information Variety Model in the study of social dynamics, it is possible to identify what elements are involved in the resolution of specific problems and/or in the analysis of a specific phenomenon. In this respect, Barile (2009a) states that it is possible to identify a relationship between the kind of problems subjectively perceived by a system and the different levels of the Information Variety Model. In particular, the model is useful to investigate conditions of harmonic interaction between systems at any level of interaction.

As shown in Figure 1, from the intersection of the dimensions of Information Variety, emerges the identity of a viable system. As any social entity can be viewed as a viable system, the model can be used for investigating social configurations of organized entities, from individual systems to networked systems (Barile et al., 2016).
What is relevant when interpreting a system’s behaviour from a VSÀ perspective is its dynamic of interaction, as observed both internally and externally. The need to shift to a dynamic view is clarified by distinguishing between two different perspectives that can support the study of organized entities as viable systems (Barile & Saviano, 2011): a static view that allows the description of the structural configuration of a system by focusing on the parts that compose it and relations between them; and a dynamic view that interprets the ways in which a system behaves and evolves over time as a consequence of the interactions internal to its structure and with the external environment as subjectively construed by the decision-maker (context).

By establishing relationships and interacting, viable systems create recursive structural configurations that involve other systems. In the current highly interconnected scenario ever more effectively supported by ICTs, a common configuration is that of networked systems; i.e., systems of systems (XHerron & Mendiwelso-Bendek, 2006; Di Fatta et al., 2016; 2017; Caputo & Walletzky, 2017). Although directed through regulation, the way these systems interact if not designed, however, is inevitably emergent. Hence, a fundamental problem is to have interaction directed towards the achievement of desired outcomes.

The VSÀ provides a useful criterion to evaluate the capability of a system to govern interaction towards the achievement of a planned goal; it depends on its degree of completion as a viable system (Barile, 2008). The VSÀ identifies three key evolutionary stages by distinguishing between the embryonic system, systems in via of completion, and accomplished systems (Golinelli, 2010). To evaluate the degree of completion of a system, it is necessary to verify, on the one hand, the presence and decision-making capabilities of a governing body – i.e., a subject recognized as responsible for the governance of
the system – and, on the other hand, the functioning of an operative structure, as defined by the intensity of interconnection among the parts that compose it and that are involved in the pursuit of the system’s goal. The three degrees of accomplishment of the observed system give information about its capability of governance, its contractual power in relationships, and its capability of influencing other systems’ behaviours (Barile & Saviano, 2010). As shown in Figure 2, the embryonic system is characterized by a set of components slightly and temporarily interconnected on the basis of emerging common interests; there is no recognized governing body, but only shared behavioural rules (an example is the market). The system in via of completion is characterized by emerging interactions among the parts that are activated in order to achieve specific goals through the definition of a temporary shared governing body supported by the formalization of a structure (e.g., a joint venture). Finally, the accomplished system is characterized by strong relationships among parts that share the willingness to achieve common aims and recognize a governing body (e.g., a company). This latter entity can be considered a fully viable system, which means a system whose components are committed to the achievement of a common goal and produce coherent patterns of interaction. Accomplished systems are more effective in developing long-lasting synergistic relationships and co-creating value.

Figure 2. The system’s degrees of accomplishment in the VSA perspective (Source: Authors’ elaboration on Barile, 2008. www.asvsa.org)

**SMART CITY AS AN EXAMPLE OF A MULTI-DIMENSIONAL PHENOMENON**
In the last few years, social sciences have devoted increasing attention to the problem of interactions between physical and human resources (Stjernholm Madsen, 2005; Caputo et al., 2016c). Researchers have analysed the ways in which interactions take place and evolve in the social domains (Folke, 2006), the key variables able to affect and support social interactions (Yang & Chen, 2007), and the role of ICTs in ensuring efficient, effective, and sustainable social interactions (Del Giudice et al., 2016).

Among the various topics under study in social sciences, Smart City represents an interesting research stream because it is a typical example of multi-dimensional context of interaction in which, in particular, human and physical resources are involved. Smart Cities are essentially targeted towards the improvement of the quality of life of communities (Townsend, 2013; Shapiro, 2006). In effect, as stated by Bakıcı et al. (2013: 138), the Smart City is the “implementation and deployment of information and communication technology infrastructures to support social and urban growth through improving the economy, citizens’ involvement and governmental efficiency”. This definition clarifies that the Smart City concept essentially deals with structural and infrastructural aspects of a technical nature that can impact on the efficient functioning of a system. Conversely, the concept of ‘quality of life’ represents a higher level and more meaningful goal that, although basically including elements that impact on a community’s way of living, such as pollution, traffic congestion, crime, etc., also refers to “factors such as sense of achievement, love and affection, perceived freedom, and so on” (Dalkey, 1971: 9). In this view, the notion of quality of life approaches that of “well-being” (Polese et al., 2016). But more than anything else quality of life relates, as many have pointed out, to the capacity of the social systems to improve being, belonging and becoming conditions of its citizens. How the cities are empowering citizens to shape their city and their possibilities to progress and grow as individuals and collectively.

So far, the phenomenon of Smart City has been investigated from various viewpoints focusing on different dimensions (Nam & Pardo, 2011). Shapiro (2006), for example, underlines that the core essence of Smart City refers to the application of socio-technical innovations to support economic and social growth of a community; Paskaleva (2009) states that Smart City is the finalized use of innovative technologies and better performing infrastructures; Morvaj et al. (2011) point out the relevance of technological infrastructures in the functioning of Smart City.

Other researchers have focused attention on the role of citizens in Smart City and how to increase knowledge, skills and also how to observe structures and processes to enable effective citizens empowerment processes (Espejo & Mendielso-Bendek, 2011; Mendielso-Bendek, 2015). From this perspective, Winters (2010) analysed the key impact that citizens have in affecting the opportunity for the emergence and survival of Smart Cities; Edvinsson (2006) investigated the impact of Smart City configuration on human relationships and its relevance for the improvement of the quality of city life.
Combining the technological and human perspectives, Karwowski et al. (2014) identified four key dimensions of Smart City: structure, process, outcome, and market.

Despite the advancements in knowledge offered by all these contributions and the effort to combine the various dimensions, a shared conceptual framework for the domain of Smart City is still missing (Saviano et al., 2016). The existing literature on this topic, for example, does not provide a clear explanation about the ways in which a Smart City is created (or emerges) and remains viable, about the role of humans and the way their behaviours impact on the dynamics of a Smart City, about general reference approaches to managing the multiple dimensions on which Smart City functioning is inevitably based, and overcoming the divides between the different disciplines and perspectives involved.

In order to bridge this gap, in the next section an interpretation of Smart City through the interpretative lens of the VSA is proposed.

**TOWARDS A VIABLE SYSTEMS VIEW OF SMART CITY**

As highlighted in the previous section, the main literature about Smart City focuses attention on the structural and infrastructural ‘building’ of the Smart City. Smart City, however, activates and develops a multi-dimensional functioning in which the role of humans, as citizens, cannot be taken as given. Be it explicitly designed to or not, a Smart City develops dynamics that give rise to the emergence of socio-technical systems (Weber, 2003). Looking at a Smart City as essentially a technological (ICT-based) phenomenon would provide a structural view of the same. Indeed, citizens as users are not only the beneficiaries of technological investments typical of a Smart City. They are key actors whose behaviour strongly impacts the effective (and sustainable) functioning of a Smart City. Hence, combining the technological and human perspectives is fundamental. Adequate consideration of the citizens’ perspectives makes apparent the most challenging aspect of Smart City: although designed to be ‘smart’, the emerging socio-technical configuration does not ensure a ‘smart’ functioning. As clarified by VSA, from the same structure multiple systems can emerge depending on the goals pursued by actors involved in its dynamics. Human (viable) systems finally determine the ‘smart’ functioning of a city and their behaviours cannot be ‘designed’; however, at least they can be regulated and/or incentivized.

Accordingly, although designed to be smart, a city’s functioning will always be emergent due to humans’ unpredictable behaviours. A way to direct or influence humans’ behaviours is through the effective guidance of a recognized governing body or through the effective sharing of a common system of laws, norms and rules (Barile & Saviano, 2010; Caputo et al., 2016a).
In this manner, a Smart City, which, in VSa terms, is at least an embryonic system, can easily evolve to the configuration of a system in the process of completion, which would allow an effective smart functioning, synergistically contributed to (or co-created) by all involved actors.

To integrate this view with the previous literature about Smart Cities, in order to progress towards the building of a shared conceptual framework, it is possible to identify at least three essential elements to focus on: citizens (Nam & Pardo, 2011), infrastructures (Jin et al., 2014), and high quality of citizen life (Shapiro, 2006).

The interpretative models proposed by the VSa can be used to base a multi-dimensional analysis of not only the Smart City’s structure and infrastructures, but also (and mainly) of its social dynamics. In the VSa view: the citizens, as the only full viable entities able to assess, analyse, decide and act accordingly, are key actors of a Smart City; the infrastructures represent the ways through which citizens interact with the physical and technological resources of Smart City in order to achieve their aims; the high quality of citizen life represents the shared goal that can activate the synergistic functioning from which the Smart City system can emerge.

By integrating the Smart City components in the VSa framework, as shown in Figure 3, it is possible to identify a strong correlation among them and the elements that affect the degree of accomplishment of a system defined by the VSa: the set, the structure, and the system.

By adopting the interpretative lens of the VSa, it is possible to note that the goal ‘high quality of citizen life’ is the outcome of a unitary systemic functioning of the City that implies its full completion. Citizens and resources represent the set of possible components of the system’s structure. The ways in which citizens are connected to resources define the structure. Indeed, the VSa underlines that a Smart City will emerge only if citizens, as viable actors – i.e., systems capable of an autonomous existence in their environment (Beer, 1979) – embrace the shared finality of a ‘high quality of life’ and behave accordingly, producing coherent patterns. Therefore, a Smart City emerges as a consequence of a shared willingness to achieve the common aim of the high quality of citizen life. According to the Information Variety Model, it is possible to state that to ensure a shared willingness to achieve the aim of high quality of city life, it is not sufficient to act upon the information units (e.g., information sharing); an analysis of dominant and/or common interpretation schemes and of the categorical values that influence their decisions and behaviours is necessary to assess what the VSa calls the conditions of consonance (Barile, 2013; Barile & Saviano, 2013). In this view, Smart City becomes a conceptual model for creating social configurations of people, technology, information, and values, the integration of which allows for the emergence of a viable system.
PRACTICAL IMPLICATIONS AND CONCLUDING REMARKS

As illustrated with reference to the case of Smart City, many researchers interested in studying socio-economic dynamics have tried to address their complexity by enriching models in order to include their multiple dimensions. Re-affirming the need for a space to hold constructed conversations about conceptual social sciences frameworks, this paper highlights the advantages of applying systems thinking as an interpretative lens have a wider and deeper understanding of the dynamics and dimensions of social phenomena and the ways they interact.

By discussing the case of Smart City, the paper highlights the ways systems thinking can be applied to a social configuration that involves multiple structural levels, actors, and perspectives: the VSA helps to deal with complex multi-dimensional dynamics by exploring the key rules of effective interaction. The domain of Smart City is analysed in the light of the VSA perspective in order to underline in which ways different elements interact and should be managed in order to ensure the viability of the whole configuration.

From the application of the VSA to the understanding and management of Smart City, several managerial implications have been derived. Specifically, the VSA indicates directions for a better understanding of the ways users, services, infrastructure, and technologies interact to produce a coherent whole. The VSA helps to identify general level rules that explain the emergence and evolution over time of an organized entity.

Thanks to the application of the VSA, several opportunities have been demonstrated which would help to bolster the success of the Smart City plans. The VSA can support the understanding of requirements...
for a more efficient, effective, and sustainable organization of citizens’ life, and, consequently, the
development of better performing instruments, techniques, and models for the effective governance of
Smart City.

In conclusion, the success in planning and management of Smart City as a Viable System is related to
the ability to investigate its components and the relations that link them, without losing the view of
the whole: it is interaction that produces coherent patterns of behaviours (Mendiwelso-Bendek, 2002).
By adopting this interpretative approach, useful guidelines for the management of Smart City and
new research pathways in the domain of Smart City can be derived by the application of systems
thinking approaches like vSA; these developments, however, are not within the scope of this paper
and could be analysed in future research.
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ABSTRACT

Over the past hundred years many management theories have been proposed to help owners and managers of firms get the best results from their firms. However, there abounds much skepticism concerning the effectiveness of these theories. In this paper, we return to one of the first management theories, Taylorism or scientific management, and review its positive goal of helping firms produce more efficiently and the claim that it dehumanizes workers. Furthermore, we review the growth of Amazon and show how Amazon embodies most of the principles of Taylorism, except that while Taylor had a disdain for workers' initiative, Amazon encourages workers to initiate projects. The paper ends with a brief discussion as to whether Amazon could have grown even more had its management been more employee-friendly.
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INTRODUCTION

The Economist (2016, p. 59) decries the current state of management theory arguing that today's popular management theories "bear almost no relation to reality" and that management theorists are at "risk of being exposed as just so many overpaid peddlers of dead ideas." This damming criticism of new management theories suggests that maybe it is worthwhile to stick with old management theories, and one of the first management theories, Taylorism, seems to be having a very successful revival in the fascinating story of the growth of Amazon, the greatest retailer in the world in 2017. In this paper, we will review Taylorism, the growth of Amazon, how Taylorism applies to Amazon's management practices, and end with a brief discussion of whether Taylorism is really the best system for the workers and the owners of the firm.
TAYLORISM: PROS AND CONS

Fredrick Winslow Taylor (1856-1915), who on his death, The New York Times (1915) referred to as the “originator of modern methods of industrial management,” stressed the idea of efficiency in production and the manager’s role in having the work done in the most productive manner. His theory is referred to as the scientific theory of management, as he claimed that his method was scientific, or Taylorism.

Taylor was very bothered by workers who were, he claimed, not working to their utmost ability, what he called soldiering or loafing. He writes (1919, p. 33):

It is well within the mark to state that in nineteen out of twenty industrial establishments the workmen believe it to be the directly against their interests to give their employers their best initiative, and that instead of working hard to the largest possible amount of work and the best quality of work for their employers, they deliberately work as slowly as they dare while at the same time try to make those over them believe that they are working fast.

He claims (p. 14) that this soldiering is the cause both of low wages and low output, and he set out to correct this “evil.”

Taylor notes that he was not the first person to note this problem and he describes (p. 34) what he claimed was the best type of management system prior to his system, which he calls “initiative and incentive.” In this system, the manager uses various incentives such as higher pay, promotions, better working conditions, to the worker as an incentive for the worker to work his hardest. While this may seem like a reasonable system, Taylor (pp. 35,36) claims that success in this system “depends almost entirely upon getting the ‘initiative’ of the workmen and it is indeed a rare case in which this initiative is really attained.” Instead, Taylor proposed his theory of scientific management.

Taylor (p. 36) explains that there are four elements to his theory of scientific management. One, the manager is to develop a science for each element of a man’s work, as opposed having each man decide on his own how best to accomplish the task. This “science” means that the manager is to decide not only what work is to be done, but also how it is to be done and in how much time. The work is divided into as many smaller tasks as possible and the each individual task is timed. Two, the manager is to select and train the best workers. Three, the manager is to cooperate with the workers, and four, management does all the work for which they are better fitted than the workers. The Economist (2015) compresses these four elements into three categories: “Break complex jobs down into simple ones; measure everything that workers do; and link pay to performance, giving bonuses to high-achievers and sacking sluggards.”

Taylor attempted to implement his ideas in various factories and he claimed great success. For instance, in 1898, Taylor went to work for Bethlehem Steel Company, and he “determined” that the
workers could be working harder, that a worker could move between 47-48 tons of pig iron a day instead of the 12.5 tons they were doing beforehand (pp. 42-47). He then selected some workers, paid them a little extra, $1.85 a day instead of $1.15, had a man stand over the workers with a watch telling them when they could work and when they could rest, and "all of the pig iron was handled at the rate of 47.5 tons" (p. 47).

Even though the workers were working harder, Taylor claimed that his system was beneficial for the workers since a worker's prosperity will increase when he/ she is producing at his/ her maximum capacity (p. 11), and the workers' wages also will rise, as in the Bethlehem Steel Company, the salaries of the selected workers increased by 60%. As further proof of the worker's greater happiness with his system, he writes (p. 28) that in companies where his system had been implemented, "in place of the suspicious watchfulness and more or less open warfare which characterizes the ordinary types of management, there is universally friendly cooperation between the management and the men."

Accordingly, Taylor claimed that his system was a win-win situation both for the workers and for the firms, and many people have supported Taylor's approach. Drucker (quoted in Will, 1997) stated that

Taylor deserves to be ranked with Darwin and Freud in the trinity of makers of the modern world and that Taylorism is perhaps "the most powerful as well as the most lasting contribution America has made to Western thought since the Federalist Papers."

Blake and Moseley (2011) writes that Taylor's system was adopted in most of the industrial countries of the world except in Great Britain, and that (p. 350) "the successful and dramatic increase in mass production (in the US) during WWII was an indirect, but indisputable, result of Taylor's work." The corollary to this observation is that maybe Great Britain's fall as an industrial power was because it did not adopt Taylorism. This claim is made by Drucker (1974, p. 386), and is also maintained by Landes (1969) and Chandler (1994).

Taylor's ideas have also generated a great deal of criticism. Wrege and Perroni (1974) have cast doubt on eight of the details in Taylor's report of the workers moving the pig iron in Bethlehem Steel Company, and they label the whole account a "pig-tale." However, Hough and White (2001) dispute some of Wrege and Perroni's claims and they argue that the remaining discrepancies are minor and do not invalidate Taylor's theory.

More significant criticism is that Kiechel (2012) notes that "behind the effort of Taylor was an elitism, a class of arrogance, almost incomprehensible by today's standards." For example, Taylor (1919, p. 59) described the worker who moved the pig iron as "so stupid and so phlegmatic that he more nearly resembles in his mental make-up the ox than any other type." This elitism led Taylor,
even though he professed to be concerned for the welfare of the workers, to limit this concern to the worker's wages but to disregard their input and thought into how the work in the firm should be done. In a US Congressional Committee hearing in 1912, Taylor stated (in Will, 1997), "In our scheme, we do not ask the initiative of our men. We do not want initiative. All we want of them is to obey the orders we give them, do what we say and do it quick."

Drucker, who as mentioned above views Taylor very favorably, notes that (p. 202) Taylor is blamed for "dehumanization" of workers, but Drucker believes that the criticism is "unfair and unjust" since Taylor's goal was to create the "economic and physical base for the worker's welfare." However, even Drucker believes that the followers of scientific management, or as he calls them industrial engineers, only focus on the "logic of work" how the work is to be done, and not enough on the "logic of working" how to motivate the workers.

In 1960, Douglas McGregor (1960) challenged Taylor's belief that almost all workers want to "soldier." McGregor argued that this typecasting was only true for some of the workers, but other workers want their job to provide them with psychological satisfaction. He labeled a personality that causes a person to dislike and shun work, Theory X, while a personality that induces a person to want their job to lead to personal fulfillment, Theory Y. With regard to the workers who try to soldier, Theory X, then the manager's modus operandi is the tried and true method of carrots and sticks. On the other hand, with regard to the workers who want their jobs to provide them with psychological satisfaction, Theory Y, the manager needs to offer more responsibility to the workers, integrate them into the decision making process of the firm, and offer them the ability to have job enrichment to motivate them to work better.

Drucker notes (1974, p. 232) that while McGregor presented these two types of human behavior and corresponding managerial practices, "as alternatives and pretended to be impartial, no reader ever doubted – or was meant to doubt – that McGregor himself believed wholeheartedly in Theory Y." This idea that workers are to be treated according to Theory Y marks a large change from Taylor's views, and this became the dominant view in management theory in the US after WWII. Kiechel (2012) notes

The publication of Taylor's scientific management set off a century-long quest for the right balance between the things of production and the humanity of production...The overall thrust of the postwar managerial thinkers was to elevate the humanity of production.

However, surely there remain many Theory X workers where the carrot and stick method is still potent. A recent study by Bryson and MacKerron (2017) cast doubt on the belief that work provides physiological satisfaction for most workers. In their survey of tens of thousands of individuals in the UK with regard to their state of happiness when doing 40 different activities, paid work was not only
listed as one of eight activities which gave negative levels of happiness but also paid work was ranked lower with regard to a person's state of happiness than all the other 39 activities, except for being sick in bed. This negative utility from working raises doubts as to whether most workers are really Theory Y personalities.

Accordingly it is not obvious that Taylorism is no longer relevant in managerial firms and we will now review the growth and management practices of one of the most successful companies in the US in the last twenty five years, Amazon, which seems to have adopted Taylorism.

THE RISE OF AMAZON

In the 1980s and the 1990s, the retail book industry in the US had become highly concentrated. The independent booksellers, who previously had been the major sellers of books, were being pushed out by large bookstore chains, such as Barnes & Noble, Borders, and a few others firms, and it seemed that these large chains were going to be the dominant firms in the market for the foreseeable future (Bekken 1997/98). However, the internet was shortly going to upend these large firms.

In 1994, Jeff Bezos saw the potential of the internet which was just in its infancy, as Webley (2010) recalls that "one of the first known Web purchases (pizza) took place in 1994." Bezos quit his job in finance to found a company, Amazon, to sell books on the internet since he realized that even the large bookstore chains did not stock that many books in each store, which could give a seller on the internet an advantage since they could list many more books for sale (Packer, 2014). The Amazon website began to function on July 16, 1995, and almost immediately, sales began to pour in (Brandt, 2011). Amazon has since branched into numerous fields selling clothing, toys, electronic products (for example the kindle, first released in 2007), music, videos, grocery items, and even cloud service, AWS. In 2014, The Economist (2014) noted that it was estimated that "Amazon now carries 230 million items for sale in America—some 30 times the number sold by Walmart, the world’s biggest retailer." It was estimated that in 2014, its total sales were $75bn, of which books accounted for at most 7% of sales (Packer, 2014). In 2017 it is expected to pass Macy’s to become the top seller of clothing in the US (The Economist, 2017a), even though clothing is harder to sell on-line than books.

Amazon is not noted for its large profits since Bezos' strategy was to lower prices to consumer to increase sales (Thompson, 2013). A better way to measure Amazon's great success is through the incredible increase in Amazon's market capitalization. Perry (2015) notes

From January 2005 to December 2006, shares of Amazon and Wal-mart stock were trading at about the same price. During the 24-month period, a decade ago, Amazon's share price averaged $38.22 while Wal-Mart's stock averaged $38.27 per share. Since then Amazon's share
price has increased almost 16 times to nearly $600 compared to about a 1.5 time increase in Wal-Mart's share to $58.

This difference has continued to grow since Perry made this point in October 2015. On March 3, 2017, Amazon's stock price was $850, an increase of 42% from October 2016, while Wal-Mart's share price was $70, a respectable increase of 21%, but still less than the growth rate of Amazon's share price. By 2016, Amazon was listed in top ten most valuable firms in the Fortune 500 (Gandel, 2016), and Chang (2016) notes that in September 2016, Amazon became the fourth largest company based on market capitalization with a value of $382 billion, trailing only Apple ($609 billion), Alphabet (Google, $561 billion) and Microsoft ($449 billion). Markman (2017) notes that in 1997, at Amazon's initial public offering, the company was valued at $461 million, and based on a market capitalization of $360 billion, the company's market value has increased roughly 50.375% in twenty years. We see that Amazon has made itself to be considered and hence valued as a high-tech firm and not as a "simple retailer."

The Economist (2017b) questions whether this valuation of Amazon is realistic. They write:

> It is one of the most optimistically valued firms, with 92% of its current worth justified by profits after 2020. Outside investors have a lot at stake because it is huge, with a market value of $410bn (end of February 2017). About a third of this value is justified by its profitable cloud-computing arm, AWS. But the rest of the firm, which straddles e-commerce, television and films, as well as logistics, barely make money despite generating large sales. Nor is it growing particularly fast for its industry. To justify its valuation you need to believe that it becomes a sort of giant utility for e-commerce which by 2025 cranks out profits of around $55bn a year, or probably more than any other firm in America.

On the other hand, Markman quotes Scott Galloway, an NYU business professor, who believes that due its popular Prime subscription service, Amazon will continue to expand to become the first company to have a market capitalization valuation of one trillion dollars.

**AMAZON AND TAYLORISM**

There are several reasons for Amazon's great success, its business strategy, its commitment to consumer service, and its great technology for storing, sorting and delivering goods ("fulfillment centers"), but what about its management practices?

One unique aspect of Amazon's management style is that most of the successful high-tech firms lavish their workers with perks and an attentive work culture environment to increase employees' productivity, but not in Amazon. Lashinsky (2012) writes:

> Amazon is famously frugal. Unlike in much of Silicon Valley, Amazon employees pay for their meals. Desks are slabs of wood that could be used for doors. For years Bezos chose ultracheap
shipping rates for customers over expensive TV advertising. The penny-pinching applies to salaries, which are low throughout the 80,000-person-plus organization. “We pay very low cash compensation relative to most companies,” says Bezos. “We also have no incentive compensation of any kind. And the reason we don’t is because it is detrimental to teamwork.”… “You go to Amazon because there’s something big going on,” says Dave Cotter, another recently departed executive who also is working on a startup of his own. “Other companies pay more.”

Another aspect of Amazon's managerial practices is Amazon's obsession with measuring everything, as Anders (2012) writes that "Bezos calls it a culture of metrics." This measuring refers to measuring consumers in their purchases and preferences and the workers' productivity. The ability to measure is due to the growth in sophisticated computer software and computer power, and Amazon is in the forefront in the world in using new software to monitor its consumers and workers.

The point of measuring and monitoring worker's productivity is in order that Amazon will function in the most optimum manner. This drive for efficiency, as noted by The New York Times (2015), is that Amazon "is figuring out how to extract the most from its workers." One example of this efficiency is that Packer (2014) reports that, "According to a recent study of U.S. Census data by the Institute for Local Self-Reliance, in Washington, brick-and-mortar retailers employ forty-seven people for every ten million dollars in revenue earned; Amazon employs fourteen."

Brandt (2011) provides an example of this drive in Amazon to get workers to be more productive. In 1999, the customer service had about 500 people who job it was to answer emails from consumers.

The best of them could answer a dozen emails a minute. Those who dropped below seven were often fired. One customer-service manager recalled that, when the staff got a week and a half behind in answering email- despite putting in 12-hour days, seven days a week – Mr. Bezos called her to complain. When she told him they couldn't work any harder, he came up with a solution: They dedicated one weekend to competing with each other to see who could get through the most unanswered emails. During that 48-hour period, everyone worked at least ten hours beyond their regular shifts. Each person was given a cash bonus of $200 for every thousand messages he or she could answer. It cleared out the backlog.

This example of finding a way to get workers to increase their output above and beyond what was considered possible recall Taylor's pig-iron experiment. This association between Taylorism and Amazon is made explicitly by The Economist (2015) who refer to Amazon's management practices as digital Taylorism. They write that Amazon:
Uses classic Taylorist techniques to achieve efficiency: workers are constantly measured and those who fail to hit the numbers are ruthlessly eliminated, personal tragedies notwithstanding…. This new version of Taylor’s theory starts with his three basic principles of good management but supercharges them with digital technology and applies them to a much wider range of employees—not just Taylor’s industrial workers but also service workers, knowledge workers and managers themselves. In Taylor’s world, managers were the lords of creation. In the digital world they are mere widgets in the giant corporate computer…. And Taylorist managers are mixing the sweet with the bitter: Amazon’s “Amabots”, as they call themselves, seem happy to put up with micromanagement if they get a nice bonus at the end of the year. The most basic axiom of management is “what gets measured gets managed”. So the more the technology of measurement advances, the more we hand power to Frederick Taylor’s successors.

The same article in the Economist points out that Amazon is not unique in its application of Taylorism, as they write, "Far from being an outlier, it would seem that Amazon is the embodiment of a new trend, digital Taylorism." They also note that "digital Taylorism is just as unpopular as its stopwatch-based predecessor.” The backlash to Amazon’s Taylorist principles was most evident in a lengthy expose in The New York Times by Jodi Kantor and David Streitfeld (2015). They note:

It (Amazon) is conducting a little-known experiment in how far it can push white-collar workers, redrawing the boundaries of what is acceptable. The company, founded and still run by Jeff Bezos, rejects many of the popular management bromides that other corporations at least pay lip service to and has instead designed what many workers call an intricate machine propelling them to achieve Mr. Bezos’ ever-expanding ambitions. “This is a company that strives to do really big, innovative, groundbreaking things, and those things aren’t easy,” said Susan Harker, Amazon’s top recruiter. “When you’re shooting for the moon, the nature of the work is really challenging. For some people it doesn’t work”. Bo Olson was one of them. He lasted less than two years in a book marketing role and said that his enduring image was watching people weep in the office, a sight other workers described as well. “You walk out of a conference room and you’ll see a grown man covering his face,” he said. “Nearly every person I worked with, I saw cry at their desk.”

The expose in The New York Times generated a large response. In a follow up article, Streitfeld and Kantor (2015) noted that former workers in Amazon had mixed reactions to the expose. "Some defended the culture as highly demanding but humane, while others described feeling pummeled by unrelenting demands, over-the-top-competition, and a feeling they could never meet the standards that the company boasts are unreasonably high."
The most prominent person to respond to the expose was Jeff Bezos himself. In a letter to Amazon employees, Bezos wrote (Mac, 2015):

It (the article) claims that our intentional approach is to create a soulless, dystopian workplace where no fun is had and no laughter heard. Again, I don’t recognize this Amazon and I very much hope you don’t, either. More broadly, I don’t think any company adopting the approach portrayed could survive, much less thrive, in today’s highly competitive tech hiring market. The people we hire here are the best of the best. You are recruited every day by other world-class companies, and you can work anywhere you want. I strongly believe that anyone working in a company that really is like the one described in the NYT would be crazy to stay. I know I would leave such a company. But hopefully, you don’t recognize the company described. Hopefully, you’re having fun working with a bunch of brilliant teammates, helping invent the future, and laughing along the way.

Bezos’ response that the work should be fun and the workers should be laughing along the way would imply that he wants the workplace at Amazon to be in accord with Theory Y, and this accords with the company’s philosophy to encourage workers to contribute new ideas and to develop them.

For example, the expose by Kantor and Streitfeld reports that:

Stephenie Landry, an operations executive, joined in discussions about how to shorten delivery times and developed an idea for rushing goods to urban customers in an hour or less. One hundred eleven days later, she was in Brooklyn directing the start of the new service, Prime Now. “A customer was able to get an Elsa doll that they could not find in all of New York City, and they had it delivered to their house in 23 minutes,” said Ms. Landry, who was authorized by the company to speak, still sounding exhilarated months later about providing “Frozen” dolls in record time.

This attitude is one area where Amazon differs from Taylorism since, as mentioned above, Taylor showed disdain for workers’ opinions. It seems that Bezos is trying to soften to some extent the Taylorism by encouraging worker’s imitative, but while maybe this is his goal, the expose in The New York Times shows the difficulty in softening Taylorism.

One wonders if Amazon could have been even more successful if the company was more employee-friendly. One of the responses to the expose was by an ex-employee of Amazon, named Dan, who had worked at Amazon for 15 years. Dan wrote (The New York Times, Aug. 18, 2015):

Amazon is a great place to learn from fantastically skilled and intelligent people. It's a terrific place to work on systems on a scale that most companies can't even fathom. It's a thrilling place to work if you thrive and love being part of something huge and powerful. ..... It's a great place to work if you don't have any interests outside of work and if you're a corporate-ladder-climber.
type. But corporate culture doesn't really promote treating its employees like human beings who have feelings and a life outside of work. ... I wish Jeff Bezos and Company continued success, but I wonder how much more successful they could be if they would only show the same kind of obsessive care about their employees as they do about their customers.

Borison (2015) quotes a similar idea from Piper Jaffray analyst Gene Munster. Munster notes while "Amazon’s been a wildly successful company and probably one of the top five most successful tech companies, the company could probably be even more successful if they would have had a more employee-friendly culture." While this claim is possible, this is an argument which cannot really be verified, as who could ever know whether the company would have been even more successful. All that is known is that Amazon exemplifies Taylor’s principles of management with the added proviso that the company encourages employees' initiatives and the company has been successful. This confluence leads support for Taylorism, a hundred years after Taylor formulated his principles, and calls for further research whether and to what degree Taylorism should be more softened to be more employee-friendly.

Conclusion

While there abounds much skepticism about the effectiveness and usefulness of current management theories, one of the oldest management theories, Taylorism or scientific management, is having a revival in the twentieth first century. With the development of software to track workers, companies are now able to measure more concretely their workers productivity. The company that is in the forefront of this development is Amazon, which tracks not only its consumers but also its workers to become as efficient as possible. While Amazon embodies many aspects of Taylorism, it differs in one way that Amazon encourages worker’s initiative, and Taylor did not. Taylorism suffered from much criticism that it promoted a harsh culture to the workers, and Amazon too has come under considerable criticism for its treatment of workers and even managers. Amazon has been unbelievably successful, but the question remains how much of this success is due to its Taylorist management practices and whether the country could have grown even more if was more employee oriented. This is an important question for firms today and one that warrants further research.
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ABSTRACT

The purpose of this study is to determine what smart leadership is in multicultural and multilingual Grand Duchy of Luxembourg. 42 semi-structured interviews were conducted between March and October 2016 among four categories, notably: 1) Lux.Nat. (Luxembourgers with Luxembourgish nationality), 2) Lux.Foreigner (foreigners who reside in Luxembourg), 3) cross-border workers (people who come to work in Luxembourg every day from Germany, France, and Belgium), and 4) the rest of the world (World). Interviews were in Luxembourgish, French, English, German, and Italian with executives. The following results were found: While worldwide attributes of smart leadership apply also in Luxembourg – have a vision, motivation, communication, delegation, prioritization, search for talent, trust, confidence, collaboration and creativity, particularities were found – the trilingual public education system, multiculturalism, integration of the different, and tolerance. While the small size of the country represents advantages – knowledge of your people, networking, it also represents disadvantages – nepotism, lack of resources. However, the geographically central location right in the middle of Europe with borders to France, Belgium and Germany allowed for political European integration decisions, the creation of a common economic and monetary market, the treaty of Schengen, the common currency Euro, and peace, wealth, and stability in Europe. Some interview citations are reprinted in the results paragraph. Conclusion, discussion, implication, limitations, future research and references follow.
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1 INTRODUCTION

The purpose of this research is to discover what smart leadership is in multicultural and multilingual Luxembourg. 42 semi-structured interviews were performed between March and October 2016 among four categories, notably: 1) Lux.Nat. (Luxembourgers with Luxembourgish nationality), 2) Lux.Foreigner (foreigners who reside in Luxembourg), 3) cross-border workers (people who come to work in Luxembourg every day from Germany, France, and Belgium), and 4) the rest of
the world (World). Although responses from all four categories were quite similar, they still were different. The author has been carrying out cross-cultural research in these four categories since 2009, while starting her doctoral studies in cross-cultural comparison following Geert Hofstede’s cultural dimensions. Even though other categories could be chosen, these four categories demonstrate similarities and differences in replies quite significantly.

The structure of this paper will be as follows: first, this paper will briefly review the extant literature on Smart Leadership, then describe Luxembourg’s linguistic and cultural peculiarities, and then present a proposition. Second, the applied method - semi-structured interviews - will be described. Respondents were asked: 1) what is smart leadership in general and 2) what is it particularly in Luxembourg? Third, the results from the four different categories of respondents will be presented, some interviews will be reprinted entirely, some partially. Finally, a summarizing table is offered for the reader’s convenience.

1.1 Smart Leadership

“There is only one irrefutable definition of a leader: someone people follow. Therefore, leadership is a relationship between the leader and the led. Unlike management, the leadership relationship cannot be delegated or automated” (Maccoby and Scudder, 2011).

Smart Leadership, alongside with strategic leadership (Elenkov, Judge, and Wright, 2005), supportive leadership (Banai and Reisel, 2007) and responsible leadership (Maccoby, 2015) has been in the focus and has attracted attention of several great leaders. Peter Drucker was one of them, if not the most renowned. Among the over forty books he wrote, What makes an Effective Executive (2004) and Management Challenges for the 21st Century (2011) are interesting for this research. For him, ethics and integrity were key to effective leadership. In brief, his eight rules for effective leaders are: “Ask what needs to be done. Ask what’s right for the enterprise. Develop action plans. Take responsibility for decisions. Take responsibility for communicating. Focus on opportunities, not problems. Run productive meetings. Say ‘We’, not ‘I’.” (Drucker, 2004). Any person, but especially a CEO needs to set priorities, and while doing so, there are four rules to be followed (Drucker, 2004): Focus on the future, not the past. Focus on opportunities, not problems. Do not climb on bandwagons and forget safe options. Aim high, aim at making a difference. Rao (2012) summarizes the leadership lessons from Drucker: “Follow your passions and lead a complete life. Manage your time. Focus on your core competencies. Differentiate between persistence and futility. Reinvent yourself constantly. Focus on achievement rather than making money. Spend time on community service and work for non-profit institutions as it widens your mental horizons. Never put off your work for the next day as every day is a good day to finish your work. Learn to live in an imperfect world and strive to make it perfect.
Pursue your passions at every stage of your life. You can work from anywhere if your knowledge is portable. Abandon old practices systematically. Treat employees as assets. Focus on the customer. Leave a legacy for tomorrow.” (Rao, 2012, pp. 117, 118). For Drucker, it was important to have diverse skills in several areas, he called it having a parallel career, best started at a younger age, as they provide meaning and stability to your life. If one area suffers a downturn, you still can work in the other(s). It also makes you a rounded and interesting person, having multiple areas of interests. Drucker called on us to search for happiness in our present, not in our future, stressing that ‘Happiness is a journey, not a destination’ (Souza cited by Rao, 2012, p. 119), and Einstein said, “Try to be a person of value rather than a person of success” (Einstein cited by Rao, 2012, p. 119). Drucker wanted us to lead our life completely by pursuing our passions and interests, in order that we do not have any regrets on our deathbed (Rao, 2012, p. 119).

“Besides Peter Drucker, Jack Welch, Ram Charan (2007), Jim Collins, John Maxwell (2007), Anthony Vlamis (1999), Gita Piramal and Jennifer Netarwala (2005), William Austin (2009), Marshall Goldsmith (2007) authored important publications, articles and books on smart leadership. Max Weber, James MacGregor Burns, Bernard, M. Bass, Warren Bennis, and Nanus have written about transformational leadership” (Rao, 2012, pp. 101, 108, 109). “We have seen several smart leaders who inspired our lives more or less: Mahatma Gandhi, Mother Teresa, Dalai Lama, Aung San Suu Kyi, Martin Luther King Jr, Florence Nightingale, Barack Obama, Frances Hesselbein, Warren Buffet, Bill Gates, Steve Jobs, Mark Zuckerberg... These have positive energy, while other big leaders had negative energy: Adolf Hitler, Osama Bin Laden. Some charismatic leaders lead to the disintegration of their empires, as they did not train any leaders to follow them and were able to replace them: Alexander the Great, Ashoka, Genghis Khan.”

Here are the 5 leadership levels by John C. Maxwell (2013, p. 12):

“1. Position - People follow because they have to. 2. Permission - People follow because they want to. 3. Production - People follow because of what you have done for the organization. 4. People Development - People follow because of what you have done for them personally. 5. Pinnacle - People follow because of who you are and what you represent.”

Success is defined by John C. Maxwell (2008, p. 5): “Knowing your purpose in life, growing to reach your maximum potential, and sowing seeds that benefit others.” “Two things are required (for success): the right picture of success and the right principles for getting there.” (Maxwell, 2008, p. 4). Following Rao (2012, p. 9) the six steps for success as a leader are: “you must connect, communicate, understand, network, synergize, and accomplish the desired outcomes”. Gina Rudan (2011) publishes a five-step plan to re-genius us: “Visualize success. Recognize and remove negative thoughts from your mind. Focus on the present and let go the past. Overcome your phobias and fears. Avoid
superstitions. Avoid fear of failure. Solitude is fortitude. Avoid information overload” (Rudan, 2011; Rudan cited in Rao, 2012, pp. 12-14). “Great leaders – the truly successful ones… all have one thing in common. They know that acquiring and keeping good people is a leader’s most important task.” (Maxwell, 2012, p. 1).

Anthony Vlamis (1999) interviewed eight leaders on smart leadership, asking eleven questions, the first being: Do you have a personal vision of good leadership in these times? In summary, here is what they said. The complete interviews are in Vlamis’ book. Dan R. Bannister: (1) they have to be comfortable in global situations, (2) they must have an endless supply of energy; and (3) they have know-how to energize people; breadth of knowledge and long-term performance; continual learning; people skills; studying what leaders or other companies do; earn trust; a willingness to take risks; create buy-in. James Champy said, it is, first and foremost, a certain inborn sensing capability, and secondarily are integration skills, “it’s how to make integration work across your company and your customers and your suppliers”; and thirdly: empathy (Champy cited by Vlamis, 1999, p. 13). “People have to trust your business judgment, and they have to trust your values.” (p.14). It is knowing when to act (p. 16). “Many young people are going to high-paying big banking and financial services firms to do big deals. They may be doing big deals. But are they doing anything new? I don’t think so. They are often driven by greed…the people I would want to put in a boat setting out to sea on a new adventure, are smart people who would be excited about the opportunity to create something different and something new, something that meets a real need out there that nobody else has seen or discovered yet.” “The quintessential guy is Jack Welch. It’s true. He has all those qualities, sensing capability, the right sense of where to integrate, what to do, and so forth. He has much more of a humanistic sense than he is given credit for. I have experienced him personally as being very caring” (James Champy cited by Vlamis, 1999, p. 17). In Mort Feinberg’s opinion, it is, first: “Know what you want to accomplish in your company. What is your vision for the company?” Second: “…know what basic resources you need to accomplish your mission: economic, people, the kinds of relationships you need with your people, your suppliers, and your customers…. Next: Go out and find able people. Next: Create a boundaryless culture…. Third, a leader needs sheer physical energy. Finally, make certain that the message is heard throughout the organization: so, it is: vision, equipment, energy, boundaryless culture, everybody works toward a common vision…. A smart leader has to wander around, giving feedback and celebrating successes” (Feinberg cited by Vlamis, 1999, pp. 19-23).

Following Frances Hesselbein, smart leadership is a matter of how to be, not how to do it. A good leader embodies the vision, mission, and principles of the organization. He is mission focused. And leads by example, from the front, with clear, consistent messages and values that are moral and a sense of ethics. He earns peoples’ trust, inspires through example, language and inclusion. (Hesselbein...
cited by Vlamis, 1999, pp.25-26). For **Thomas R. Horton**, leadership “is a very individualistic thing; it has to do with a leader being fully himself or herself, and motivating others to be the same” (Horton cited by Vlamis, 1999, p. 31-35). For him, it is about integrity, communication, alertness to opportunity, decision making, focus, tenacity, fairness, people development, compliance and expanding business. **Victor Kiam**’s “leadership philosophy is “Lead by example, try to instill an entrepreneurial spirit throughout the organization not based solely on monetary rewards, and be constantly alert to the changing global and domestic marketplaces and the effects of peripheral factors on the business” (Kiam cited by Vlamis, 1999, p. 43). A smart leader needs to be decisive, be honest, be fair and lead by example. **Ed Ridolfi** said: “Leaders are people who take you to places you’ve never been before. Managers get things done. They implement strategy. Managing is about blocking and tackling. Leadership is about defining strategy” (Ridolfi cited by Vlamis, 1999, p. 51). Leaders have a high level of integrity. They uphold quality and ethics every day, without exception. They focus on results, motivate others, have a strategic vision and thinking, they communicate, they are customer/market oriented, they are accountable, they have enthusiasm and energy (Ridolfi by Vlamis, 1999, pp. 53-55). The new global leader will be aware of technology and has the ability to effectively manage complexity and uncertainty! (p. 57). **Glen Tobe**’s most important element is authenticity or realness. “Leaders need to communicate who they are as people”. He cites Robert Greenlead’s 2002 book, originally from 1977: Servant Leadership. He says, the smart leader remains present in the room. “He listens to what people have to say, just like Colombo” (Tobe cited by Vlamis, 1999, p. 62).

### 1.2 Luxembourg

Luxembourg is a parliamentary democracy and a constitutional monarchy, it is the only remaining Grand Duchy in the world. Luxembourg is one of the smallest countries in Europe with a total size of only 2,586 km². It is 82 km long and 57 km wide and has borders with Germany (138 km), with France (73 km), and with Belgium (148 km) (The World Factbook). As of 1st of January 2016, Luxembourg's total population consisted of 576,200 inhabitants of whom 307,000 (53.28%) were Luxembourgers and 269,200 (46.72%) were foreigners (statec, 2016), these included 93,100 Portuguese, 41,700 French, 20,300 Italians, 19,400 Belgians, 12,800 Germans, 6,100 British, 4,000 Dutch, 32,100 other EU countries, and 39,700 other, see http://www.statistiques.public.lu/stat/TableViewer/tableView.aspx. The cross-border workers are a key component of Luxembourg’s employment situation. Domestic employment was 405,600, comprising 170,200 cross-borders (41.96%): 84,400 from France, 43,100 from Belgium, and 42,700 from Germany. The minister for the Greater Region in 2016, Corinne Cahen, gives insights into the Greater Region’s future (Langenbrink, 2016), looking for bilateral solutions, language learning programs,
bilingualism as horizon 2030 in the Saarland, a traffic concept, education system, agriculture, ecology and energy solutions.

Luxembourg’s motto is: ‘Mir wëlle bleiwe, wat mir sin’ [‘We want to remain what we are’]. The language situation is anchored deeply in the country’s history (Schinzel, 2013): with three official administrative languages: French, German, Luxembourgish (statec, 2016); Luxembourgish is the national language (Lëtzebuergesch). The public education system is trilingual: the language of instruction in kindergarten is Luxembourgish, being replaced by German as language of instruction in primary school and then gradually replaced by French as language of instruction in secondary school (Kraemer, 1995; Schinzel, 2014a; 2014b; 2017; Weber and Horner, 2008). Citizenship is only awarded to those who speak Lëtzebuergesch (Spizzo, 1995). The language defines the in-group (Briley et al. 2005) and the out-group. Those who speak Luxembourgish are part of the in-group and those who do not speak the language are part of the out-group (Schinzel, 2014).

In 2010 the author replicated Geert Hofstede’s cultural dimensions’ study in Luxembourg and compared the findings with Hofstede’s estimates. Luxembourg’s specific cultural environment is characterized by low Power Distance (PDI=29), high Uncertainty Avoidance (UAI=95), low Individualism = high Collectivism (IDV=34) (COL=66), medium Masculinity (MAS=54), high Long-Term Orientation (LTO=65), medium Indulgence versus Restraint (IVR=55), and low Monumentalism (MON=24).

Table 1 (Schinzel, 2015) shows Hofstede’s (2001) and Hofstede et al. (2010) cultural dimensions of Lux.Nat. and Lux.All., Hofstede’s estimates on Luxembourg, his data for France, Germany, the UK, Belgium FR, Belgium NL, Italy, the Netherlands, China, the USA, and Japan, where the cultural differences become clear.

<table>
<thead>
<tr>
<th></th>
<th>The author’s Lux.Nat.</th>
<th>The author’s Lux.All.</th>
<th>Hofstede’s estimates on Luxbg</th>
<th>Hofstede’s France</th>
<th>Hofstede’s Germany</th>
<th>UK</th>
<th>Belgium FR</th>
<th>Belgium NL</th>
<th>Italy</th>
<th>NL</th>
<th>China</th>
<th>USA</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDI</td>
<td>29</td>
<td>36</td>
<td>40</td>
<td>68</td>
<td>35</td>
<td>35</td>
<td>68</td>
<td>61</td>
<td>50</td>
<td>38</td>
<td>80</td>
<td>40</td>
<td>54</td>
</tr>
<tr>
<td>UAI</td>
<td>95</td>
<td>97</td>
<td>70</td>
<td>86</td>
<td>65</td>
<td>35</td>
<td>93</td>
<td>97</td>
<td>75</td>
<td>53</td>
<td>30</td>
<td>46</td>
<td>92</td>
</tr>
<tr>
<td>IDV</td>
<td>34</td>
<td>51.5</td>
<td>60</td>
<td>71</td>
<td>67</td>
<td>89</td>
<td>71</td>
<td>78</td>
<td>76</td>
<td>80</td>
<td>20</td>
<td>91</td>
<td>46</td>
</tr>
<tr>
<td>MAS</td>
<td>54</td>
<td>47</td>
<td>50</td>
<td>43</td>
<td>66</td>
<td>66</td>
<td>60</td>
<td>43</td>
<td>70</td>
<td>14</td>
<td>66</td>
<td>62</td>
<td>95</td>
</tr>
<tr>
<td>LTO</td>
<td>65</td>
<td>69</td>
<td>64</td>
<td>63</td>
<td>83</td>
<td>82</td>
<td>82</td>
<td>61</td>
<td>67</td>
<td>87</td>
<td>26</td>
<td>88</td>
<td>26</td>
</tr>
<tr>
<td>IVR</td>
<td>55</td>
<td>53.5</td>
<td>56</td>
<td>48</td>
<td>40</td>
<td>69</td>
<td>57</td>
<td>57</td>
<td>30</td>
<td>68</td>
<td>24</td>
<td>68</td>
<td>42</td>
</tr>
<tr>
<td>MON</td>
<td>24</td>
<td>10</td>
<td>-</td>
<td>16.5</td>
<td>9.9</td>
<td>35.4</td>
<td>-</td>
<td>35.2</td>
<td>11.9</td>
<td>0</td>
<td>57.2</td>
<td>4.0</td>
<td></td>
</tr>
</tbody>
</table>
Table 1 Cultural Comparisons: The author’s Luxembourg, Lux.Nat. in comparison with Hofstede’s
UK – Belgium FR – Belgium NL – Italy – the Netherlands NL – China – USA – Japan (on a scale
from 1-100, 1 being the lowest and 100 the highest score)

It is worth citing Hofstede himself: “At 70 Luxembourg has a high score on uncertainty avoidance
which means that as a nation they are quite reluctant to test unknown territories. Security is a key
word in Luxembourg; there is not one activity which is not depending on some sort of security control
from authorities; from banker’s money to safety exits in a restaurant. It makes life in Luxembourg very
safe, but some would argue a bit boring. New ideas, new methods, new management techniques must
first be proven to work in other countries in order to be accepted in Luxembourg. Historically more
“farmers” than “traders” the inhabitants kept that good old “common sense” made of cautiousness
which has proven to be profitable for a country who managed not to be at war since the Napoleonic
time!” (http://geert-hofstede.com/luxemburg.html).

In September 2015 Jeremy Rifkin presented his ‘third industrial revolution’ for Luxembourg,
including subjects such as energy, mobility, construction, nutrition, industry, financial sector, smart
economy, circular economy and a social model, comprising digitally linked houses, shared cars and
100% digitalized economy (Schmit, 2016a). Directly after Jeremy Rifkin’s presentation, doubts arose: is
this concept realizable in Luxembourg? At date, discussion among professionals is ongoing. The
‘Sustainability Forum 2016’ invited everybody to participate in Jeremy Rifkin’s second presentation,
allowing for more discussion. See also http://www.troisiemerevolutionindustrielle.lu.

In this context and taking into consideration the potential changes that Luxembourgers wish to
carry out, the author asked this question: what is smart leadership – in general, and in particular: in
the Grand Duchy of Luxembourg? Having read the extant literature in general, she wants to break it
down to the special context of the Grand Duchy of Luxembourg. She comes up with the following
proposition:

Proposition: ‘Smart leadership in Luxembourg’ is deeply anchored in Luxembourg’s cultural and
linguistic identity in the middle of Europe.

This will be examined in the following sections.

2 METHOD

Semi-structured interviews were carried out during spring, summer and autumn of 2016.
Respondents were asked: 1) what is smart leadership in general and 2) what is it particularly in
Luxembourg? Respondents were from the four categories: Lux.Nat. (15), Lux.Foreigners (11), Cross-
border workers (3) and the rest of the World (3). Interviews were carried out in Luxembourgish,
English, French, German, and Italian. They were in person, by phone, via skype or email exchange.
and lasted between 30 minutes and 2 ½ hours. While some respondents took this research seriously by dedicating to me all the time needed to clarify all the necessary points, other respondents obviously had less time to devote. Sampling was convenience sampling. For confidentiality reasons, interviews were not taped, nor recorded or filmed. In-depth notes were taken during the interviews. After the interviews, the respondents were presented the summary of the interview and their consent was asked. Interviews in Luxembourgish, French, German, and Italian were translated into English.

3 RESULTS

Between March and September 2016 the author performed a total of 42 semi-structured interviews with business men and women in companies in the four categories 1) Lux.Nat., 2) Luxembourg Foreigners, 3) Cross-border workers, and 4) the rest of the world (World). The interview languages were for 16 in English, 10 in French, 8 interviews in Luxembourgish, 5 in German, and 3 in Italian. Interviews were mainly held in person, or on the telephone, via skype and via email conversation, indebt notes were taken. The longest interview lasted 2.5 hours, the shortest 30 minutes. The 42 interviews can be divided in 4 categories: 16 Luxembourgers with Luxembourgish nationality (Lux.Nat.), 11 foreigners living in Luxembourg, 3 cross-border workers, and 12 respondents from the rest of the world. Among the 11 foreigners living in Luxembourg 3 were Italian, 2 German, 2 Belgian, 1 Portuguese, 1 Australian, 1 Czech. The cross-border workers live in the neighbouring Germany (1), France (1) and Belgium (1). The respondents from the rest of the world come from the USA (1), Canada (1), Australia (1), the UK (2), Germany (2), Poland (2), South Africa (1), China (1).

Here are the respondents’ mother tongues: 16 speak Luxembourgish as mother tongue, 8 French, 5 English, 4 German, 3 Italian, 1 Portuguese, 1 Russian, 1 Hebrew, 1 Czech, 1 Arabic, 1 Chinese, 2 Polish, 1 Afrikaans. 3 respondents have 2 mother tongues: Luxembourgish and French, Russian and Czech. To summarize the language situation: 2 respondents speak six languages, 8 respondents speak 5 languages, 16 respondents speak 4 languages, 4 respondents speak 3 languages, 8 respondents speak 2 languages, 2 respondents speak one language, see table 2.

Table 2 Respondents’ demographics

<table>
<thead>
<tr>
<th>Respondents’ profile</th>
<th>Classification</th>
<th>Number of respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>42</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>0-29</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>30-49</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Over 60</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Industry sector</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Finance</td>
<td>10</td>
</tr>
<tr>
<td>State</td>
<td>9</td>
</tr>
<tr>
<td>Education, Human Resources</td>
<td>15</td>
</tr>
<tr>
<td>Tourism, Telecom, Construction</td>
<td>4</td>
</tr>
<tr>
<td>Law, Medicine, Science</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education level</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A-level and professional education,</td>
<td>15</td>
</tr>
<tr>
<td>undergraduates</td>
<td></td>
</tr>
<tr>
<td>Masters and Doctorates</td>
<td>27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Respondent’s origin</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Luxembourg</td>
<td>16</td>
</tr>
<tr>
<td>Germany</td>
<td>4</td>
</tr>
<tr>
<td>Belgium</td>
<td>4</td>
</tr>
<tr>
<td>Italy</td>
<td>3</td>
</tr>
<tr>
<td>France</td>
<td>2</td>
</tr>
<tr>
<td>Australia</td>
<td>2</td>
</tr>
<tr>
<td>Canada, China, Czech Republic,</td>
<td>11</td>
</tr>
<tr>
<td>Israel, Poland, Portugal, UK, South</td>
<td></td>
</tr>
<tr>
<td>Africa, Syria</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mother tongues</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Luxembourgish</td>
<td>16</td>
</tr>
<tr>
<td>French</td>
<td>8</td>
</tr>
<tr>
<td>English</td>
<td>5</td>
</tr>
</tbody>
</table>
In summary, the 42 respondents come from 15 different countries, hold 15 nationalities and speak 15 different languages. One respondent holds the double nationality.

What about gender? 27 respondents are male, 15 are female. What about age? Respondent’s age is mainly between 35 and 59 (36 respondents out of 42), while there is no category 0-19, neither 20-24, nor 25-29, 5 are age 30-34, 12 age 35-39, 8 age 40-49, 15 age 50-59, and 2 are over age 60.

The education level of the 42 respondents is as follows: 4 with A-level, 0 with professional education, 11 hold an undergraduate degree, 12 hold a master's degree, and 15 a doctorate. With the following industry sectors: 10 from the banking and finance sector, 9 employed at the State as civil servants, 15 in education, 2 in commerce, 2 in the health sector, 1 in Telecom, 1 in construction, 1 in science, and 1 in law. As for the job level, there are 32 managers and 10 assistants, there are no blue-collar workers.

3.1 Results from the interviews
In this section, the results from the 42 interviews in the four categories are summarized. In a first paragraph the positive points – the advantages – are presented in main points in the four categories, followed by a second paragraph on the negative points – the criticism respondents expressed. Responses from all four categories being different, a distinction is made in the results paragraph between the four categories.
3.1.1 Results of Interviews - Luxembourg Nationals (Lux.Nat.) – positive points

The number one advantage of Luxembourg is to be situated right in the middle of Europe, at the crossroad of three cultures: the German, the French and the Belgian cultures. This particular geographic situation is the origin of one of the most important smart decisions Luxembourg has taken: Europe!

To cite one Lux.Nat. respondent: “Luxembourg was among the initial 6 founding members of the CECA, which later led to the European Union EU. Luxembourg was able to attract parts of the European Parliament to Luxembourg, other parts are in Strasbourg (France) and in Brussels (Belgium). Especially smart was the fact to attract the Judicial and the Secretary and the Financial parts, with the EIB – European Investment Bank (BEI - Banque Européenne d’Investissement), the European Central Bank being in Frankfurt (Germany).”

Most Luxembourgish leaders have studied abroad, in neighbouring countries, and are travelling in these countries. They are interested in travelling and in knowing what happens not only in other European countries, but worldwide, they always have their eyes open with the aim to see / foresee what happens next, and how to forecast future decisions.

Second, Luxembourg is small, really small, approximately 80 km long, 40 km wide. This being often a disadvantage, in the case of smart leadership, it seems to be an advantage. Following some, not all respondents, Luxembourg’s leaders have the ability to take bold decisions, to do bold things, to live their dreams, to realize their futuristic ideas. Big countries cannot experiment in this way. When a Luxembourgish leader makes an error, he causes an uproar, but 3 days later it is forgotten. The USA cannot just go ahead and experiment on ideas. Luxembourg does. Many of these ideas failed, but many others succeeded. One of these ideas is the creation of SES (Société Européenne des Satellites) in Betzdorf under Pierre Werner, prime minister of Luxembourg 1959 - 1974 and 1979 - 1984, followed by Pierre Frieden, Gaston Thorn and Jacques Santer. Gaston Thorn was not only Prime Minister of Luxembourg, 1974 - 1979, but also President of the European Commission, 1981 - 1985. The ‘Werner Plan’, initiated in 1970, to create a European economic and monetary union was not immediately realized, but later by Jacques Delors, paved the way for the euro, the European common currency. Werner’s centre of interest was European integration. Pierre Werner was also Minister of Culture, and a fan of cricket, creating the Luxembourgish Cricket Club. Jacques Santer succeeded Pierre Frieden as Prime Minister, 1984 - 1995, then became President of the European Commission, 1995-1999, while Jean-Claude Juncker succeeded as Prime Minister, 1995 - 2013, and then President of the European Commission in 2014.

As stated by one Lux.Nat. respondent: “No other European country has provided three Presidents of the European Commission, except Luxembourg.”
The Grand Duchy of Luxembourg has many politicians with high importance for European integration, the peace process after World Wars 1 and 2, the creation of a common economic and monetary market, the EC, the EU, the treaty of Maastricht, as well as the treaty of Schengen, signed on 14 June 1985 in Schengen, Luxembourg, effective since 26 March 1995, with original signatories being: Belgium, France, West Germany, Luxembourg and the Netherlands.

SES Astra was created in 1985, with the help of the Luxembourg Government, under the name ‘Société Européenne des Satellites’ at Betzdorf. The first ASTRA satellite was launched in 1988. In 2015, SES owned 54 satellites, covering nearly the entire world – 99% coverage. O3b Networks was acquired on 1 July 2016, again with the help of the Luxembourg Government who remains one of SES’s shareholders. See: http://www.ses.com/4232583/en, and http://www.ses.com/fleet-coverage:

“Welcome to SES

We are the world-leading satellite operator, providing reliable and secure satellite communications solutions to broadcast, telecom, corporate and government customers, reaching 99% of the world’s population.”

“Fleet and coverage

Our global fleet of 53 geostationary satellites covers 99% of the world’s population to deliver reliable and secure connectivity. Our vast satellite footprint enables operators to deliver thousands of hours of the latest digital TV content every day, companies to provide broadband networks in remote locations and governments to connect their sites.”

One Lux.Nat. respondent said: “If you want to have ideas, you need to travel a lot, and to make economic prospection, with the aim to identify the domains of interest that need development. This requires a huge open mindedness and strategic intelligence.”

Luxembourg is the first nation on earth preparing to mine raw materials from space, together with SES.

Other respondents were of a contrary point of view; there being no difference between an American or a Luxembourgish leader. The same criteria for smart leadership apply for both of them: 1) understanding my own motivation; 2) respect, comprehension, empathy, communication, humility, positivity, love and integrity; 3) knowing my teams; 4) collaborating with competent employees; 5) delegating and prioritizing; 6) encouraging creativity; 7) concentrating on positive aspects; 8) being direct; 9) return on experience: what works, what doesn’t; 10) the obstacles to success.

Luxembourg being so small, networking is essential, vital and critical. Several respondents underlined the importance of knowing the right people. This being true in big countries, it is even truer in small Luxembourg. The smart leader needs to have the right networks, he/she needs to have other smart leaders to network with.
One Lux.Nat. respondent said: “It is so small here, everybody knows or thinks they know everything about the other(s). We had a candidate here for an interview for a new job, and, imagine, her current employer already knew about her interview appointment. New employers automatically call the current employer to check on the person, especially as they all know each other, they all are friends, go together to the same events, sports, supermarkets, where they talk and exchange information.”

Third, it is a multicultural society, where everybody ought to speak at least 4 languages: Luxembourgish, German, French and English, where learning Luxembourgish is beneficial for all nationalities. The Luxembourgish language is important here. The more foreigners come to Luxembourg, the more they become aware of the importance of the Luxembourgish language.

One Lux.Nat. respondent said: “Our identity is our language. Our language is my heart. This is shown in the history, especially World War 1 and 2, and the civic education. As a foreigner, you show, by learning Luxembourgish, that you are not only there for the money.”

Fourth, Luxembourg is a long-term oriented country, following Hofstede et al. (2010) and Schinzel (2013), Long-term Orientation is 69 out of 100. Planning is done for the long term, always with continuity in mind, preserving the environment and nature, and forecasting for the generations to come.

One Lux.Nat. respondent said: “When a construction company builds a new building, it is built following the method ‘quadle to quadle’, meaning that everything will be recycled in the end.”

Although trust, confidence, collaboration and creativity are key assets for the smart leader in Luxembourg, control mechanisms should be put in place to avoid abuse.

One Lux.Nat. respondent said: “Although smart leaders (as project leaders) should put their trust in others, they should never forget to have and use some powerful and accurate tools to check if people (customers, providers, partners, shareholders, employees, interns…) are sticking to the rules and are speaking the same language!”

Business often is done fast in Luxembourg, faster than in other countries, given its small size. This speed in action might be unusual for newcomers. While in other countries making an appointment may take several weeks or months, in Luxembourg it might be minutes or hours.

One Lux.Nat. respondent said: “A smart leader in Luxembourg has to quickly recognize and understand unique local situations and particular issues of his employees (expatriates, cross-borderers / accept homeworking), clients (depending on the size, location and field) and providers… in order to be able to negotiate and obtain win-win-win results. A smart leader in Luxembourg must be a good, well-prepared and enthusiastic trainer as well, in order to mould the perfect squad.”

In Luxembourg, things do happen fast, except if you work for the State. If you do work for the State, things happen extremely slowly. Respondents confirmed the generally known fact, that at the State
level, things happen slowly, people work slowly, and hardly anything changes. At the State level, the boss is the boss, and the lower-level civil servant is/remains just that. Nothing ever changes, nobody ever changes, and every day has the same procedure. While Change Management happens in other companies, at the State level, hardly never anything/anybody changes. One respondent proudly confirmed that the turnover is zero, as never anybody had quit the department in his/her 25 years at the head of the office.

One Lux.Nat. State employee said: “It is about time that things change here at the State!”

Another Lux.Nat. State employee expressed exactly the contrary: “I have been the boss here for the last 28 years, never anybody gave his notice letter here, I have 0 turnover, and this shall continue exactly like this forever.”

Fifth, the smart leader in Luxembourg can experiment more than in other countries.

One Lux.Nat. respondent said: “He can go and try out new adventures easily.”

This is done by a clear vision of performance, long-term orientation, in new ideas, new concepts, start-ups, there are several big examples, i.e. the construction of the newly established University, the Belval Plaza site, with movie-centre and University campus, new train station, a mall, including many shops, restaurants, gyms, new apartment buildings, sport events, the Rockhal (a concert hall):

“Definitely the best thing on the whole site: since its opening, many super famous actors have visited Luxembourg- RHCP, Mariah Carey, Pink, The Pussycat Dolls...., many of them would have never come to the Atelier because of its small size. Not to mention all the other events that take place at the Rockhal.”

Another example is the CFL Multimodal cargo-train-station between Bettembourg and Dudelange, from where huge cargo trains depart for France, Italy, Spain, Portugal and other European countries, filled with cargo, to avoid street traffic. See: http://www.cfl.lu/espaces/groupecfl/en/legroupe/participations/cfl-multimodal
or http://cfl-mm.lu:

“CFL multimodal is a global service provider and offers a broad service portfolio: combined rail-road transport, freight solutions for rail, road, waterways and air, warehousing, customs services and all other services of the logistics chain. In addition, CFL multimodal offers city logistics services targeted at Luxembourg City’s retailers.”

By setting clear objectives, another smart leader in Luxembourg is Cargolux. Who is Cargolux? See http://www.cargolux.com/:

“Cargolux Airlines International Cargolux, based in Luxembourg, is Europe’s leading all-cargo airline with a modern and efficient fleet composed of 13 Boeing 747-8 freighters and 11 Boeing 747-400 freighters. The Cargolux worldwide network covers 90 destinations, some 70 of which are served on
scheduled all-cargo flights. The company has more than 85 offices in over 50 countries, and operates an extensive global trucking network to more than 250 destinations as well as full and part-charter services. Cargolux also offers third-party maintenance at its modern two-bay maintenance hangar in Luxembourg. The company is specialized in B747 line and hangar maintenance up to and including C-Checks. It offers a range of specialized maintenance services and holds line maintenance approval for 777 aircraft. The Cargolux Group employs close to 1,900 staff worldwide.”

Despite the cargo flights from all over the world to Luxembourg, the Government imposed a night flight prohibition on Cargolux and every other flight company. The airport being so close to town, inhabitants would suffer tremendously from night time noise, disturbing their natural sleep. This is an example of smart leadership.

Another company active in Luxembourg is DuPont de Nemour. Its Tyvek fabric provides new techniques for protection, packaging, and insulation, with an innovative, multipurpose sheet. DuPont in Luxembourg has a 100%-security policy, with an objective of: “Security is 0 accidents”. Not only is security encouraged inside the company, where non-respect of the security-rules is strictly punished, going as far as job termination. But also security outside the company, at home, is encouraged, following the idea that healthy employees are more beneficial for the DuPont Company than employees hurt at home while cleaning the house or other household accidents. This is where DuPont takes social responsibility as a smart leader. DuPont is enlarging its facilities in Luxembourg-Contern in 2016/2017, investing 350 million euros in the construction of a new production line for Tyvek (Adam, 2016). In 2016, 1063 people worked in Contern, producing four product lines: Mylar, Typar, Hytrel and Tyvek. The new Tyvek production line will add 120 people. Tyvek does not have any equivalent competition worldwide, as opposed to Mylar, the polyester film, which is under enormous international pressure, and DuPont has to keep its production costs in Luxembourg low, while guaranteeing highest quality. See: http://www.dupont.com/products-and-services/fabrics-fibers-nonwovens/protective-fabrics/brands/tyvek.html:

“Tyvek® brand - For Greater Good™

What if you could lessen your worries?

Like weather conditions that could affect your home and your family time. Or the worry that the hazardous materials you handle responsibly could put you at risk. For almost 50 years, DuPont™ Tyvek® has provided the protective barrier people need to worry less, so they can focus on accomplishing bigger things. Tyvek® is a family of tough, durable spun bonded olefin sheet products that are stronger than paper and more cost-effective and versatile than fabrics. Lightweight and durable, Tyvek® has introduced new dimensions of protection, security and safety in a wide variety of applications—building envelope, protective apparel, medical packaging. Even graphics. And we
continue to innovate today. We encourage our customers to develop new ideas for Tyvek®, and to dream big. Because once Tyvek® frees from you from worry, a world of greater good becomes possible.”

**Fage International** announced the construction of a new yoghurt production line in Bettembourg/Luxembourg, able to produce 40,000 tons of yoghurt per year from 2018 on (Cortey, 2016), using 180,000 tons of milk, approximately half the country’s annual production, collaborating with Luxlait for supply in milk, and with ADEM (Administration de l’Emploi) for training the 100 future employees, investing 100 million euros.

**Euro-Composites** in Echternach will invest 61 million euros in 2016/2017. Etienne Schneider, Luxembourg’s Minister for Economy said: “This is the third major investment we announce this month. After Dupont (350 million) and Euro-Composites (61 million) the announcement of Fage International brings the investment at more than 500 million euros and 450 job creations” (Cortey, 2016). So many announces make Etienne Schneider ‘a happy minister’, demonstrating that the country’s economy is competitive beyond the financial center (Cortey, 2016).

**Guardian** invests in glass and exports most of its glass, including to Dubai, building the Burj Khalifa – the skyscraper. For Guardian, values are primordial, they publish them on their website and have the slogan: “People are making our difference”, see: http://www.guardian.lu/values/index.htm

“Values that govern our business conduct

**Integrity:** Conduct all affairs with integrity, for which courage is the foundation.

**Compliance:** Strive for 10,000% compliance with all laws and regulations, which requires 100% of employees fully complying 100% of the time. Stop, think and ask.

**Value Creation:** Create long-term value by the economic means for customers, the company and society. Apply MBM® to achieve superior results by making better decisions, pursuing safety and environmental excellence, eliminating waste, optimizing and innovating.

**Principled Entrepreneurship:** Apply the judgment, responsibility, initiative, economic and critical thinking skills, and sense of urgency necessary to generate the greatest contribution, consistent with the company’s risk philosophy.

**Customer Focus:** Understand and develop relationships with customers to profitably anticipate and satisfy their needs.

**Knowledge:** Seek and use the best knowledge and proactively share your knowledge while embracing a challenge process. Develop measures that lead to profitable action.

**Change:** Anticipate and embrace change. Envision what could be, challenge the status quo and drive creative destruction through experimental discovery.
**Humility**: Exemplify humility and intellectual honesty. Constantly seek to understand and constructively deal with reality to create value and achieve personal improvement. Hold yourself and others accountable.

**Respect**: Treat others with honesty, dignity, respect and sensitivity. Appreciate the value of diversity. Encourage and practice teamwork.

**Fulfillment**: Find fulfillment and meaning in your work by fully developing your capabilities to produce results that create the greatest value.”

**Enthusiastic people**: Communication should be done continuously and informally.

The Luxembourgish supermarket **Cactus** is considered as a smart leader in Luxembourg. It has collaborated with Luxembourg city since 1990 to run the annual City Jogging event, see: http://www.cactus.lu/fr/yuppi/gallery/city-jogging-luxembourg-0. Cactus always adapts their offer to clients’ needs, e.g. increased offer in organic products, vegetarian products and household products at reasonable prices. Adapting to people having less time, they cook and offer take-away lunch food, first only at lunch times, now all day long. Opening hours have been adapted as well, opening early mornings, later in the evenings and on Sunday mornings. Despite the fierce international competition by huge international supermarket chains, Cactus has always known to reinvent itself to maintain its dominant position in Luxembourg’s supermarket landscape. Cactus helps sustaining local farmers, local producers, local people, not only by selling local products – local milk, meat, apples, juice – but especially by sponsoring local events, by growing trees, supporting farmers, beekeepers, by educating children, with the Yuppi mascot, by sponsoring sports and cultural events, e.g. City Jogging, Run for the Kids, Fackellaf, Relais pour la Vie – 24- hour race against cancer – see http://www.relaispourlavie.lu/.

In addition to the local supermarkets, Luxembourg’s smart leadership aims at attracting other companies to Luxembourg. After Mc Donald’s and Quick, they attracted Burger King, Dunkin Donuts, and more recently Starbuck’s. Even though, this seems to be smart for those globalized companies, it needs to be confirmed if it is smart for the local small cafés and restaurants.

**Lush Cosmetics** is considered a smart leader in Luxembourg, because they combat animal testing, favouring natural products, Fairtrade and charity events.

**Solar energy** is promoted by the Luxembourg government, having as objective the year 2020 with 11% energy production from renewable energy, and in 2030, the European objective is 23% (Schmit, 2016b). Currently the government focusses on supporting solar panels on private houses’, schools’ and sports halls’ roofs, one photovoltaic system on the ground being in Langsur-Mesenich, next to the highway to Trier, on the Mosel. Other such ground installations are still rare.
Sixth, on a smaller scale, the sport activities organized all over the country by the respective communes is a great example of smart leadership. The ‘Sports pour Tous’ from ‘Ville de Luxembourg’, see: http://vdl.lu/sports.html, was founded in the 1980’s with the objectives to increase the quality of life, to create social contact among people, to keep people healthy, in good shape, to prevent sicknesses and ultimately to improve joy and happiness, without any competitive character. The City of Luxembourg does everything in order to offer daily sports activities, indoors, outdoors and in the water, providing infrastructure and high quality classes to its citizens. Not only the City of Luxembourg, but most communes nowadays offer their sports/fitness program for all. The sports classes were at the beginning but have since been followed by other classes: language courses, photography, computer, cooking, walking, hiking, painting…. These courses are generally offered at a low price.

One Lux.Nat. respondent said: “These courses are not too expensive generally, but of course the wonderful city of Esch has to exaggerate when it comes to their language classes, but their sports classes are actually really reasonable. With the result that many people acquire new skills and qualifications and possibly new jobs. Many people work out in fun groups, improving their motivation and consequently their health improves, their physical health in general, while the risk for dementia decreases.”

3.1.2 Results of Interviews – Foreigners in Luxembourg

One Italian in Luxembourg is specializing his research on ‘smart cities’. In his research he underlines his theory: the smart city of tomorrow is digital. Luxembourg will have to adapt to the change from the ‘physical’ city to the ‘digital’ city, claiming companies make more profit digitally than physically. Here is his citation: “The difference between ‘private’ and ‘public’ today is between ‘private’ and ‘digital’ (google). Google knows more about me than myself. The concept of reality is completely changed.

Public offices are archaic, they do not understand this change to the digital world. I bought ‘The Art of War’ by Sun Tzu, and I read the book over and over again: Nowadays it would be important to understand better, how Google functions. You need to be better than Google, Facebook and Twitter. The problem is the organization of the city, as it has completely changed. Here one story from 2013:

A 45 year old man (married, one 15 year old daughter) receives gifts at home, without having ordered them. He is astonished by the content of the gifts: body creams against pregnancy stripes, pregnancy creams … teenage pregnancy creams.

What he didn’t know, but Google did: was that his 15 year old daughter used his computer to consult websites about teenage pregnancy, because she was pregnant. Only she and google knew. Google sent
The globalization trend was pointed out by one respondent as being highly damaging, saying, all city centres look exactly the same. They have all the big same, identical chains all over. Luxembourg looks like any other big city. Where is the typical Luxembourg? Where are the small, typical little shops, and famous city centers?

Recently a new law was voted by the Luxembourg government for the 1-Euro-company, allowing the creation of more small companies, notably start-ups.

The respondent said: “This is smart leadership in Luxembourg: to help small companies and single company-owners. Nowadays only the big chains survive, killing all the small local shops. What a shame! Luxembourg holds against this dying of little companies with the 1-Euro-company. Single people are encouraged to create their own start-up, whatever their genius idea might be.”

“In Copenhagen, Denmark, they have their amusement park ‘Tivoli’ running all year long, while the Schouberfouer in Luxembourg lasts traditionally 3 weeks end of August, beginning of September.”

Another example is the creation of financial instruments such as Bank of China listing its first Green Bond in 2016 at the Luxembourg Stock Exchange, allowing for future generations to save the environment by investing in ecological, green projects worldwide. See: https://www.bourse.lu/ and:
https://www.youtube.com/watch?v=xzT8vXCAb-I  Bank of China lists first Green Bond in Luxembourg.

The vision is to take the country Luxembourg further, to make it profitable for future generations, to have this vision of wealth and health for everybody, by inspiring people.

One respondent said: “Smart leadership is to encourage people to go further, by listening to people what they have to say, rewarding the job done, providing them with a vision, giving them clear directions, ensuring the objectives make sense, and are achievable. Change peoples’ minds. This fast changing world needs fast adaptation, the ability to change. The most important saying is this one for the smart leader: ‘Train people well enough so they can leave, treat them well enough so they don’t want to’.”

Seventh, the smart leader in Luxembourg knows his employees well. He knows their capabilities, their talents. He establishes a ‘competences map’ and offers necessary training and coaching to his employees. Typical for Luxembourg is the abundance of resources and talents. On the one hand, there is a lack of talent, because of the small size of the country, on the other hand there is an abundance of talents given the fact that many people are migrating to Luxembourg from Europe and other countries worldwide. This constitutes also the next advantage for Luxembourg: the cultural mix, the differences between all these different cultures represent an advantage and creates the richness of the country, making it easier to create connections, to increase creativity, to build winning teams.

One respondent said: “For me, smart leadership means the optimization of resources by using employees’ natural talents. Smart stands for: Simple or specific, measurable, achievable, realistic or relevant, time scaled or time line. Here is my favorite quote: Everybody is a genius. But if you judge a fish by its ability to climb a tree, it will live its whole life believing that it is stupid”. Me, for example, I am not strong in mathematics, I prefer delegating mathematics to a person naturally talented. The smart leader is capable of detecting employees’ natural talents, identifying everybody’s strong points.”

This statement is confirmed by other similar statements by cross-border workers, saying they bring talent to the country. Cross-border workers and foreigners in Luxembourg proudly confirmed they bring the necessary talent to Luxembourg, as Luxembourg was lacking talent before their arrival. This is no longer true, thanks to the foreigners and the cross-border workers, a fact confirmed by leaders in Luxembourg, cross-border workers and foreigners living in Luxembourg. The talents originally lacking in Luxembourg are attracted to the country, allowing leaders sufficient choice in talent.

3.1.3 Results of Interviews – Cross-Border Workers
Eighth, the smart leader uses the country’s multilingualism as a power house. There being three official languages: Luxembourgish, French, German, everybody is supposed to speak at least these three languages, as well as English and any other language: Portuguese, Italian or Spanish, depending on the country of origin. This mixture in languages, but also in cultures makes the richness of Luxembourg. The Government is pushing this mixture to be a major asset, advantage, and a plus for Luxembourg, contrary to most other countries. The Luxembourg Government with its education policy was capable of integrating the three official languages Luxembourgish, French, and German into the education system, adding English to it, more or less obliging everybody to speak all of these languages, and more. While many migrants confirm the high wages were initially the cause of them migrating to Luxembourg, later they appreciated the tolerant and open lifestyle and the multilingualism, all three not necessarily present in other countries.

One respondent from Belgium stated: “The Belgium Government was/is not capable of the integration of the three languages in Belgium into the education system. In Belgium, people speak only French, or only German, or only Flemish, depending on where they live. But nobody has to learn all three languages in school. This is the biggest asset of Luxembourg’s education system, where the Government was so intelligent to integrate the three/four languages into the education system of everybody.”

Cross-border respondents said, the integration of the mainly Moslem refugees into the education system and the work environment represents the biggest challenge Luxembourg and Europe faces after a long period of European construction and integration.

3.1.4 Results of Interviews – Rest of the world

One respondent offered his PESTLE and SWOT analyses for Luxembourg:

“PESTLE
Political:…Original member of the EU/EC, many EU/EC groups based here, small country surrounded by much more ‘powerful’ countries, often prepares legislation quickly in anticipation of future trends (end of secret banking, domiciliation of companies, tax reform, etc.), former Prime Minister Juncker is now the President of the European Commission
Economic:…Niche market, Value added expertise, excellent business conditions in general
Social:…Multi-cultural, cosmopolitan, vibrant and active, yet stuck in the past,
Technological:…Fibre-optics, aerospace, outer space, efficient and competitive production units, data-centres (or even IT in general)
Legal:…Intellectual Property, same-sex marriage, nationality, but not giving the foreign residents the right to vote
Ecological: just look around you! A lot of green space, movement away from pesticides, etc.

SWOT:
Strengths: Agile, competence-centric, attractive
Weaknesses: ‘Be careful what you wish for because you just may get it’ regret, poor image, public education system
Opportunities: well-placed to continue being a financial sector. Could even do more
Threats: Other countries have copied Luxembourg’s model

References:
https://www.mindtools.com/pages/article/newTMC_05.htm

One respondent from Poland said: “Yet, what I think smart leadership is - is leadership that involves human energy to reach goals, when people feel that company goals are their own, when the leader is authentic, honest and tries to use the potential of people, when they develop their skills. With regard to smart leadership in Luxembourg - additional factors - cross-cultural issues that the leader needs to take into account, more opportunities but also challenges.”

Another respondent from Poland said: “Local banks domiciliated in Luxembourg implement models of sustainability to their activities (e.g. environmental and social due diligence for project finance).

One respondent from China replied: “I feel uncomfortable to talk about smart leadership in your country that is something I barely have knowledge off.”

One respondent from Syria answered: “I guess, you are more knowledgeable in this field, but what makes your research interesting is doing it in a particular place ‘Luxembourg’ so I would only suggest to see whether there is anything special in Luxembourg itself that leaders have to be aware of. For instance, leaders’ or followers’ traits/ or how leadership is transmitted over there? You might be surprised with my answer, but I will be direct. I don’t think there is something called (in my opinion) "responsible leadership" simply by asking one question: have you ever seen a leader who is not saying he/she is responsible? Let's say theoretically; all leaders would say I am responsible especially to make his/her picture nice, great, and cool.

I try to say that there are foundations in how people think, feel, and act in the workplace. Wherever they are, there must be something they believe in which has a great impact on the way they do things. After researching I found that people’s personal values are the foundation they rely on to do, decide, make connections, communicate, prioritize, and as you can see in the model of PPV in my paper. In the Arab world, there are different things you need to consider in order to operate business as same as any other country, it is not only about culture. It is more about the human him/herself. I can say that I
am closer to values-based leadership in the Arab world. But there is still a need for more research to prove that.

As a summary, I don’t have enough knowledge to assess smart leadership as you do. I would rather be keen to discover more on how people think, feel, and act and see what can have an impact on them, what can drive, inspire, and lead them.”

One respondent from Germany said: "It is difficult to define 'smart' in this context. I assume it alludes to a possibly innovative contemporary style of leadership.

I regard myself to be in the tradition of transformational leadership as I am convinced that our current manifold political social/cultural, economic, ecological and technological challenges and problems urgently call for transformation of structures to improve our environment. This transformation, in my view, should be pursued with a strong reflective and restitution spirit. You might call it 'Curative Leadership'. For 'curative' movements to create, a smart leader must be able to attract followers who share the vision and mission voluntarily and passionately, as applied successfully in some social entrepreneurship ventures.

The notion of 'sharing' in this respect implies to emphasize on using social media for international networking, with the latter being a key leadership characteristics based on a high level of emotional and intercultural competence. In generating 'curative' movements, a smart leader must be able to unlock potential of diverse follower segments, such as the Generation Y or digital natives and/or the middle agers and old agers.

For me, the current 'magic word' in business is co-creation which necessitates to appeal to a variety of diverse internal and external stakeholders when attracting resources for the movement at hand. Finally, following Erich Kästner’s sentence 'es gibt nichts Gutes ausser man tut es' (there is no good thing except we do it) I suggest to combine transformational leadership with transactional leadership to have, in additions two visions, also 'landing gears' for quicker implementation of change”.

One respondent from Israel and one from Australia said: “It is about civility”.

One respondent from the UK answered: “I found the list below from some Mickey Mouse website - actually, it looks quite good to me. I guess, if you think it looks good also, you should use it and put a Luxembourg example on each point, possibly thinking of a typical young female perhaps.

1. Develop your personal leadership style. No one is born knowing how to be an effective leader. Spend time learning as much about yourself as possible. When you work on yourself, you're working on your leadership. Consider finding a good leadership program, coach, or mentor.
2. Learn from experience. Think strategically about how you can gain the experience you need. Delve into challenging projects that may give you unusual problems to solve; practice observing situations from different perspectives and learn from everything you do.

3. Don't be afraid to fail. Unless you're not trying at all, you will almost certainly fail, maybe more than once. The important thing is to learn how to take responsibility for your failures, extract their lessons, and change directions while still moving forward.

4. Have a compelling vision. When a crisis hits—and it will—having a vision and knowing that people are aligned with that vision keep things in check. If you are trusted as a leader, you'll be perceived as someone who can bring people through and keep things on track instead of falling apart.

5. Polish your people skills. Great leaders have great interpersonal skills. They care for their people. As a leader, you need to know how to listen quietly and hear what people are really saying, by asking questions and being open to the truth. When challenges come, it's especially important to open up and show you care.

6. Motivate yourself. Your commitment is a signal for others. If people can see that you are working hard toward attaining a goal, they will join you. Learn to tap into the motivation that gives you energy and passion, so in turn you can inspire others through difficult times.

7. Keep people informed. When times get tough, it's always tempting to hide, but that's the worst thing you can do. Stay visible and keep people informed even when it's bad news. People don't like to feel excluded from progress or from problems; when you keep them current, they will be invested and prepared to help.

8. Inspire others. Inspiration is empowering; when you inspire people, you also give them a sense of purpose. When you lead by example and people feel inspired by who you are, it empowers them to be more effective and productive.

9. Find a true mentor. When times are challenging, find someone who has been there before, learned his or her lessons, and is willing to guide you along the way. A good mentor should have the experience you want to gain, and should also have a sincere desire to help you along the way. Mentoring has to be genuine and positive to be truly meaningful.

10. Take care of yourself. The best leaders take care of others, especially in challenging times. But if you neglect yourself you will soon be overwhelmed by pressure. Do what you need to do to keep yourself sharp and healthy, and remind yourself often that what you do is valuable.”

Yet, another respondent from the UK compared ‘smart’ leadership with ‘wise’ leadership, stating: “Smart Leadership knows how to build and nurture a valuing environment in whatever organization. Wise Leadership goes beyond the technical competence and skills and knows how to build and
nurture from human dimension. This is important in an age of digital life. My next publication is entitled ‘Smart Leadership - Wise Leadership’.

Before discussing the critical points of smart leadership in Luxembourg, a concluding sentence to the positive points of smart leadership in Luxembourg. One respondent created this slogan: “Work smarter, not harder!”

3.1.2 Smart Leadership - Criticism

More critical respondents reported about lack of ‘smart leadership’ in Luxembourg, bringing critical situations to the surface, including incompetent people at decision taking positions, bad management, bad working atmosphere, bullying, work harassment, stating:

“Smart leadership in Luxembourg is confused with delegation to other people with only one goal: “doing less - maximizing your personal revenue. I am speaking from 20 years of experience in the financial sector.”

Luxembourg being small especially implies nepotism. Everybody knowing everybody implies more often hiring family members, not always the most competent candidate, or helping friends. Knowing the right people, not your qualities, guarantees your personal career.

One respondent said: “The constitutional referendum in 2015 and the left wing of the government in general.”

“Smart leadership in Luxembourg? small country, many people know each other? How many people hire friends and family for positions? In a country where many people want to earn money to buy things to impress their neighbours, how many people work for their team, their business rather than their own profit?

Many positions require experience, but won’t hire people who are just a tiny bit older, whereas, the people who have just graduated have only limited experience but are not given the opportunity to gain experience – this is a vicious circle. Personal style? No. People competing with others on many levels (professional and private) no such thing as personal style.

Many people would rather go for a secure job (civil servant jobs – ministry, teachers…) - not many leadership possibilities. “

Respondents said, globalization having the grip over the entire world, there is no longer any difference between Luxembourg or any other country in the world regarding ‘leadership’ or ‘smart leadership’ principles. Literature that inspired was by Buckingham and Coffmann (2015), Hersey (1984), and Lencioni (2005). Most companies in Luxembourg being a subsidiary of a big international company, the rules of the international company prevail. Only while looking at typical Luxembourg
companies – Cactus, Luxair, Namur, Oberweis, Frank Schleck bikes... and privately owned small Luxembourg companies or of course the State positions with their Civil Servant status, typical Luxembourghish rules and values can still be found. Smart Leadership comprises: Coaching, motivation, decision taking, problem solving, training, communication, separation private – professional life and personal empowerment. Setting clear objectives is key.

“What is typical Luxembourghish here? I am working in a Belgium-American company. Luxembourg doesn’t exist here. In the Civil Servant positions, they are asleep! Otherwise everything is more and more globalized. Everything is the same. There is no more Luxembourg!”

“Empowerment means setting clearly defined objectives. If my objective is working 12 hours a day, instead of 8, then the smart leader has to interfere and live per example. It cannot be that some people need to be first and last in the office every single day.”

An Australian living in Luxembourg answered: "It is difficult in Luxembourg for SMART leaders as there is a great problem with culture for a majority of stakeholders. The leadership to drive change is not really there, it all seems to be just words, even though Luxembourg business and political leaders understand they must adapt. Communication is lacking or uninspired. In general, Luxembourg management and shareholders are wary about innovation, often to the point of not taking risks. There is a very low level of true entrepreneurship in the country although this is slowly changing. There is an historic resistance to accepting creative ideas and creative methodologies. Despite, these negative points, I am broadly optimistic for SMART leadership in Luxembourg as new companies, new leaders and changes in the way of thinking emerge."

Several critical respondents said, there is no such thing as ‘smart leadership’ in Luxembourg. One respondent even said, there was no leadership at all. Nor smart nor anything else, leadership in general was not existent in Luxembourg.

“Smart Leadership in Luxembourg doesn’t exist.”

Especially the newly created University of Luxembourg was criticized by respondents and in general is heavily criticized by students for being anonymous, cold, without any flair. The University of Luxembourg was founded in 2003, and moved from several spread locations in the city of Luxembourg to one single location in Esch-sur-Alzette in 2015, 20 km away from the city, in a newly built, modern and futuristic building. The bad reputation only increased.
One respondent said: “I fight against what happens at the University of Luxembourg. That’s the reason why I never applied for being a professor there. What happens at the University of Luxembourg is ridiculous. They all are obstinate, confined, limited, restricted on themselves to publish ridiculous publications that are completely useless and that nobody wants to read.”

Another respondent stated: “The University of Luxembourg should not offer all studies. It is better for students to study outside of Luxembourg, at a highly specialized university, with high quality studies. Especially Medical studies, Luxembourg does not hold the capacities nor the patients to be able to offer medical studies.”

“The University – Campus Belval – has a bad reputation amongst students, however, it is a nice example showing that they (the Government) actually wanted this place to flourish.”

“Conclusion: while the idea was good, one of the best since I was born, there are still many improvements to be made.”

Respondents also named Asport, Delphi, some banks and lux-Airport as non smart leaders, where the general working atmosphere is bad, so they said, with a climate of fear and oppression, low motivation, high number of layoffs and dismissals (Luxemburger Wort, 27 September 2016, p. 13).

Several respondents emphasized the need for planning Luxembourg as a ‘smart city’, if it wants to remain attractive in the future. With the question in mind: “How to attract talent to Luxembourg?”, the city/country needs to reflect on ‘smart city issues’, in order to avoid traffic collapse, traffic jams, housing issues, expensive real estate, environmental issues, preservation of nature (Leanza and Carbonaro, 2017).

While there are many good ideas in Luxembourg, their realization often is more difficult than initially thought, requiring continuous improvement by talented people. The intentions often are good, but less good are the realization and outcome. It is easier said than done. With this last statement, this section comes to an end. A summary table regrouping the above arguments follows.

### 3.2 SUMMARY TABLE: Criteria for Smart Leadership in Luxembourg and in the world

<table>
<thead>
<tr>
<th>Criteria for Smart Leadership</th>
<th>In Luxembourg</th>
<th>In the world</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have a vision</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Inspiring people</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>My own motivation</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Respect</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Trust</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Understanding</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Empathy</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Communication</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Humility</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Positivity</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Love</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Integrity</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Knowing my team(s)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Talent and competences</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Delegation</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Prioritization</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Clear objectives</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Simplify</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Stop the so-called hard work</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Return on experiences</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Creativity</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Return on experiences</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Change Management</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Training</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>
In conclusion, it could be said, that it is the mixture of cultures and of languages that make the wealth of Luxembourg. The results in differences in the answers following the four categories are elaborated in the following: In conclusion, Lux.Nat. speak about the pioneering role of Luxembourg in Europe’s development, the multiculturalism and the benefits of multilingualism, especially trilingualism in education and about the efficiency of their companies, the low turnover, the good working conditions. It is their tolerance, their openness for the different that guarantees wealth and peace. Foreigners and cross-border workers say, they bring the talent to the country – because the country is lacking talent, and they like the multiculturalism, multilingualism, the tolerance and openness for the different, and of course the good working conditions. The rest of the world often has little knowledge or awareness, asking “Where is Luxembourg?” The author’s contribution to knowledge is exactly to fill this gap, to put Luxembourg on the map. The University of Luxembourg was only
created in 2003, there is a considerable backlog regarding research in general and on cross-cultural comparison in particular.

4 CONCLUSION, DISCUSSION AND IMPLICATION

The purpose of this research was to discover what ‘smart’ leadership is in Luxembourg. The 42 interviewees from the four different categories confirmed mainly the literature. Similarity and differences in the four categories where shown in the interviews section. While mainly the extant general literature is confirmed, there is however new knowledge added to the existing knowledge about smart leadership in particular in Luxembourg.

The biggest cultural peculiarities are Hofstede’s cultural dimension scores: High Uncertainty Avoidance, high Collectivism, low Power Distance, medium Masculinity/Femininity, high Long-term Orientation, and medium Monumentalism. These place Luxembourg on the map of the world in a quadrant without any other country around, a unique constellation, found nowhere else worldwide. Indeed, this research is about civility.

Another peculiarity is the trilingual public education system, passing from Luxembourgish in kindergarten as language of instruction, to German in primary school, to French in secondary school as language of instruction.

With around 50% foreigners making up the population, multilingualism and multiculturalism is lived every moment. With the cross-border workers representing 30% of the current workforce this situation changes radically during the working hours 8h-18h, with enormous flows of people from the neighboring countries, including traffic jams. The tolerance for the different is the next peculiarity of Luxembourg, situated right in the middle of Europe, being the heart of Europe, the engine, the creator of many European ideas and realizations, e.g. the Schengen treaty….

In comparison with the rest of the world and the extant literature discussed here above, the main attributes of smart leadership are fulfilled in Luxembourg, see also http://www.businessnewsdaily.com/5352-smart-leadership.html;


https://www.entrepreneur.com/article/199908

So, what is different in the Grand Duchy of Luxembourg? Despite this research’s results showing mainly Luxembourg matching the theory of ‘smart leadership’, the main differences have been elaborated. These are the trilingual public education system, multilingualism, multiculturalism,
the mixture of cultures, and the openness and tolerance for the different. The trilingual public education system works as follows – in shortened version: the language of instruction is Luxembourghish in kindergarten, in primary school the language of instruction is German, and in secondary school the language of instruction is French. For details see Weber and Horner (2008), also explained by Schinzell (2014b, 2017).

In conclusion, it is the mixture of cultures and languages that makes the richness of Luxembourg’s smart leadership, together with the tolerance and openness for the different.

What is more, Luxembourg has always had new ideas to ensure wealth and health for its citizens. It was always capable of re-inventing itself, thanks to its long-term orientation. Uncertainty Avoidance being near 100%, Luxembourgers argue this as an advantage: once everything else is ensured and secured, they can take care of the fun part of life.

Respondents named the following attributes of smart leadership, equivalent to the rest of the world: have a vision, inspiring people, my own motivation, respect, trust, understanding, empathy, communication, humility, positivity, love, integrity, knowing my team(s), talent and competences, delegation, prioritization, clear objectives, simplify, stop the so-called hard work, creativity, return on experiences, training and coaching, change management, rewarding the job well done, problem solving, empowerment, separation professional life – private life. What is specific for Luxembourg is: the trilingual public education system, multilingualism, multiculturalism, the mixture of cultures, the openness and tolerance for the different.

Respondents named the following smart leaders in Luxembourg: Cactus, SES Astra, CFL Multimodal, DuPont de Nemours, Ville de Luxembourg, Cargolux, Guardian, Lush Cosmetics, the Luxembourg Stock Exchange, CBL.

Respondents named the following ‘not-smart’ leaders in Luxembourg: University of Luxembourg, Asport, lux-Airport, and the constitutional referendum in 2015 and the left wing of the government in general.

In conclusion, the author’s proposition was confirmed: ‘Smart leadership in Luxembourg’ is deeply anchored in Luxembourg’s cultural and linguistic identity in the middle of Europe.

5 RESEARCH LIMITATIONS

Cultural research has been in the focus ever since Hofstede’s landmark study. While huge numbers of researchers gather to research groups, around Robert House (2004) - the GLOBE – and Ronald Inglehart (2008, 2011) – the World Values Survey, see: http://www.worldvaluesurvey.org/wvs.jsp, the author, as a single researcher, obviously cannot compete with these big groups. Nevertheless, this study, a combination of Hofstede’s cultural
dimensions study together with ‘smart leadership’, can pave the road for further research at the crossroads of culture and leadership. Time limitation and financial limitations are other limitations of this study, performed mainly during spring-summer-autumn 2016, with the objective of conference participation and publication in 2017. This research might be useful for people working and living in Luxembourg. Human Resources managers and other deciders might find the results of the 42 interviews interesting, finding themselves in some of the citations.

Hofstede’s cultural dimensions in Luxembourg being as follows – in short: high Long-Term Orientation (LTO), high Uncertainty Avoidance (UA), high Collectivism (low Individualism), combined with high salaries and a very good healthcare system, with high fringe benefits, seem to attract talent to Luxembourg. All these attributes, together with the trilingual public education system, representing a challenge for every pupil and parent, working in Luxembourg, is attractive, despite the peculiar weather.

6 FUTURE RESEARCH

Future research could focus first on transformational leadership and on change management in Luxembourg. “How to make change happen in multicultural, multilingual Luxembourg?” “What are the differences in ‘change management’ between Luxembourg and the rest of the world?” or: “Is change fast or slow in Luxembourg?” Another path of further research could be: “Smart City Luxembourg?” Future research could also focus second on talent search in Luxembourg, in combination with responsible and smart leadership, and linguistic and cultural specificities. The research question could be: How to find the talent your company needs in Luxembourg? How to attract the right people? How to train the existing people? The title could be: “In search for talent in multilingual, multicultural Luxembourg.”
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ABSTRACT

Success and failure arguably are the soundboard concepts in acquisition research. So far, the academic debate has been primarily concerned with measuring performance and assessing success and failure from the shareholders’ perspective. In this paper we offer a different view. Several stakes, and therefore stakeholders, are touched on by acquisitions. Consequently, we propose to conceptualize success and failure needs in the light of the stakeholder perspectives. We achieve this aim by critically analyzing some of the most common approaches in extant research and elaborating a perspective explicitly building on organizations as comprising a multitude of stakes. In turn, this allows broadening the debate to discuss for whom acquisitions may be a success, how stakes change over time, and point to both common biases and overlooked insights. In so doing, this study contributes to critically assess and complement existing hegemonies in conceptualizing success or failure in acquisition research. It thereby serves to increase success or failure construct clarity and sensitivity to nuances, variations, dynamics, and overlapping interests in one of the most common strategic tools with far-reaching consequences to societies, firms, and individuals.

Keywords: mergers and acquisition, success, failure, acquisition performance, stakeholders, multiplicity of performance measures, acquisition outcomes.

INTRODUCTION

Success and failure are soundboard concepts in acquisition research. Strategic management perspective typically stresses acquisition success as vital to increase firm competitiveness and the many explanations for this are in focus. (Harrison et al. 1998, Zaheer, Castañer and Souder 2011). Increasingly, concerns are raised about the operationalization of acquisitions outcomes. Since the very perception of success or failure depends on how success and failure are measured, several scholars have convincingly advocated for paying more attention to the measures of acquisition performance.
As a result, research has focused on the technical aspects and resulted into ever finer nuances of success or failure both in aggregate meta-measures (King et al., 2004), and specific measures (e.g. Lubatkin and Shrieves, 1986; Zollo and Meier, 2008; Cording et al., 2008).

We contend however that important issues remain insufficiently addressed. While we see value in e.g. revealing drivers of acquisition success and failure, and identifying more precise measurements, we believe acquisition research suffers from a limited attention to what these concepts may mean. As their meaning largely has been taken for granted if not completely overlooked, we contend that most research represents a homogeneous view. More precisely, most acquisition research argues implicitly or explicitly that acquisition success or failure is best measured in financial terms, leaving a more nuanced and multifaceted understanding of these concepts yet to be developed. Before this issue is better understood, debates about what measurements to use are likely to remain fragmented, biased, and incomplete. We build on the recognition that acquisition success has received insufficient attention (e.g. Meglio and Risberg, 2010), and that potentially several important perspectives remain in the shadow of dominating research accounts.

This is the gap this paper intends to fill, that is, the conceptualization of success or failure in acquisitions. We therefore aim to answer the following: “What is success/failure in acquisitions?”. We achieve this aim by broadening the domain of analysis from the prevailing, unifying perspective of the shareholders to other, often neglected, or silenced stakeholders.

We adopt a stakeholder view (Freeman 1984) to analyze the most common approaches in extant research. In turn, this allows broadening the debate to discuss for whom acquisitions may be a success, and point to both current biases and less commonly debated insights. In so doing, this study contributes to critically assess and complement existing hegemonies in conceptualizing success or failure in acquisition research. It thereby serves to increase success or failure construct clarity (Suddaby, 2010). Second, it illustrates that different groups are typically ascribed different stakes that acquisitions might sensitize. While these are shown to be unevenly attended by acquisition researchers, we also point to interests not yet covered thus pointing to potential ‘blind spots’ in research that, if not addressed, may delimit theorizing about acquisition success, failure, and performance.

**BACKGROUND**

Acquisition research is, despite its seemingly unifying label, a number of complementary fields that cover numberless angles, and is enriched by various theoretical perspectives and empirical foci (Haleblian et al. 2009). In turn, this has encouraged a rich research searching for various performance
drivers and a corresponding interest in how performance is defined (Zollo and Meier, Meglio and Risberg 2011).

The debate seems to be polarized around the following choices: financial versus accounting measures, objective versus subjective measures, single versus multiple indicators, short term versus long term. Meglio and Risberg (2011) found that the majority of the studies they reviewed (101) measure acquisition performance as the share price variation around the announcement date. In other words, financial and objective measures dominate the acquisition field. However, some scholars claim that one can also understand acquisition performance as a set of interpretations made by the acquiring company’s executives in their attempts to understand the generating mechanisms of acquisition performance (cf. Côté et al. 1999). Therefore, objectivity and subjectivity live side by side in the acquisition field.

The multidimensional nature of acquisition performance is another important trait of the construct. Cording et al. (2008) find that acquisition performance is not one, but several measures, and that these measures tell different stories regarding how an acquisition performs. Zollo and Meier (2008) assess the measures that are used for acquisition performance, pointing to a variety of variables, and echo the claim that this concept as multifaceted. Despite these claims, research appears to provide a dominatingly homogeneous picture of the acquisition performance concept. In their review Meglio and Risberg (2011) find that even though scholars claim that acquisition performance is multidimensional, they tend to measure it along a single dimension and often use a single indicator.

Regarding the time interval of measurement, the extensive use of stock-market based measures indicate that acquisition performance is measured in a short time window around the date of announcement. When ex ante and ex post measures are compared, interestingly, they seem to be divergent, as noted by Schoenberg (2006), suggesting that initial projections suffer from lack of information that unfolds, and hence can be captured, only as the process evolves. Moreover, Zollo and Meier (2008) find that the common short-term event-study measure remains unrelated to other metrics.

From this brief reconstruction, it emerges that the concept, while treated as unitary, presents a multiplicity of meanings, dimensions, indicators and time intervals that make findings fragmented and inconclusive. Following the same line of reasoning we contend that, just like acquisition performance, acquisition success or failure are broad and ambiguous concepts but are generally treated as unitary. We also would like to outline that success does not simply mean “outcome or result”, it may also mean the degree of attainment of a desired outcome (Merriam-Webster Dictionary and Thesaurus, 2016). This, applied to the acquisition domain, means that the assessment of an acquisition as successful or not calls into question expectations of actors involved into the
process. So far, as discussed above, acquisition scholars have emphasized or given voice mainly to shareholders or top managers. These latter are given voice e.g. in interview or survey studies of acquisition performance (e.g. Kitching, 1967; Graebner, 2004; Bauer and Matzler, 2014), where the perspective of top management is accounted for. While we have no problem with research explicitly taking the perspective of managers or providing them with advice, we contend that a richer understanding can be achieved by considering other ways to define success and failure and explicitly debating about whose success or failure is primarily considered. Put differently, we believe there are other, legitimate stakes in acquisitions and that this, so far, is poorly reflected in acquisition research. Our underlying idea is to broaden the variety of ways in which acquisition success or failure might be measured, but also adding clarity by specifying an important boundary condition (Suddaby, 2010): success or failure for whom? By answering this question, we break down the unifying view of acquisitions as reflecting the stakes of shareholders or of top managers only, which are fairly well voiced in existing literature, and enlarge the domain of analysis taking into account the stakes of stakeholders other than shareholders.

TAKING A STEP BACK: WHOSE STAKES?

As discussed above, success calls into question the attainment of goals. This applied to a firm pursuing an acquisition implies that success or failure should be assessed in relation to the goals the deal is intended to achieve. Goals for acquisitions are typically broadly stated: improving competitiveness, achieving synergies, entering new markets and the like. Acquisition performance measures used so far are assumed to be suitable to account for such broad goals. Here we do not want to state the merits of various measures. Rather, we would like to outline that in assessing success or failure we should not simply take into account goals of those initiating acquisitions but also stakes touched upon by acquisitions. Of the multitude of stakes acquisitions influence, mainly those of shareholders and top managers are generally voiced in the conventional discourse. We contend that silent or silenced stakes in the decision-making process may play an important role during the post-acquisition process and have an impact on the ultimate acquisition performance. This paper takes, therefore, a stakeholder perspective (Freeman 1984). A stakeholder perspective implies considering the interests, power, and positions of various groups with an interest in a focal venture. Despite its proven usefulness in many fields in business studies more broadly, a stakeholder perspective has remained relatively overlooked in acquisition literature with some exceptions (Anderson, Havila and Nilsson 2013, Meglio 2015).

Embracing this perspective might offer several advantages. It allows bringing existing yet sometimes fragmented studies together within a more coherent framework and condensing some of the main
stakes associated with each stakeholder. It allows pointing to differences between the stakes of different stakeholders, and it is possible to sketch the stakes that are not yet described in acquisition research. If of less value in terms of mere gap-spotting in the narrow sense (Alvesson and Sandberg, 2011), this renders a liberating power to break the confinements within which goals can be expressed or thought. It therefore seems to us that a stakeholder perspective offers much by means of moving research forward with regards to what constitutes success or failure.

**ACQUISITION AS MULTIPLICITY OF STAKES**

Opening up the debate to the more fundamental issue of what stakes may be involved in acquisitions requires developing how this research has, or has not, described, the stakes of stakeholders, other than shareholders, typically involved in acquisitions. Put differently, the key to the contributions of this paper lies in discussing how each stakeholder has typically been treated in acquisition research, highlighting the stakes ascribed, silenced or even denied, and whether and how these stakes are intertwined. Our starting point is the most popular, if not sole, stakeholder accounted for by extant research; the shareholder, and then move onto the discussion of other and more neglected stakes and stakeholders.

*Shareholders*

The traditional shareholder perspective argues that the overall goal function of a firm should be to maximize shareholder value (Capron 1999). Moreover, it has more important implications since it argues that firms not only should keep their eyes on the prize in terms of stock price, but that deviations from this rule or complementing it with other perspectives is potentially detrimental not only to financial performance but may come at a loss to societal productivity (Friedman, 1970). This view is the taken for granted perspective in much acquisition research (e.g. Lubatkin and Shrieves, 1986).

However, the notion of shareholder value must be considered simplified. Several studies have highlighted the difference in returns to acquiring and target shareholders, many of which claim that target owners gain at the expense of acquiring shareholders (Datta et al. 1992, Bruner, 2002). In sum, when we assess success or failure from a shareholder’s perspective we should clearly state whether we are considering the acquiring or the target companies’ shareholders.

*Managers*
Managers are also well voiced in existing literature. Whereas managers are typically ascribed the role of serving shareholders’ interests, this is not always true. Agency theory argues that owner-manager separation inevitably comes with potential goal deviation. For instance, managers can attempt to enrich themselves financially and in terms of status without this benefiting, or even coming at the expense of owners, as in the case of acquisitions (Mueller 1969). Indeed, Trautwein (1990) found empire-building aims to have more research support than efficiency gains.

The agency theory has been subject to huge scrutiny that has outlined several drawback (see for instance Goshal’s 2005 penetrating analysis of implications for management practices). Here we want to outline that there is a tendency to conflate the managerial hierarchy to top managers. This denies the possibility to differentiate between those in the top with an influence on the acquisition in decision process, and those set to execute it – if they get to stay. Although often overlooked in research some research has described the precarious squeeze of middle management (Meyer, 2006). On the one hand, they are expected to implement the acquisition. On the other, they run the risk of being made redundant by overlapping competencies with manages from the other firm. Thus, middle managers are at simultaneously tool and victim in acquisition processes (Schriber, 2012).

**Employees**

Employees are well represented in existing literature. Many studies have highlighted the negative effects on employees that acquisitions may have. For instance, acquisitions often are motivated by resource overlaps that offer room for efficiencies through resource reduction and redundancies (Siegal and Simons 2010). There are many studies taking an explicit perspective that highlights the effects on employees (Seo and Hill, 2005), pointing to stress, anxiety, fear of job loss, identity challenges, conflict (Meyer 2008), cultural clashes and the like. The fundamental view conveyed, therefore, is one where employees wish to avoid uncertainty, keep their jobs, remain unaffected by new identities, keep existing power order, and not have basic assumptions and other cultural aspects altered.

While one can easily sympathize with many of these, they are not necessarily complete or always true. For instance, Teerikangas (2010) showed that target employees may well stand to win from acquisitions when the situation before was uncertain. Thus, the aim to keep uncertainty low may well remain, but acquisitions might actually reduce it, rather than increase it. Moreover, while acquisitions can challenge existing status or power orders (Meyer, 2008), this does not by necessity mean a change for the worse. There is enough evidence in research of poor working conditions in non-acquisition settings to suggest that while acquisitions may well make matters worse, this might not be the entire picture. For instance, Cooke (2006) found that employees can experience both benefits and drawbacks, simultaneously: acquisitions by foreign firms into China often leads to higher wages, but also tighter
performance controls of employees. Put differently, some efforts may be welcomed, others less so, but this granularity is often lost in acquisition research.

Moreover, when distancing oneself from the literature it is possible to see that there is an understandable but limiting emphasis on current employees. Put differently, although completely legitimate and more concrete, current employees only constitute one potential stakeholder group. If one takes a broader, temporal perspective (Shi, Sun and Prescott 2012) another hidden group in acquisition research appears, the one made up of potential employees who are rarely receiving a matching level of attention. Concretely, successful acquisitions leading to firm growth opens up to new employments. The worry explicated in much acquisition research is that this merely increases the number of people exposed to a variety of stress, anxiety, and job loss (e.g. Seo and Hill, 2005). In sum, while strategy research is concerned with acquisitions as means to firm growth, organization behavior research has not been equally concerned with overlapping interests between managers and current employees, or how profitable acquisitive growth offers positive opportunities to potential employees, but focused squarely on negative aspects on current employees.

Customers and suppliers

Several studies have shown how external relations may be affected by acquisitions. One of the main themes refers to loss of stability in network relations. Acquisitions encompass a broad spectrum of changes that actually cause the dissolution of business relationships with customers and suppliers (Anderson, Havila and Salmi 2000). Key personnel leaving a company, dissatisfaction produced by failure to meet customer requirements, bad reputation and financial difficulties of the acquiring company, less favorable business conditions, or product replacement may all be causes for terminating a business relationship (Öberg 2013). This in turn requires careful scrutiny of customers with the goal of reassuring them using customer relationship management strategies to nurture the business relationship with them.

Öberg, Henneberg and Mouzas (2007) showed how acquisitions can influence customer perceptions of the relation if not carefully managed through communication and symbolic efforts. Indicating the magnitude of this problem, Bocconcelli, Snehota and Tunisini (2006) showed that as many as 80 percent of customers may leave for another supplier, especially when a previously trust-based relation shifts toward increased formalization based on contractual agreements.

Suppliers are key stakeholders as purchasing is strictly related to the cost and quality of the purchased components (Holtström 2013). Acquisitions emphasizing cost savings in this function have a direct impact upon suppliers’ corporate profitability. It may imply reduced/increased volumes, generally lower prices, and compressed lead times. Revising any of these aspects may put the supplier in a difficult position. Empirical evidence about horizontal mergers shows that, on average, suppliers...
experience significant declines in cash-flow margins subsequent to downstream mergers, as a consequence of an increased buying power. Fee and Thomas (2004) further contends that purchasing gains for the merging companies depend on the type of suppliers (retained versus terminated) and the industry contexts (concentrated versus fragmented). Suppliers who are terminated after a merger experience significant negative abnormal returns at the merger announcement and significant cash flow reduction after the deal. Moreover, buying power effects are more pronounced when the merging companies operate in relatively concentrated industries.

Suppliers, just like employees, are not all alike: their relative importance might depend on the type of material/service supplied, or the existence of alternative suppliers and of switching costs. Taken together, these factors determine the type of relationship between the parties. A deal does not necessarily negatively affect the position of suppliers, yet it certainly adds uncertainty to the relationship with the merging parties and requires the renegotiation of contractual provisions. Again, the tendency also of allegedly critical acquisition research to embrace a typical competitive strategic viewpoint becomes visible in the emphasis on belligerent, rather than symbiotic relations. For instance, acquisitions leading to increased competitiveness e.g. through new innovation (Puranam and Srikant, 2007) may benefit suppliers and customers – a point rarely noted in current acquisition research.

Consultants

Acquisitions are, on the whole, typically rare events in the history of firms. This places managers at a disadvantage when conducting acquisitions, in turn creating fertile ground for consultants offering advice at various stages in the acquisition process. Although often not mentioned explicitly but considered from a competence resource, others have taken a more critical stance, openly questioning consultant loyalty to shareholder values (Parvinen and Tikkanen 2007). Among consultants investment banks play an important role. As Kesner, Shapiro and Sharma (1994) outline, the circumstance that investment banks act as agents for both the bidding and the target create conflicts of interests. Such conflicts of interest may cause bidding companies to bid beyond their financial capacity or pay a price where the target company is not worth buying. For its peculiar position, an investment bank experiences the so called “negotiator’s dilemma”, that is, choosing between collaborative tactics that create value for all the parties involved in the deal, and opportunistic tactics that yield even greater value for itself and lower value, or even no value, for the other parties. This generally produces greater premiums paid and puts at risk the achievement of acquisition goals for the acquiring firm. Of course, the position of the acquiring is weaker than that of the target, whose shareholders generally benefit from greater premium prices. Reputation effects for continued business likely mitigate self-interest by investment banks.
SUCCESS AND FAILURE MULTIPLICITY

The academic debate on acquisition success has been heavily geared toward issues to do with acquisition performance. More specifically, this debate has centered on measures within a very narrow perspective leaving some important issues unaddressed, and typically taking an explicit or implicit shareholder perspective. Within both the financial and the strategic management fields, success squarely is equaled to financial value creation to shareholders.

In turn, this has several potential explanations. One is the fundamental interest in strategic management research to produce insights to managers and, in turn, to offer increased financial value to shareholders. Another is the preference for (seemingly) objective, observable and easily quantifiable data, explaining why acquisition performance research is so heavily biased toward financial or accounting data from secondary, archival sources (Barkema and Schijven 2008) in turn associated with the proliferation of databases (Haleblian et al. 2009). Although some have drawn on other measurements such as interviews with managers (Kitching 1967), there is a dominance by financial measures, in turn reifying financial institutions and taking-for-granted a financial outlook on acquisitions.

Here we would like to discuss the role scholars play in influencing this state of affairs. Acquisition scholars play an important role in giving voice to stakes other than that of shareholders. If the majority of the stakes we have discussed in this paper are not only silent but also silenced in research, this is because scholars have not shed light on them. Reasons are many. The tendency to conformity referred to as gap spotting research (Alvesson and Sandberg 2011) is probably the most important because is strictly linked to our publishing norms in management journals and editors’ policies. Their stake is to get published in order to get promoted and this explains their tendency to reproduce the same stock of knowledge, often, with minor contribution to advancing our knowledge. Moreover, the system of peer review may promote traditional, linear theoretical development at the expense of those contributions that challenge taken for granted accounts.

Regardless of the explanations, the effect to us seems to be an unfortunate bias that however can be addressed by shifting perspective. We have argued that it is fruitful, at this stage, in acquisition research to take a step back to allow for a broader picture. Financial goals measured in shareholder value are undoubtedly important in acquisitions. This means we do not wish to detract from the value of measuring financial outcomes, but rather that the dominance of one measure can, if not discussed, risk becoming hegemonic to the degree that others are considered irrelevant or illegitimate. Moreover, we have argued that different stakeholders have not only different goals, but different sources of power upon which to base their claims. This places the various stakeholder groups unevenly in terms of their chances of influencing.
Using a stakeholder framework advances to consider new aspects of success and failure. First, considering stakeholders constitutes an important step forward from the dominating homogeneity ascribed to how acquisition outcomes are typically depicted (Meglio, 2015). This means that we simply allow ourselves to recognize discrepancies between various interest groups in organizations. Second, as we have argued, to analytically separate various groups in this manner should not detract from clear empirical overlaps. For instance, top managers are sometimes encouraged to invest in their firm, thus making managers also shareholders. Of course, this is an option open also to non-manager employees.

Third, there are sometimes clearly symbiotic interests also between distinctly different, stakeholders (Pfeffer and Salancik 1978). For instance, both managers and employees can benefit from increased competitiveness since it can offer job security (after all, managers are also hired) or room for salary increases. With mentioning this we also would like to distance ourselves from a sometimes tiresome simplification in the critique of financial figures as relating solely to an anonymous market. But more fundamentally, this also should make us sensitive to how deeply financial institutions, mechanisms, and rhetoric permeate today’s society. Thus, acknowledging both differences and overlaps between stakeholder goals stands in no contrast to seeing more fundamental powers at play.

CONCLUSIONS

The issue of success and failure constitutes the soundboard to virtually all acquisition research, as a problematic practical dimension, as the likely effect of a variety of organizational phenomena, or a recurring rhetoric phenomenon. However, this one-dimensional view of acquisition outcomes has given a preferred position to certain, typically financial effects, at the expense of others. In contrast to the richness of research often motivated by poor acquisition performance, the concept of acquisition performance itself has remained fragmented and lopsided. In particular, we have been concerned with a tendency to “technify” discussions by focusing on the merits of measurements, however mainly within a very limited scope representing a narrow interest. Success or failure, the arguably more fundamental terms, have remained in the background, thus diverting from the fact that there is an apparent lack of attention to the fundamental goals.

This leads us to consider a number of empirical and conceptual avenues for future research that appear, also in light of the shortcomings of our own paper, to carry much potential. We would welcome further elaboration on the different goals associated with acquisitions. This paper has drawn on stakeholder theory to condense and summarize research within the acquisition field. However, empirical data is needed to both substantiate and elaborate this theme. More conceptually, this research prompts further theoretical advances. This multiplicity of perspectives of what constitutes
goals, dimensions of success or failure in acquisitions, and the questioning a taken for granted view of certain perspectives or stakes are regularly subordinated, raises important questions. Potentially, any transaction could be considered from an almost inexhaustible number of perspectives. The contrast between actual research and that largely untapped potential has helped us illuminating what views or coalitions that are regularly considered as valid and point to fruitful avenues for future research. On the one hand, leaving homogeneous assumptions raises important issues such as if it becomes possible to say that a merger was a success or a failure in general or on average? Put differently: how can different interests be weighed against each other to form a balanced and coherent view of the outcome of a transaction? On the other hand, to what extent does this risk leading to a fragmentation of accounts? Is there a risk, for instance, that the fates of some become relativized by referring to benefits of others? Can this lead to the dead end of a complete relativism, making justified critique weaker? Our answer is that it is no longer possible to state that a merger was a success or a failure in general, but for whom.
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ABSTRACT

Growth in the economy, changing consumer preferences, the climate for labour relations and technological progress are all exogenous events, part of an external environment to which an organisation reacts and which it does not fully control. These events all highlight the borderless nature of entrepreneurship. To ensure the success and progression of business, entrepreneurs require the ability to seize the opportunities identified and avert the threats presented by the external environment. Entrepreneurs aim to develop innovative approaches and ideas through establishing both formal and informal relationships and connections. These relationships take the form of collaborative partnerships both internal and external to the organisational network. This can be seen through partnerships with research centres, consultancy groups, other organisations and universities amongst others. However, unless effectively managed such collaborations and partnerships could be constrained through a variety of factors. Imperfections such as risk management, asymmetric information, and hold-up problems, all stand to disrupt these collaborative partnerships and limit opportunities for innovation. In order to address these issues, this research seeks to demonstrate how an entrepreneur overcomes these imperfections by adopting the open innovation model. Therefore a holistic case study will be presented to offer a deep and real story of a business in the UK. This research has been submitted to the 10th annual EuroMed academy of business (EMAB) conference focused on “global and national business theories and practice: bridging the past with the future”. This study presents a summary of the theoretical development which will be deeply developed in a further publication, a holistic case study of a Scottish small to medium enterprise, and final remarks.

Keywords: technological change, open innovation model, risk management, entrepreneurship, innovation management

THEORETICAL DEVELOPMENT

Currently entrepreneurs and research partners face multiple market imperfections in their relationships. These include moral hazard, effort provision, entrepreneurial risk management (ERM),
asymmetric information, and hold-up problem (Zsidisin and Ellaram, 2003; Smith, 2003; Moore, 1983; Liebenberg and Hoyt, 2003; Waters, 2007).

Whilst each provision alleviates some of these problems, it also exacerbates others. Focusing on some of these “imperfections” such as hold-up problem, ERM, and asymmetric information, this research focuses on the impact of these issues on open innovation.

In the digital era these imperfections frequently occur due to the difficulties to manage dynamic development of new technologies just using internal resources. Hence companies need more knowledge and expertise which are acquired by establishing new relationships with external partners (Del Giudice et al, 2011; Smith and Fischbacher, 2009). The increase of new relationships reduces costs and risk linked to innovation.

In fact the components “borrow” resources from other business and in the same time a company “lends” resources and knowledge to research centres, consultancy groups, other organisations and universities amongst others. Furthermore a company also invests in research and development to enhance the absorptive capacity and knowledge so as to create a new product or service (Cohen and Levinthal, 1990).

The present mainstream brief of open innovation evokes the classical idea of the economic institution, i.e. firms are the nexus of contracts. According to Jensen and Meckling (1976) the negotiations between the interested parties may provide efficient economic solutions. A contract could motivate each party to exploit external talent and knowledge so as to improve the innovation process. In addition, the management of property rights and patents could encourage companies to build new external relationships and invest in new research ideas.

A company makes a decision to create and buy or create or buy in reference to a need to buy the legal rights to be able to use technologies patented by others as a way of improving its own contractual position ex post. In fact it decides to exploit external resources (either tangible or intangible) in relation to the prices of the components supplied, the delivery programs, and transaction costs. In this way, a company should discover where get those resources efficiently, make a contract in order to guarantee the effective transfer of the resources, learn and absorb externally sourced resources, and manage the inter-business relationships.

Success or failure thus may depend on companies managing such imperfections and consequently the relationship with their own sellers.

This research, proposes that entrepreneurs and external partners carry out innovative initiatives using the open innovation model and that they collaborate in a scenario characterized by high risk equilibrium and partially private information, where each agent’s investment choice is public...
information. Consequently there is an opportunity to improve the innovation performance of their company. On the one hand the competition reduces these imperfections increasing the options available to both entrepreneurs and research partners in new projects. On the other hand the open innovation model enables to the companies to develop something new through the establishment of formal and informal relationships. Indeed the open innovation may resolve some imperfections such as the uncertainty associated with costs regarding delimitation of the boundaries of ownership.

On this basis we propose the following assumptions:

1. Where entrepreneurial risk management is the lead factor in the relationship between entrepreneurs and external research partners, innovation performance will be increased through technological monitoring.

2. Where asymmetric information is the lead factor in the relationship between entrepreneurs and external research partners, innovation performance will be increased through the control of rights (copyrights and patents).

3. Where the hold-up problem is the lead factor in the relationship between entrepreneurs and external research partners, innovation performance will be increased through open innovation.

The study will address these assumptions using a holistic case study in order to investigate deeply how an entrepreneur tends to overcome these imperfections by adopting an open innovation model.

On this basis, the research aims to shed light on the relationship between entrepreneurs and external research partners. The “imperfections” comprise improvements in technology that render current technology and development efforts obsolete (Robertson and Gatignon, 1998). The inability of an entrepreneur to stay abreast of technological changes, has a negative effect on costs, competitiveness of products in the market and lead-times. Although the creation of new technologies have enforced the entrepreneurial attitude of exploiting external opportunities to generate new business ideas (Schumpeter, 1934).

The research aims to answer relevant questions concerning boundaries of the company (Coase, 1937; Williamson, 1985; Grossman and Hart, 1986; Hart and Moore, 1990). In addition the analysis imperfections stemming from open innovation has been fruitfully applied to many relevant economic topics which are no longer restricted to the theory of the firm. This research complements existing studies on open innovation theory in two ways. Firstly, we will focus on specific topics which received particular attention by researchers in recent years and emphasize open questions that should be addressed in future research. Secondly, we will offer a narrative entrepreneurial journey of a business in the UK which will extend existing studies on entrepreneurship offering a different view on the borderless nature of an entrepreneur.
METHODOLOGY. THE CASE STUDY: KESTROS LTD

In order to offer a deep analysis of entrepreneurship applied to the process of the open innovation model to overcome the ‘imperfections’ of the technological change, we present an holistic explorative case study (Johnson, 2008; Yin, 2013). This case study supports new quantitative research and offers a better understanding of a complex phenomenon (Punch, 1998). In this specific case, a particular entrepreneurial journey is presented so as to show how an entrepreneur tries to face the aforementioned ‘imperfections’ by adopting an open innovation approach.

The present study analysed a British company for two reasons. First of all, enterprise culture is strongly embraced in this country (Hall and Hubbard, 1998). Secondly a sustainable endogenous economic development is promoted so as to offer a business – friendly market (Eisenschitz and Gough, 1993).

The company Kestros LTD was founded in 2009 by Manjit Mooker in the United Kingdom and was sold in 2014. The company that bought it over retained the entrepreneur for two years to run the project then he left to start a new business.

<table>
<thead>
<tr>
<th>Name of the Company: Kestros Ltd</th>
<th>Year of foundation: 2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>Founder: Manjit Mooker</td>
<td>Industry: Information Technology Consultancy Activities</td>
</tr>
<tr>
<td>Location: Scotland, UK</td>
<td>Business Structure: Private Ltd Company</td>
</tr>
<tr>
<td>Size (n. employees 2016): about 5</td>
<td>Revenue/Sales: (2015/16) 200k</td>
</tr>
</tbody>
</table>

Table 1. Kestros LTD – general information.

The founder identifies himself as ‘a disruptive early innovator’ because his stated vision was to “change the face of healthcare”. In 2013 with the clear growth of mobile usage I recognised an opportunity in the area of outpatient management application with the capability to empower patients with a digital solution in the form of an app which would allow them to access to their own information and manage their own appointments and other aspects of their care in a single digital location. After carrying out time and motion studies around patient throughput within various sectors of the NHS I was able to both confirm that a gap existed and also convince the Health Board that this opportunity was worth exploring further. The product itself was called “Mi Checkin”; an outpatient management app which the patient can download free from the App Store which allows the patient themselves to make, confirm or reschedule appointments, provides prompts for patients about their appointments and uses GPS to guide patient through the physical environment of the...
hospital in addition to other features. Whilst, as can be seen, there are clear benefits of this innovation for the care provider the product was designed with the patient in mind and improved patient experience was the key driver throughout the innovation process. Key benefits of the product include;

- It delivers significant time savings for the hospital using the app at all stages of the process.
- It reduces the amount of missed and cancelled appointments thus saving considerable financial expense for the NHS.
- It improves customer experience and satisfaction rates by allowing them to manage key aspects of the process themselves and integrating and coordinating information they receive in terms of their care package such as; appointment times, travel directions, car parking, patient check in, updates of delays etc. through their mobile phone or tablet.
- The app delivers the equivalent of 3 to 4 Full Time Equivalent reception staff which equates to around £100k savings per year for the hospital.

Open innovation Approach

Having discovered the gap in the market and identified market opportunities, the entrepreneur decided to change traditional attitudes, cultural norms and ways of doing things within healthcare in order to develop a customer centred product which has the potential to completely disrupt the market in this sector. The entrepreneur confirmed that he adopted an open innovation model stating:

*I did adopt an open innovation approach. I took processes within the health care sector and combined these with the patients’ own mobile technology on a consent-based basis and integrated other features such as mapping and GPS technology which already existed and combined them in an innovative way to create a completely new product. Features of mobile device technology which offered potential benefits for the patient where exploited at every stage of the process and without the adoption of an open innovation approach the product could not have been developed and delivered to market.*

This innovation was generated though the collaborations with the external environment. As he puts it;

*In order to develop the product and bring the product to market the I had to collaborate with a diverse range of stakeholders which were external to my own business such as; Scottish and English Health Boards, GPs, The Care Quality Commission, Primary Care Trusts and Patient representative bodies however there was no collaboration with research centres or universities as I was able to provide the resources I needed myself without needing to think about bringing in those types of organisations. Each stakeholder involved in the project had their own agendas and priorities which created a huge range of barriers to the innovation process, the extent of which, I feel I grossly underestimated. Whilst initially I believed that I did not need to develop networks and relationships I soon came to realise as a result of going through the innovation process that I should have spent a*
lot more time developing relationships in order to overcome these barriers and build rapport and trust especially in the early stages of the process. This would in my opinion have allowed the product to be delivered to market much sooner.

Whilst the entrepreneur was willing to develop external collaboration, he was at times demotivated by significant bureaucratic barriers which needed to be overcome such as;

- Public procurement procedures;
- Data Processing Agreements;
- Internal instruments of governance;
- Contract terms and agreements;
- Policies governing integration of systems with external partners;
- Governance around information. Culture of protectionism around patient data – The hospital viewed themselves as the “guardian and protector of the patients’ information”;
- Ambiguity around ownership of data. The patients’ information is their property but if a GP writes a report then there is a question around whether the GP owns that data.

Some of these barriers can be categorised as ‘imperfections’.

**Entrepreneurial risk management (ERM).**

Regarding the ERM, Manjit claimed that:

*There were some issues around getting access to the Hospital and wider NHS systems in order to integrate the product systems both from a bureaucratic point of view and because they had never done things before in the way I wanted and needed them done. In some instances what I wanted to do could not be achieved as the obstacles were too high and other innovative solutions needed to be developed for example I was not permitted to directly access the Hospital Intranet so a parallel system was developed which worked around this problem. Inversely there were also some issues around sharing of information where the I felt the need to protect myself for example I was asked to provide commercially valuable information relating to how my technology was set up and operated which did not impact on the project and which in the end I declined to provide. In terms of risk the risk management process was both ad hoc and evolving and at times I adopted a “seat of the pants approach” and had to think on my feet to come up with solutions to problems as they presented themselves. However as I gained more experience of the stakeholders and their needs and expectations I was able to better manage these risks which included;*

- Digital data breach, loss or theft for all parties.
- Management of costs in order to stay within budget constraints for all parties.
- Building, developing and maintaining trust in the product for the Owner.
- Reputational risk for stakeholders resulting from failure to deliver on promise.
- Negative publicity for stakeholders resulting from failure of the product.
• Management of expectations of end user.

The potential outcomes of these risks for my Company could have been; loss of reputation, loss of contract, increased costs because of unforeseen delays and loss of future commercial opportunities.

Asymmetric information

Other problems were also experienced around information exchange which could be attributed not to a lack of trust but rather to miscommunication, misunderstanding or misinterpretation of instructions and expectations. In these cases the information was provided in good faith but could not be trusted.

Manjit stated that:

There were no issues whatsoever around IP. I retained 100% of the intellectual property and I made it very clear at the beginning that I was not able to design a product specifically for the Hospital or Trust and that this product was designed for the patient themselves who were free to move between different Trusts and therefore the product should move with them.

Hold up problem

A contract was stipulated to avoid any contractual hazard, e.g. hold up problem. It set out the terms of the project and the key partner (a hospital) was used to dealing with external partners on a daily basis. On this regards, the entrepreneur declared that:

Whilst I encountered challenges over an extended period of time which were significant at no time did I feel that I could not overcome them nor did I consider giving up. I will admit to being demotivated around the challenges especially at the beginning of the process where the greatest barriers to innovation were encountered but also in the final stages as I moved towards exit from the project. I feel that, looking back, of my total time spent on the project I spent 10% developing the actual product and 90% managing the innovation process in order to overcome barriers to market.

DISCUSSION AND CONCLUSION

The imperfections such as entrepreneurial risk management (ERM), asymmetric information, and hold-up problem are all capable of interrupting collaborative partnerships and limiting innovation opportunities (Zsidisin and Ellaram, 2003; Smith, 2003; Moore, 1983; Liebenberg and Hoyt, 2003; Waters, 2007).

This research shows how an entrepreneur faces these imperfections by adopting an open innovation model.

All the imperfections were noted in this case however the entrepreneurial skills attributes attitude and aptitude of the owner allowed him to overcome them or limit their impact on the innovation process.
The imperfections do not limit innovative capacity and alienation comes only from a viable sale opportunity; paradoxically, the imperfections have not been limitative but have played the leading role for open innovation.

In the aforementioned story, the deliberate strategy of open innovation is clearly evident: this implies the absorption of knowledge from a dense network of external relations, only possible thanks to technological monitoring.

According to Schumpeter’s theory (1934), the entrepreneur is the innovator; as technological perception increases, risk is minimized, confirming the essence of ERM.

Managerial literature has sanctioned that new relationships bring with it the risk of opportunistic behaviors; the protection of intellectual property is the appropriate deterrent to minimize the risk in terms of emerging strategy, however, the entrepreneur dominates all intellectual property right from the start and has to dedicate the prevalence of his time in the development of innovation. A behaviour of fact arising from the perceived risks (loss of reputation, loss of contract, increased costs because of unforeseen delays and loss of future commercial opportunities).

The current industrial conformation has made open innovation the only lever capable of generating innovation, in the absence of a phase of substantial initial investment.

The case study would seem to confirm the three assumptions; the empirical significance of a single case does not allow theorization. The research offers an interesting result to be deepened in terms of empirical – quantitative approach; a viable alternative could be the development of a parallel case for conducting a comparative survey.

On the conceptual front, risk and innovation could be linked by a cause-effect relationship, re-opening in terms of strategies the diversification of ideas, thus interpreting innovative behaviour as an escamotage that minimizes entrepreneurial risks.

A further theoretical implication plays on the role of trust within the hypothesized conceptual framework. Risks management and perception, as well as informational asymmetries, are less manageable when the level of confidence between counterparties decreases.

It might be hypothesized to affect all the “relational theory”, so extending the range of assumptions.
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ABSTRACT

Globalization and technological advancements have diffused the physical confinements placed on the operations of any business. Social media platforms are new marketing channels that are global communication tools, each serving a different purpose and target market. The exponential growth of social media and technological advancements pose major difficulties, as well as the impact of the effectiveness of the current wave of technology is already established, the next surge of advancement is already upon us. Emphasis must be placed on continuously learning about trends and subsequently adapting to them. Marketing communications are a core aspect of any institutions marketing as it is used to not only create awareness but also to gain support. FGX Engage (2013) reports suggest that social media has created more awareness around the tertiary institutions sporting brands; yet, further research is needed and can be conducted to further investigate the South African tertiary institutions’ consumer perceptions of social media communications. The purpose of this study was to identify consumer trends of a traditional university and preferences with regards to social media communication platforms around the Varsity Rugby Cup. Findings clearly deciphered the most frequently used source of technology, the preferable social media communication platforms, the daily usage, as well as what time of day these platforms were most actively utilized. Attitudes and preferences concerning the introduction of online ticket purchases and a Varsity Cup application were further explored. The findings can be used to align and implement improvement strategies around the marketing of tertiary institution sport.
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INTRODUCTION

Social media has become an area of interest to not only marketers, but researchers, students, celebrities and many other economic, educational and socio-political institutions. This has to do with the belief that the power of globalisation has led many people to be online in order to cope and survive with the
demand of the information era (Musa, Azmi & Ismail, 2015). Today, not only are young people surrounded by media in their homes and schools, but the portability made possible by the increased miniaturization of digital media means that they can remain connected almost anywhere they wish to go. Social media is viewed as any digital media that can be used to share messages, photos, news, information, music and videos with cyber communities (Papoola, 2014). For this reason, social media heavily relies on mobile applications and websites created for social interactions which allow users to generate, express and share information about themselves and others. One of the main differences between social media and traditional media, such as newspapers, magazines, radio and television, is defined in economic terms and it’s clearly in the advantage of the online medium (Ionescu, 2013). It has been estimated that the economic impact of social media on an organization could exceed a trillion in the near future, most of which is gained from more efficient communication with their customers (Chui, Manyika, Bughin, Dobbs, Roxburgh, Sarrazin, Sands & Westergren, 2012).

With the introduction of Varsity Sport competitions at Higher Education Institutions (HEIs), a common challenge among university campus marketers specifically, is obtaining, maintaining, and increasing student attention and participation (Bayne & Cianfrone, 2013). Thus, campus sport marketing plans often aim to inform students through promotions online via social media platforms, in an effort to keep students aware of and engaged in the offered programmes and events (Bayne & Cianfrone, 2013). With this in mind, the popularity of social media sites, such as Facebook and Twitter, has impacted the sport and recreation field (Bayne & Cianfrone, 2013). Whichever social media site is used, it can be easily accessed by computer, laptop, tablet and smartphone so that communication can be instant and always on hand – at the click of a button thoughts can be shared with thousands of others (Ault, 2004; Wylie, 2014).

As social media grows and gains an increasingly larger following on a daily basis, the understanding and utilising of this markets growth potential poses immense high value to the business. Since its inception in 2004, Facebook has evolved as the global market leader of social media communication platforms. In recent earning reports, Facebook has announced 1.23 billion active users worldwide with annual revenue of R888.26 billion for 2013 (Herrold, 2014). Twitter, however, is used more for information or news-related aspects which boasts 288 million active users per month for 2013 (Gibbs, O'Reilly & Brunette, 2014). With the largest growth rate of active users for 2013 of 23%, Instagram could potentially become the new front runner for marketers to utilize (Knibbs, 2014). With the largest growth rate of active users for 2013 of 23%, Instagram could potentially become the new front runner for marketers to utilize (Knibbs, 2014).

As internet penetration keeps widening (with over 13.17 billion users of the internet today) and social media platforms continue proliferating, Whiting and Williams (2013) claimed that there is limited knowledge of why and how people use social media which is the basic foundation of the Uses and Gratifications Theory (UGT) (Katz, Blumler & Gurevitch, 1974). Students are described as the major
users of social media and therefore the Uses and Gratification Theory is an ideal theory to identify and analyse the reasons and perceptions of why they use social media (Whiting & Williams, 2013; Yoo & Kim, 2013). Some scholars such as Gallion (2010) predicted that the emergence of widespread usage of the internet would come with new changes in roles, personal and social habits of media users. Li (2005) stated that people use social media to satisfy their needs which include cognitive needs, affective needs, personal and integrative needs, social needs, tension release needs and medium appeal needs. For this social media has become a prolific research field demonstrating the direct relevance of the UGT and its participants (Matei, 2010). In this review of the related studies, the researcher synthesized and examined works of Asemah (2011), Gallion (2010) and Whiting and Williams (2013). According to these scholars, the majority of people use social media for interaction, killing time, entertainment, seeking and sharing information, socialization, education and surveillance and communication.

*Social interaction or integration* (Asemah, 2011) is one of the predominant factors for people making use of social media. One of the key functions of mass media is to be a forum for public discussions. Social networks such as Facebook and Online Forums allows users to participate and interact on various issues. People use social media to interact with family, friends, spouses and loved ones (Papoola, 2014, Whiting & Williams, 2013).

*Killing time* is another reason for people to use social media so as to be able to release any stress or tension or similarly as a form of diversion. Studies (Asemah, 2011; Musi, Azmi & Ismail, 2015; Whiting & Williams, 2013) reported that respondents used Facebook when they felt bored. *Entertainment* is unquestionably amongst the most cited functions of mass media as people often prefer to be in a good mood and kept entertained. Gallion (2010) found that their respondents solely utilised media for leisure purposes. Whiting and Williams (2013) elaborated that entertainment was achieved through listening to jokes, reading humorous comments and watching the silliest videos.

Social media allows for people to *search and find information* effortlessly. Whiting and Williams (2013) posited that people used social media to find information about deals, sales, products and on how to do things yourself. *Socialisation* according to Gallion (2010) is one of the most central functions with the desire to make new friends, sustain relationships and socialise with people are among the socialisation needs. Musi, Azmi and Ismail (2015) highlighted that their respondents used Facebook to make new and rediscover old friends.

*Education* can be regarded as one of the prime purposes of social media where people turn to social media for learning and self-education. In Papoola’s (2014) study, it was posited that respondents utilised social media for academic purposes with search engines such as Google and Wikipedia at the disposal of the online user.
Asemah (2011) stated that individuals used certain social media platforms to check on and examine what happenings within and outside their domain are taking place otherwise known as surveillance. Similarly, Papoola (2014) and Whiting and Williams (2013) reported that social media allowed respondents a wider variety to report and upload images, videos, photos and voicenotes. Communication is the last function that social media delivers on. It allows people the opportunity to express their feelings and opinions and communicate freely through the use of forums, various groups, pages, blogs etc. Whiting and Williams (2013) found that 56% of their respondents utilised social media such as Whatsapp, Twitter and Facebook to discuss, gossip and talk with their friends and receive real time feedback. This diversification of the use of media is what promotes the UGT.

As there are limited studies to revalidate the UGT in relations with social media, specifically around sport, this paper intends to apply the UGT to help explain the following:

1. To investigate whether sport consumers use social media;  
2. To examine the social networks preference among these sport consumers; and  
3. To demonstrate the relevance of the UGT in the sport consumers’ use of social media.

With having said this, it is of vital importance that the efforts put forward by the institution are accurately meeting the social media trends, needs and perceptions of the greater university sport community to ensure further growth and higher return on investments for the university’s sport brand.

MATERIALS AND METHODS

Design

This study was exploratory in nature and made use of a survey research design which is a very valuable tool for assessing opinions and trends (Thomas, Nelson & Silverman, 2015). The underlying principle for the use of this research design was that the survey questionnaire allowed the researcher to elicit the respondents’ opinions and perceptions on their usage of social media and the gratifications they derive (Thomas, Nelson & Silverman, 2015).

Sample

A purposive sampling approach was used in this study based on the accessibility and voluntary participation of the sampling pool (Patton, 2002). Purposive sampling allowed accessibility to important and in-depth first-hand information regarding the respondents’ opinions and perceptions on their usage of social media (Patton, 2002). The participating sample pool (n=209) consisted of university students (n=105), athletes (n=100) and staff members (n=4) from two of the university’s
Campuses. The spread of the sampling pool included both males and females of all ages and ethnicities.

Instrument and procedures

Lewis, Messina & Wellington’s (2014) social media questionnaire was adopted, adapted and piloted before direct distribution to the sample of respondents. The questionnaire consisted of six sections whereby participants were requested to answer questions based on the following: a) biographical information b) Practice of social media c) Types of social media platforms used d) General social media accessibility (how and when they access) e) Reasons for utilizing social media and f) Gratifications derived from utilizing social media.

Validity and reliability

With regards to the reliability of the instrument, prior the initialization of the research, the questionnaire measured a Cronbach alpha coefficient of 0.67, outlining an acceptable reliability score for the instrument and 0.69 post adaptation. The test-retest method was further conducted prior to the fieldwork so as to ensure content validity of the questionnaire.

Data analysis

The questionnaires were analysed utilising the Statistical Package for the Social Sciences (SPSS – Version 24). The results are illustrated through simple descriptive statistics such as frequencies and percentages.

RESULTS

Section A: Biographical information

Survey questionnaires were distributed to 209 respondents with 42% were males (n=88) and 58% females (n=121). The overall racial demographics of the sample group consisted of 55% African (n=114), 3% Asian (n=7), 7% Coloured (n=15), 5% Indian (n=11) and lastly, 30% Caucasian (n=62). When focusing on the current level of study, 89% constituted of undergraduate students (n=186), 6% of postgraduate students (n=12) and 5% of staff members (n=12).

Section B: Practice of social media

When it came to the practice or usage of social media, the study revealed that the majority of respondents (n=200, 95.7%) made use of social media compared to 3.8% of respondents that did not (n=8).

Section C: Types of social media platforms
Social networks have become an integral part of sport consumers’ life. When it came to their most preferable social network, 26% preferred Facebook, 24% preferred Whatsapp and 16% preferred YouTube with Twitter (12%) and Instagram (11%) completing the Top 5 preferred social networks to use due to the functions of sharing information and being able to upload and share video and photos.

![Figure 1: Preferred social networks used](image)

**Figure 1: Preferred social networks used**

**Section D: General social media accessibility**

Findings clearly illustrated that the source most used for accessibility to social media sites among the respondents were laptops (n=63, 30.4%) and smartphones (n=65, 31%) due to their convenience. On the contrary, desktops (n=30, 14.3%), tablets (n=35, 17%) and University computer labs (n=15, 7.3%) were the least often utilised.
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**Figure 2: Source used to access social media**

The findings in Table 1 suggest that there is a distinct time frame in which the most activity occurs with regards to social media platforms and the respondents’ subsequent usage. Between 20.00-22.00,
as the highest usage period for the identified respondents (17%) followed by 17.00-20.00 (14.4%) and then 08.00-10.00 (14.2%).

**Table 1: Time frame in which social media activity occurs**

<table>
<thead>
<tr>
<th>Time</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>08.00-10.00</td>
<td>30</td>
<td>14.2</td>
</tr>
<tr>
<td>10.00-12.00</td>
<td>29</td>
<td>14.1</td>
</tr>
<tr>
<td>12.00-15.00</td>
<td>28</td>
<td>13.8</td>
</tr>
<tr>
<td>15.00-17.00</td>
<td>27</td>
<td>13.7</td>
</tr>
<tr>
<td>17.00-20.00</td>
<td>33</td>
<td>14.4</td>
</tr>
<tr>
<td>20.00-22.00</td>
<td>36</td>
<td>17</td>
</tr>
<tr>
<td>22.00-24.00</td>
<td>26</td>
<td>12.8</td>
</tr>
</tbody>
</table>

**Section E: Reasons for utilising social media**

Figure 3 outlines respondents’ eight main uses or reasons for utilising social media. 100% of respondents outlined **communication** as the top use for social media usage (n=209), followed by 95.6% of respondent signalling **entertainment** (n=200) such as movies and videos as the second highest reason for social media practise. **Socialising** (n=180, 86%) via Facebook and **staying connected** and being able to **freely express** one’s opinion on forums and/or blogs measured equally by 83.7% respondents (n=175). **Staying informed** (n=170, 81.3%) and **sharing news** (n=160, 76.5%) were rated lower on the scale with only 38.2% of respondents outlining **making friends** as the least apparent reason for making use of social media (n=80).

**Figure 3: Reasons for utilising social media**

**Section F: Gratifications/benefits derived from utilising social media**

In Figure 4, the gratifications respondents derived from the utilization of social media are outlined. The most predominant gratification derived from social media was outlined as being that of
immediate feedback \((n=209, 100\%)\). 95.6\% of respondents cited diversion through the means of releasing tension or as a means of escapism as the second most predominant gratification derived from social media \((n=200)\). Being informed \((n=190, 90.9\%)\) and being entertained through \((n=180, 86\%)\) was further outlined as forms of gratifications experienced during social media consumption. Being able to express oneself was measured at \((n=170, 81.3\%)\) as a means of gratification with 165 respondents \((78.9\%)\) highlighting the function of bringing people together and limiting distance through social media as another form of gratification. Similarly important but not as popular means of gratification derived from the usage of social media was that of finding bargains \((n=150, 71.7\%)\) and support learning \((n=150, 71.7\%)\).

Figure 4: Gratifications derived from social media

**DISCUSSION**

The objective of this study was to identify the sport consumer uses of social media and gratifications derived from the usage thereof with the idea of aligning or implementing improvement strategies around the marketing of university sport based on the findings.

Results illustrated that the majority of the respondents made use of social media \((95.7\%)\) which was a trend found to be prevalent in studies done by Musi, Azmi and Ismail (2015) that posited that the power of globalisation has led more people to be online in order to cope and survive with the demand of the information era.

With regards to preferences of social media platforms, this study’s findings illustrated that Facebook was the most daily utilized social media platform \((26\%)\) amongst the university’s sport consumers reaffirming its global dominance on social media platforms as expressed by Herrold (2014). Similarly, this finding echoed studies of Whiting and Williams (2013) and Papoola (2014) which highlighted Facebook as the leader of social media platforms. Likewise, Twitter and Instagram were listed as
alternative top two social media platforms postulated in Gibbs, O’Reilly and Brunette (2014) where both Twitter and Instagram were underscored as social media platforms with the largest growth rate of active users.

Results illustrated a fine margin (0.6%) between the source of a laptop and smartphones being used to access the internet amongst participants, which was a trend found to be prevalent in other studies such as Wylie (2014) where research delineated that due to the rapid evolvement and the ease of accessibility of mobile technology, traditional methods of marketing were becoming less efficient with smartphones providing a channel for followers to continually access platforms and stay connected with their brands. Contrasting Ault’s (2004) conclusion on desktops and tablets being as dominant as laptops and smartphones as sources of technology in accessing social media platform, this study measured desktops and tablets low, respectively 14.3% and 17% as sources of technology.

The time frame 20.00-22.00 prevailed as the time slot in which most social media activity occurs suggesting the gratification of diversion/entertainment as Gallion (2010) and Whiting and Williams (2013) posited that respondents used media mainly for leisure purposes with this time slot reclining within post working hours. Similarly, the less active time slots (22.00-24.00) outline the resting hours of the respondent.

This paper identified eight reasons and gratifications why students used social media which are communication, entertainment, socialising, staying connected, self-expression, staying informed, sharing news and making new friends. These showed that social media allows users to satisfy and gratify many of their needs which could not be possible in the conventional media as supported by Gallion (2010), Papoola (2014) and Whiting and Williams (2013).

STUDY LIMITATIONS AND IMPLICATIONS FOR FURTHER RESEARCH
A distinct limitation of the study was the fact that the sample size was generated from only one university within the Varsity Cup Rugby competition. The results of the study can therefore not be generalised to the sport consumer populations of South African universities. Further research could include more universities within the competition of Varsity Cup Rugby to gain further insight of the tertiary institutions’ sport consumer trends on social media. Finally, due to the ever-changing nature of social media communication platforms, future studies should account for the technological advancements, forms and updates.

CONCLUSION
This study explores the UGT in the usage of social media among sport consumers pertaining to the Varsity Cup Rugby. The use of social networks among the sport consumers at university is becoming
omnipresent indicating that these social networks have become an immense part in the life of the sport consumers. More studies regarding the impact, be it positive or negative, of social media on sport consumers across all sporting competition platforms should be conducted. The study further outlined that the Uses and Gratification Theory is a valid and relevant communication theory when it comes to social media studies and therefore is a contribution to both literature and to the theoretical framework of mass communication. By understanding the uses and gratifications derived from different social media platforms, universities’ marketing departments can build a two way dialogue with their sport consumers and in turn build and improve on their marketing strategies and in turn sporting brand.
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ABSTRACT

The French state’s shareholdings constitute a distinguishable exception in comparison to equally developed industrialised countries and their financial markets, with respect to the degree of state ownership and its significance to the overall national economy. The French government’s agency for administering the state’s investments in public listed companies is a substantial investor on the stock exchange and holds a portfolio of several billion euros. Thereby, the shareholdings in companies that are part of the leading French stock market index “Cotation Assistée en Continu 40” (CAC 40) are of quintessential interest due to their financial weight, publicness and external image. Therefore, an analysis of the interdependences of (state) ownership in public listed companies and their economic performance will aid in evaluating the economic viability and meaningfulness of such investments.

Consequently, this paper examines the relation between the type of shareholder and the financial performance of the CAC 40 companies, by comparing the degree of voting shares held and the respective financial indicator in a correlation analysis. The sample consists of the 40 listed companies in the CAC 40 stock market index in the period of 2012 to 2015. After considering the national differences and specific features of French shareholder types, the results indicate an overall inferior performance of state shareholdings. Rather than identifying an across-the-board superior ownership form, each of the other shareholder types seems to excel in a certain category depending on their individual motivations and viewpoints.

Keywords: State ownership, state shareholdings, French stock market index, CAC 40

INTRODUCTION

In a 2014 study the Organisation for Economic Co-operation and Development (OECD) examined the degree, size and significance of state-owned enterprises within the OECD countries in 2012. The results varied greatly from country to country, however overall, majority and minority state-ownership was
still common despite numerous privatisation efforts. The study identified that sectors of strategic importance for the broader economy such as network industries (gas, electricity, telecommunications, and transportation) are coined by a high degree of state involvement. Yet, on average state-owned enterprises were only responsible for 2.5% of national employment in the OECD countries. Furthermore, the study showed the importance of the state as a shareholder in listed companies on national stock exchanges. Considering the corporate forms of state ownership, 31% (by value) of state-ownership were held in listed majority-owned companies.

Among the most advanced and largest economies represented by the Group of 7 (G7) France overwhelmingly employ the most working people with 2.54 million jobs depending on companies with state-ownership. Additionally, the state involvement of the French government measured by market value (279 billion USD-dollars) exceeds all other G7 countries except Japan. Especially compared to its European neighbour country Germany, the Hexagon’s surplus of 147 billion US-dollars seems impressive. (OECD, 2014)

This raises the question if the strategy of the French government is the right one and especially if the state as a shareholder outperforms other types of shareholders. To clarify this question, we will first show in a literature review the link between ownership and firm performance and explain the different types of ownership in France. In a methodological chapter, we will then examine how to measure the financial performance of companies and describe the used sample to measure the performance in France. Finally we will analyse if the performance of state owned companies is more performant than others in France.

**LITERATURE REVIEW**

*Analysis of Ownership and Firm Performance*

The financial literature on the analysis of the interdependences between ownership and firm performance is extensive and has been a continuous topic of interest during the last decades. Due to historical factors, economic circumstances and the evolution of financial markets, the context and conditions of these analyses varied to the same degree. Studies differentiate between the regional or global scope, the measurement of firm performance as well as the type of ownership to be analysed. One can distinguish between the concentration of ownership, i.e. shares held, the nature of the shareholder as well as the distinction between main, second and third, i.e. majority and minority, shareholders. (Mard et al., 2014)

The analysis of the interdependences of ownership structure on firm performance fundamentally stems from three central hypotheses. The “convergence in interest theory” by Jensen and Meckling, which is
based on Berle and Means (1932) work, concludes that a higher degree of managerial shareholdings will lead to a great focus on value maximization as executives participate from the firm’s performance. In contrast, the “neutrality hypothesis” of Demsetz (1983) reasons that a company’s performance is dependent on restrictions within the environment of an enterprise and thus the type of ownership structure is irrelevant. Lastly the work of Shleifer and Vishny (1989) presents the “entrenchment hypothesis” which argues that executives holding a large amount of shares will not be easily inclined to unite the interests of smaller shareholders. Various empirical studies on the degree of ownership as well as its structure have tried to confirm the theories, however a concluding statement concerning the relationship of ownership and firm performance cannot be made. (Séverin, 2001)

Due to the importance of context concerning such studies, a large amount of regional analyses has been performed. As the assessment of state ownership forms the cornerstone of this paper, a number of country-specific studies will be presented in the following. Yu (2013) lists and summarises several key studies on the dependences of state ownership and firm performance. China marks a special case due to the country’s economic and political developments in recent decades as well as due to the significance of the Chinese state as a shareholder on the stock exchanges. The presented studies examine time periods from 1991 to 2004 whereby different samples of Chinese public listed companies were researched. However, the results vary greatly. Whereas Qi et al. (2000), Sun and Tong (2003) and Lin et al. (2009) observe a negative relationship between state ownership and firm performance, Wei and Varela (2003), Tian and Estrin (2008), Wei et al. (2005) and Hess et al. (2010) identify a U-shaped relationship. Furthermore, Hovey et al. (2003) observed no relationship and Sun et al. (2002) analysed an inverted U-shape interdependence. (Yu, 2013)

Chen et al. (2009), in analysing Chinese listed companies in the time frame 1999 to 2004, points out that in the case of China state ownership appears in the form of different state asset management bureaus and state-owned enterprises affiliated to local or central government, so that these should be distinguished between each other. This further highlights the importance of national differences when examining the influence of ownership structure. They conclude that enterprises owned by central government outperform other state-ownership types as well as private investors. (Chen et al., 2009)

In further regional studies, Ahmad et al. (2008) identified a superior accounting performance (measured by the return on assets) as well as a better performance on debt, growth and profitability of Malaysian government linked companies compared to non-government linked companies. In a sample of Saudi-Arabian listed companies (2000-2003), Eljelly (2009) observed an outperformance of listed government related companies compared to private listed companies measured by the return on assets, return on equity and net profit margin. A further positive relationship was analysed by Rafiei (2014) in
examining the Tehran stock exchange from 2009 to 2011. The results showed a significant positive effect of state ownership on performance and dividend pay-out.

The regional studies show that it is essential to recognise national differences, as was concluded based on the OECD study on state ownership in OECD countries. It is due to these national differences, that it is necessary to look at studies performed in the European and specifically French context, to achieve a certain degree of comparability. Mard et al. (2014) studied the connection between ownership structure and performance of French listed companies in the “Société des Bourses Françaises 250 index” from 2004 to 2008. Due to the relative inexistence of studies that combine the degree of ownership as well as the nature of the shareholder, they performed their analysis of shareholder concentration and type, and identified a U-shaped relationship concerning the degree of shares held by the main shareholder independent of the type of shareholder. For the second and third shareholder, they analysed a curvilinear-convex relationship. With respect to the state shareholdings, they identified a negative correlation with the companies’ profitability (return on assets) as well as market value (Tobin’s q). Mard et al. (2014)

To thoroughly prepare the analysis and interpretation of results, it is required to analyse the types of shareholders and ownership in France before examining their respective impact on the CAC 40 companies’ financial performance.

**Shareholder Types in France**

In France, as in the majority of capitalist countries, several different types of shareholders can be identified. The most wide-spread and important forms are management and executive shareholders, family shareholdings, financial institutional investors (banks, insurances, investment firms) industrial shareholders and the State as a shareholder – the State shareholder. (Mard et al, 2014) This structure of shareholders is in line with La Porta et al. (1999) who defined family or individual shareholders, State shareholder, financial institutional shareholders (bank insurance company) and lastly miscellaneous shareholders.

The French model of corporate ownership is considered an insider model due to the high concentration of ownership, whereas the outsider model – defined by a wide dispersion of ownership – can be found in the United Kingdom, the United States and most of Continental Europe. La Porta et al. (1998) identified the historical relevance of shareholder regulation and protection as being integral in the shaping of ownership structures. In the case of France, Murphy (2005) determined a number of historical developments that shaped the ownership structure in the Hexagon. Firstly, a series of severe economic volatility starting with the rise and fall of John Law’s Mississippi Company, followed by the hyperinflation during the French revolution and lastly the demise of “Crédit Mobilier” and “Union
Générale” in the nineteenth century, lead to the necessity of self-financing of companies and thus the facilitation of a high ownership concentration and the prevalence of family ownership. Secondly, according to Murphy (2005), the engagement of the state in the economy can be traced back to the 17th century when Jean Baptiste Colbert (controller general of finances) was responsible for initiating considerable state involvements. Additionally, he analyses that alternating waves of nationalisations and privatisations during the last centuries influenced the balance between companies and the state, and thus cemented the importance of the French state. Lastly, the “pay-as-you-go system” (Murphy, 2005) in pension funding has led to an absence of fund and insurance investment and thus the importance of financial institutional investment is less relevant as compared to the United Kingdom or the United States. (Murphy, 2005)

State Shareholdings

In 2004, the French government established the “Agence de participations de l’État” (APE, decree n°2004-963, 9 September 2004) as an organisation of national competence under administration of the Ministry of Economy. The decree stipulated APE’s objective, as being the administration of the state’s shareholdings, whereby indirect and direct, as well as minority and majority participations of the French state were considered. (SGG, 2004)

In the financial year 2014-2015, APE controlled a portfolio of participations that was valued at 110 billion Euros and which paid 4.1 billion Euros in dividends to the French state’s general budget. Moreover, the companies in the state’s portfolio accumulated approximately to a combined 1.8 million jobs. These numbers show APE’s economic significance to France. Furthermore, it illustrates APE’s mission statement which specifies the goal of the state shareholder as being an investor in companies that are judged of strategic importance to the country, to stabilise their capital and potentially accompany them as they develop and transform. In light of APE’s strategic considerations, the agency has defined four economic sectors of national importance to the French state. Thus, the agency holds investments in the following industries: energy, heavy industry, services and transportation. Michel Sapin (Minister of Finance until 2017) and Emmanuel Macron (Minister of Economy, Industry and Digital Affairs until 2016, French President since Mai 2017) specified in the annual report 2015 the French state’s shareholding strategy. Firstly, the state acts as a long-term investor and aims to conciliate the strategy of the companies that are held by the state with the state’s strategy for France. Secondly, the state shareholder aspires to be a model for other shareholders concerning its social and environmental responsibility. (APE, 2015)

Whilst the French government is exclusively positive concerning this system, there are also critical voices existent, which condemn “the great return of state capitalism” (Ben-Abdelkader, 2014). Data provided by INSEE (national institute of statistics and economic studies) shows that in the period of
2007 until 2014, the French state’s shareholdings increased by 76%. In 2012, there were 1500 companies where the French state held a majority share, and 500 companies that were held by a minority share. (Ben-Abdelkader, 2014)

Amongst all the OECD countries, France holds the largest minority shareholdings measured in market value of its participations (160 billion US-dollars) and thus show that France most excessively makes use of this instrument. (OECD, 2014) Thereby it is relevant to refer to the discussions regarding the “Loi Florange” (Florange law). The Florange law stems from the closure of two productions sites in Florange (north-west of France) by ArcelorMittal. The loss of jobs induced the French government to introduce this law that obligates companies to make all possible efforts to find a buyer before closing a production site. The most discussed article however related to double voting rights, as the law offered the possibility to implement the principle, that shareholders of a minimum of two years, are automatically granted double voting rights. Additionally, it gave companies the possibility to deactivate the 30%-threshold that, when reached by a single shareholder, obligates that shareholder to make an offer to the other investors. (Financial Times, 2015)

As the French state is not a speculative investor, it can build on these two provision of the Florange law to increase its voting rights without buying additional shares. With more voting rights, the state can consequently further influence a company’s strategy and impede hostile takeovers. The introduction of the law was heavily criticized by investors, however for the French state it provides a mean to enlarge its influence without additional costs and in continuing to collect dividends. As such it implies the state shareholder – which was presented as a “transitory step” on the route to a liberal capitalism – has turned into the French state’s long-term strategy. (Ben-Abdelkader, 2014)

Family Shareholdings

In France, the concept of family shareholders is not only limited to the sector of Small and Medium-sized Enterprises (SME) but also exists among the largest listed French companies of the CAC 40 stock index. Especially companies that have specialised in the industry of high-end luxury products and services are predominantly held by family shareholders. The internationally most well-known French brands and manufacturers are largely controlled by the members of one single family. Pernod Ricard, LVMH, L’Oréal and PPR (Kering) are only a few examples of corporations that are managed by a family’s second or third generation and that have a long heritage as well as history. These large groups exhibit the significance of family shareholdings to France – both economically and culturally. (Wood, 2011)

One reasoning that explains the phenomenon of strong family ownership in France looks at the historical financial traumas during the last centuries which prevented a wider dispersion of ownership. The need for self-financing translated to the necessary presence family- or individual-funding and also
cemented the intergenerational nature of family ownership. In the 1930s, the then French prime minister Edouard Daladier condemned the “grandes familles” (Power dynasties) that controlled financial markets, business life and the press. Even though Anderson (1965) disproved the existence of the assumed two hundred large dominating families, the concentration and prevalence of family-ownership can still be observed today. (Murphy, 2005)

Mard et al. (2014) highlight that family shareholders are very conscious and concerned about their (family’s) reputation. However, the researchers debate the danger of a “rootedness” in the companies’ management to the extent that family shareholders, to preserve controlling power over the firm, might be induced to refuse the implementation of transparent communication systems and effective governance structures. (Mard et. al, 2014)

In 2015, France held the third place concerning the percentage of listed companies under family control (>25 %-share voting rights or capital) in a European comparison. Approximately 30 % of listed companies were family-controlled, compared to an average of 17 % among all 31 examined European countries. Solely Italy and Belgium displayed a more elevated degree of family control. (FEAS, 2015)

Financial Institutional Investors

Financial institutional investors are the largest group within the CAC 40 stock market index, however there are some difficulties to structure and group the different types of institutional investors amongst each other. In 2013, 32% of the shares in the CAC 40 index were held by financial institutional investors. (Mard et. al, 2014)

This type of shareholder can be differentiated based on its status, its origin and its behaviour and degree of involvement in the management of a company. Overall, one can structure institutional investors in three categories: Mutual investment funds (“Les Organismes de Placement Collectif” (OPC)), insurances and pension funds. (Oheix, 2007) Moreover, different types of institutional investors are characterised by their degree of participation and intervention in a company’s management. As such they can be classified in active and passive investors. An institutional investors’ involvement is dependent on the investment horizon, the level of participations (percentage share) and the nature of the relationship between investor and company. In light of these differentiations, financial institutional investors can operate as active shareholders and influence a company’s decision making heavily, however they can also be passive investors that only earn the dividends of their investment and want to profit from a rise in share prices. (Sahut and Gharbi, 2010)

Institutional investors are often accused of only focusing on the short-term benefit of their investments, and as such pressure the executives of a company to favour decisions that profit the corporation in the short-term. In that manner, financial institutional shareholders would be ready to accept the impediment of important long-term value creation. (Mard et. al, 2014)
Industrial Shareholdings

Share ownership of non-financial companies in France – industrial shareholdings – experienced a period of decline from 1977 up until 2013. Whilst the degree of industrial shareholdings was at around 30% during the 1970s, the ownership percentage of non-financial investors halved until 2009 when it stabilised at around 15%. However, from 2009 until 2013 non-financial shareholdings in France increased again to about 22%. (OEE, 2013)

Mard et al. (2014) argue for a comparison of the Japanese “Keiretsu” system of investments and linkages amongst the largest Japanese companies, with the French and Swedish system of mutual investments by the large corporations and groups amongst each other. The researchers indicate the loss of flexibility and the difficulties with respect to governance questions as being drawbacks of this shareholder type. Central to industrial shareholdings is their long-term strategic interest. As such, companies often cooperate and collaborate on certain common products or projects. (Mard et. al, 2014)

A prominent example of such a long-term industrial cooperation is the case of Renault-Nissan in France with Daimler in Germany. In 2010, the two companies exchanged a certain degree of share ownership to consolidate their industrial partnership. The two car manufacturers agreed on the cooperation concerning the development of small vehicles, utility vehicles, power trains and electric vehicles. Through this partnership Renault-Nissan and Daimler aim to save costs by sharing investment expenditures, to benefit from economies of scale and to profit from the specific qualities of the other manufacturer. (Pluyette, 2010)

Employee Shareholdings

In contrast to Mard et al. (2014) who defined the category of managerial and executive share ownership, this study will broaden the perspective and highlight the significance of employee shareholdings in French listed companies.

Before elaborating on the status of employee shareholders in France, it is essential to give a definition of the term. The term “Actionnariat Salarié” (employee shareholder) is defined by the French Commercial Code (le Code de Commerce). Contrary to the implied sense of the words, the term refers to a company’s “Plans Épargne Entreprise” (PEE) (employee savings scheme), “Fonds Commun de Placement d’Entreprise” (FCPE) (employee mutual investment fund) and shares of privatisations (depending on if they are still in their period of non-transferability). By implication this signifies that all the people working for a company – its employees – holding shares of that company, do not necessarily have to be considered as employee shareholders. In 2014, France was designated “European champion” (ERES, 2015) of employee shareholdings as the country accounted for 40% of employee shareholders in Europe (3,3 million in France versus 8,3 million in Europe) which held 30% of the total market capitalisation (82,7 billion Euro in France versus 286,5 billion Euro) of employee-held shares. Moreover,
the democratisation rate – the number of employee shareholders compared to the total of employees – was 18 percentage points higher than in Europe. Lastly, the share of total capital held by employee shareholders was the highest among European countries: France (3.9 %), Austria (2.4 %), United Kingdom (1.5 %), Germany (1.0 %) and Europe (1.6 %). (ERES, 2015). In 1999, the “Fédération Française des Associations d’Actionnaires Salariés et Anciens Salariés” (French Federation of Associations of Employee and Former Employee Shareholders) (FAS) launched a stock market index of employee shareholding companies (“L’Indice de l’Actionnariat Salarié” (IAS)). The index is composed of companies in the SBF 250 stock market index. Amongst others BNP Paribas, Orange, Peugeot, Safran and Vivendi are part of the IAS index while these companies are also represented in the CAC 40 index. Moreover, in 2015 a study of the “Fédération Européenne de l’Actionnariat Salarié” (FEAS) (European Federation of Employee Share Ownership (EFES)) showed, that among the twenty companies with the largest employee participation in Europe (measured by the employee-held capitalisation, ranking position in brackets), eleven were French: Total (2), Bouygues (5), AXA (6), BNP Paribas (7), Safran (8), Vinci (10), Sanofi (11), Société Générale (14), Essilor (15), L’Oréal (17) and Schneider Electric (20).

DATA AND METHODOLOGY

Measuring Financial Performance

The before-mentioned studies measured firm performance by applying a number of different indicators. However, three main measures for performance can be identified across nearly all studies (Mard et al (2014), Ammari et al. (2014) Ahmad et al. (2008), Sun et al. (2002), Tian and Estrin (2008), Wei et al (2005), Hess et al. (2010)): return on assets (ROA) and return on equity (ROE) to measure the company’s accounting performance and profitability, and Tobin’s q to measure a company’s market performance by comparing market value with book value.

Presentation of the Sample and Limitations

The analysis in this paper is conducted on the sample of the 40 companies in the leading French stock market index CAC 40. The index is a main indicator for the performance of the French financial markets and one of Europe’s most important indices. The CAC 40 displays the market sentiment and development of the French economy, so that an analysis of its components concerning the ownership structure and the financial performance will yield meaningful results. To be able to determine interdependencies between these two variables and due to the relatively small sample size, it is essential to classify the shareholders with respect to their nature. However, one must also regard that the conclusions drawn from this analysis cannot be valued as definitive and are mainly applicable in the context of this study.
The forty companies in the CAC 40 have been structured in five categories of shareholders. Furthermore, the study examines the averages for the selected financial indicators in the period from 2012 to 2015, spanning four reporting periods of data. Data was available for all companies and sourced from investment research websites. The ownership structures were analysed based on the information provided by the companies’ web presence or annual report, and evaluated according to the shareholder’s share of voting rights. Where such information was not provided the share of capital was considered assuming no deviation in the voting structure. The publication date of the ownership figures ranges from December 31, 2014 to June 30, 2016, thereby leading to the assumption that no significant changes in the structure have occurred.

Among the 40 companies there are 12 enterprises with state shareholdings, 10 with family shareholdings, 30 with financial institutional shareholdings, 12 with industrial shareholdings and 32 companies that recorded employee shareholdings.

**Explanation of the Variables and Measures**

The shareholders of the respective companies were classified – as presented in the literature review – in five different categories: state shareholdings, family shareholdings, financial institutional shareholdings, industrial shareholdings and employee shareholdings.

In deviating from the financial indicators applied by most of the existent studies (return on assets, return on equity and Tobin’s q) in the current financial literature, this study has decided to use the following measure to evaluate the firm’s respective financial performance: profitability (net profit margin and return on equity), economic development (revenue growth rate), financial attractiveness to shareholders (dividend payout ratio) as well as short-term (current ratio) and long-term financial stability (debt to equity ratio).

In the following the correlation between the group of shareholders that recorded ownership in a company and their associated financial indicator value have been calculated, so that the impact one type of shareholder has on the firm performance can be assessed.

**RESULTS OF THE ANALYSIS**

The correlation analysis of the shareholder type and the evaluated financial indicators yielded the results displayed in Table 2, and aids in examining the interdependences of the two variables shareholder and performance. More specifically it helps to answer the question: How does ownership of a certain type of shareholder influence the financial performance of a company? Table 1 shows the average values per shareholder type and financial measure.
The influence of state shareholdings shows a majoritarian negative picture. Whereas the correlation with the dividend payout ratio is positive, the relationship with the debt to equity ratio, the revenue growth rate and the net profit margin show a negative trend. Especially concerning the impact on the financial stability measured by the debt to equity ratio and the company’s profitability measured by the net profit margin (see Figure), a negative correlation can be observed (-0.35 and -0.56 respectively). It is also further notable, that the state shareholdings have the lowest net profit margin, return on equity, current ration and debt to equity ratio among all shareholder types. Lastly the return on equity (-0.04) and the current ratio (0.05) do not show a clear trend regarding the state’s influence.

Companies with shareholdings of financial institutional investors seem to be the most profitable, as this group of investors has the highest average net profit margin and return on equity. Furthermore, a positive correlation concerning the current ration and debt to equity can be observed, implying an increased financial stability. The influence of industrial shareholders is ambiguous. On the one hand, this type of shareholder leads to the highest positive correlation measured in the sample with respect to the revenue growth rate (0.73). This could stem from the increased cooperation on products and projects. On the other hand, a clear negative relationship regarding the current ration and thus financial stability can be observed.

The analysis in this paper further showed and confirmed stereotypical assumptions concerning family shareholdings. Whereas the financial caution and prudence is displayed in the lowest dividend payout ratio (66.9 %) as well as the strong negative correlation (-0.58), the long-term financial stability is significantly the highest among all types of shareholders. Lastly, the impact of employee shareholders on the firm performance gives an unclear picture. Companies with financial participation of their employees display a superior absolute profitability and a high dividend payout ratio. However, the relationship with respect to the short-term and long-term financial stability show a negative correlation. Having outlined this, it should not be neglected that the average percentage of ownership by employee shareholdings is at only 5.7%.
Figure 1. Correlation analysis: State Shareholdings, Net Profit Margin

<table>
<thead>
<tr>
<th>Shareholder type</th>
<th>Percent share held</th>
<th>Net Profit Margin</th>
<th>Return on Equity</th>
<th>Revenue Growth Rate</th>
<th>Dividend Payout Ratio</th>
<th>Current Ratio</th>
<th>Debt to Equity Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>State shareholdings</td>
<td>13,7 %</td>
<td>4,5 %</td>
<td>5,5 %</td>
<td>5,2 %</td>
<td>80,7 %</td>
<td>88,1 %</td>
<td>47,4 %</td>
</tr>
<tr>
<td>Family shareholdings</td>
<td>25,2 %</td>
<td>5,2 %</td>
<td>5,8 %</td>
<td>1,8 %</td>
<td>66,9 %</td>
<td>114,0 %</td>
<td>76,8 %</td>
</tr>
<tr>
<td>Financial institutional shareholdings</td>
<td>49,0 %</td>
<td>8,7 %</td>
<td>8,2 %</td>
<td>3,2 %</td>
<td>80,7 %</td>
<td>103,4 %</td>
<td>60,1 %</td>
</tr>
<tr>
<td>Industrial shareholdings</td>
<td>21,5 %</td>
<td>6,4 %</td>
<td>6,3 %</td>
<td>5,1 %</td>
<td>69,8 %</td>
<td>96,4 %</td>
<td>62,7 %</td>
</tr>
<tr>
<td>Employee shareholdings</td>
<td>5,7 %</td>
<td>8,7 %</td>
<td>8,1 %</td>
<td>4,4 %</td>
<td>82,5 %</td>
<td>104,4 %</td>
<td>62,0 %</td>
</tr>
<tr>
<td>Overall</td>
<td>n/a</td>
<td>8,2 %</td>
<td>8,6 %</td>
<td>4,2 %</td>
<td>71,9 %</td>
<td>105,8 %</td>
<td>59,7 %</td>
</tr>
</tbody>
</table>

Table 1. Comparison of financial indicators across different shareholder types

<table>
<thead>
<tr>
<th>Shareholder type</th>
<th>Current Ratio</th>
<th>Debt to Equity Ratio</th>
<th>Dividend Payout Ratio</th>
<th>Net Profit Margin</th>
<th>Return on Equity</th>
<th>Revenue Growth Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>State shareholdings</td>
<td>0,05</td>
<td>-0,35</td>
<td>0,42</td>
<td>-0,56</td>
<td>-0,04</td>
<td>-0,28</td>
</tr>
<tr>
<td>Family shareholdings</td>
<td>0,35</td>
<td>0,22</td>
<td>-0,58</td>
<td>0,14</td>
<td>-0,04</td>
<td>0,08</td>
</tr>
<tr>
<td>Financial institutional shareholdings</td>
<td>0,20</td>
<td>0,12</td>
<td>0,03</td>
<td>-0,19</td>
<td>0,19</td>
<td>-0,16</td>
</tr>
<tr>
<td>Industrial shareholdings</td>
<td>-0,48</td>
<td>-0,20</td>
<td>-0,14</td>
<td>-0,19</td>
<td>-0,08</td>
<td>0,73</td>
</tr>
<tr>
<td>Employee shareholdings</td>
<td>-0,10</td>
<td>-0,26</td>
<td>-0,14</td>
<td>-0,18</td>
<td>-0,01</td>
<td>0,15</td>
</tr>
</tbody>
</table>

Table 2. Results of the correlation analysis

CONCLUSION

The initial goal of this paper was to answer the question whether the state as a shareholder outperforms other types of shareholders. The analysis was performed on the forty companies in the leading French stock market index CAC 40 for the period 2012 to 2015. The state shareholder was compared to family, financial institutional, industrial and employee shareholdings. The financial indicators applied in the study assessed the company’s profitability, economic development, financial stability and attractiveness to shareholders.

The correlation analyses showed that state shareholdings do not lead to a superior financial performance. In contrast, the analysis showed a clear negative relationship and thus degradation concerning the profitability, long-term financial stability and economic development. Notable however
is the strong positive impact the state shareholder has on the dividend pay-out ratio. In conclusion, the state shareholdings seem to have a negative impact on the firm’s performance. From an investor perspective however, the positive correlation concerning the dividend pay-out ratio could be evaluated rather favourably.

Furthermore, the analysis did not identify one type of shareholder that outperforms all other shareholders or a shareholder which provides a distinguishably more positive relationship than other shareholders. Rather, each ownership type excelled or displayed a comparably favourable in a certain category. Therefore, it is necessary to consider the individual shareholder type's viewpoint which explains their respective motivations.

Whereas financial institutional shareholders are primarily interested in their financial advantage exemplified by the payment of dividends, family shareholders are coined and their actions dominated by the intergenerational nature of preserving and passing the company on to their descendants. In contrast, industrial shareholders are concentrated on the cooperative nature of their investments and the benefits from sharing development costs. Moreover, employee shareholders are mainly interested in the financial advantages of their pension provisions and thus a secured retirement. In that same manner, the French state as a shareholder, as defined by its mission statement focuses on the alignment of the respective company’s strategy with the strategy for France. Additionally, it sees itself as a supporting and stabilizing actor of the French economy, based on the shareholdings in the four defined strategic sectors: energy, heavy industry, services and finance and transportation. Consequently, the government aims to be a role model shareholder for other investors concerning its social and environmental responsibility.

If one bases the answer to the initial question of the state being a performing question solely on the quantitative analysis, giving the answer is easy: the French state is not a performing shareholder. Depending on a qualitative analysis of the company’s performance however, could lead to different results. Moreover, despite its significance for the French economy, the sample of the stock market index CAC 40 cannot lead to conclusive answers. Thereby, an analysis on a large sample size of listed French companies combined with a multivariate regression analysis, testing an equation that has performance as dependent variable and other variables like the size of the firm, the type of industry, type of ownership etc. as independent variable would have to be conducted.
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ABSTRACT
The aim of this study is to provide an analysis of the relevance, challenges and potentials of big data analytics for small and medium-sized enterprises (SMEs) in Germany. Big data is a comparatively young topic and the literature indicates that little research has addressed big data in SMEs in a German context. Given the lack of knowledge in this field, this paper follows a rather explorative approach. Based on literature review there is a research gap for SMEs in terms of relevance of big data analytics, of affiliated challenges and risks as well as opportunities and potentials and responsibility issues. Following a multi-perspective approach, twelve experts with various backgrounds were interviewed in order to get a holistic view of the topic. Half of them are employed in SMEs; whereas the other six experts come from external consultancies and academic institutions.
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INTRODUCTION
This paper shows the results of a qualitative study, which analyses the relevance, challenges and potentials of big data analytics for small and medium-sized enterprises (SMEs) in Germany. The term “big data” is a relatively recent construct and was first used in 1997 by researchers Michael Cox and David Ellsworth at NASA (Bundesrechenzentrum, 2015), who addressed the rapid and unstoppable increase in data volumes (Press, 2013). Due to the increasing digitalization (Roßmeißl and Gleich, 2014; Seufert, 2014, Feindt and Grüssing, 2014) and an increased storage of pictures and videos, there is an ever-increasing data expansion (Vierkorn et al., 2014; Stockinger and Stadelmann, 2014). Additionally, the “Internet of Things” had made it possible to connect the digital world to the physical one for several years now (Roßmeißl and Gleich, 2014). Meanwhile, machine-generating data such as log files or sensor data are also being obtained (Stockinger and Stadelmann, 2014). This rapid growth in data volumes and availability is considered the main initiator of big data.
Due to its novelty, big data was until recently a buzzword, which was not clearly defined. However, this has changed and most companies of all sizes now seem to be fully aware of the topic.
Internationally and nationally, there are a variety of different studies on the subject of big data analytics. But up to now there is a research gap for big data analytics in SMEs, which this paper tries to bridge.

BIG DATA AND SMES

Definition of big data

There have been several independent attempts to define big data. The global management consulting firm McKinsey (2011) determines the term as follows and deals mainly with the increasing volume of data: “Big data refers to datasets whose size is beyond the ability of typical database software tools to capture, store, manage, and analyze.” Davenport (2014) agrees to that in his view of big data as “The broad range of new and massive data types that have appeared over the last decade (…)” and adds the feature data variety. Another important feature of big data is the non-negligible data velocity. On the one hand, this is the accelerating transfer rate, in which data is currently being generated in highly diverse fields of applications. On the other hand, these huge amounts of data must be analyzed within a small time frame or even in (almost) real time for the fastest possible response (BITKOM, 2014a). Dumbill (2012) refers to this third characteristic in his interpretation of big data: “Big data is data that exceeds the processing capacity of conventional database systems. The data (…) moves too fast, or doesn’t fit the strictures of your database architectures.”

For data management, Laney (2001) was the first one to define volume, velocity and variety as integrative and interdependent. His understanding of the so-called “3 V’s” is nowadays used by many specialists and organizations (Berman, 2013; BITKOM, 2014a; Miele et. al, 2013; Schroeck et al., 2012). But some experts and institutions expand the 3V model by a fourth dimension, veracity, which was initiated by IBM (Schroeck et al., 2012; Grönke et al., 2014; Baumöl and Berlitz, 2014).

“Volume”, a characteristic already contained in the name of big data, is the exponential growth of the data sets (BITKOM, 2014b). According to studies, a total of 90 percent of today’s data volumes have only emerged in the last two years (Kaufmann, 2014) and data volume doubles every two years (Fraunhofer, 2012; Dorschel, 2015). This enormous growth in global data volume makes clear that the ratio between applicable knowledge and information from existing (and disproportinately growing) data is becoming ever-smaller (Kaufmann, 2014).

“Variety” reflects the fact that data is produced in new areas of life. When considering the variety of the data, a distinction is made between “structured”, “semi-structured” and “unstructured” data (King, 2014). Structured data is extracted from ERPs, CRMs and transaction data. However, McAfee and Brynjolfsson (2012) note that they are nowadays untenable as single databases and are only suitable to a
limited extent for big data. Enterprises therefore include semi-structured data, which are created automatically and cannot be processed by standardized instruments (King, 2014). Examples are social media applications, GPS signals, sensor data, geodata, online purchases or smartphone applications (McAfee and Brynjolfsson, 2012). Unstructured data are not consistent in both, their format and structure and therefore require new technologies for processing, evaluating and filtering (King, 2014). The best-known unstructured data are emails, text documents, audio and video files or other internal business documents (McAfee and Brynjolfsson, 2012; King, 2014). Dealing with data variety is, according to Burow et al. (2014), the greatest challenge for many companies.

“Velocity” describes the increasing speed with which new data are generated, as well as the reduction of the period in which they can be used to create value (Fasel, 2014; McAfee and Brynjolfsson, 2012). Often large amounts of data with different data characteristics only provide added value if they are evaluated and analyzed as fast as possible and (almost) in real time, so that a company can act more agile than its competitors and is able to respond quickly to economically important events (Baumöl and Berlitz, 2014; Bendler et al., 2014; Mayer-Schönberger, 2015; McAfee and Brynjolfsson, 2012).

“Veracity” refers to the quality of the data in particular for its authenticity, completeness and ambiguity (Baumöl and Berlitz, 2014). Many data, such as internet videos or data from social networks, do not have high trustworthiness and represent a great risk because of the high manipulability (Burow et al., 2014).

All four elements solely describe the characteristics of big data. Grönke et al. (2014) and King (2014) point out that a single consideration of volume, variety, velocity and veracity of the data is not sufficient if big data is to create value within companies. The real additional value of big data is the creation of new insights based on an analysis and evaluation of the data (big data analytics).

This results in following definition which shall be used for this study: Big data analytics describes the processing and evaluation of constantly growing data sets with a diverse data structure in the highest possible data quality at a high speed, whose goal it is to generate economic value.

**Big data responsibility in companies**

The general responsibility for big data in companies is not entirely clear. Big data can impact many business areas, resulting in the need to coordinate new findings. Not only in business practice but also in literature, it is agreed that the departments management control and IT play an important role in the coordination process (Burow, 2014). Although according to Weber (2014), there is a lack of suitable persons who have an adequate overview of the company, management accountants are most likely to see and implement big data’s interdisciplinary opportunities due to their interaction with all management levels and functions. Burow (2014) also underlines the necessary cooperation with the IT
department, which is the enabler that provides the IT systems for the data handling. The processing (analytics) of big data is carried out by the management control department, that provides decision-makers with evaluated analysis results (Burow, 2014). However, this close interlinking of IT and management control makes it necessary, that management accountants deal with new, changed requirements (Horváth and Aschenbrücker, 2014; Becker et al., 2015; Grönke and Heimel, 2015; Michel et al., 2015).

The possible improvement in transparency through previously unavailable data from customers, products, resources, business processes, etc. is an important by-product (Gänßlen and Losbichler, 2014). Likewise, big data affects the planning and control system and can be used there. The “Internationale Controller Verein” (2014) (association of management accountants from Germany, Austria and Switzerland) mentions examples such as forecasting, scenarios or early identification.

*Definition of small and medium-sized enterprises*

SMEs economically play a very important role in Germany (Mac an Bhaird, 2010). Their importance is substantiated by the following points: More than 99 percent of German companies are considered SMEs, they employ around 60 percent of the employees, accounting for over 30 percent of the total turnover and contribute almost 55 percent to Germany’s overall economic performance. In addition, SMEs have the comparatively highest importance in Germany compared to other European countries (BMWI, 2014; Statistisches Bundesamt, 2012; European Commission, 2014).

However, there is no legal and generally valid definition for the concept of SMEs in Germany. That makes a comparability of studies on SMEs complicated (Curran and Blackburn, 2001). However, two definitions are used in science and practice: the SME definition of the European Commission as well as the one of the “Institut für Mittelstandsforschung (IfM) Bonn” (Reinemann, 2011).

The definition of SMEs by the European Commission (2003) is based on a subdivision into micro, small and medium-sized enterprises. It uses the criteria number of employees (< 250), turnover (< EUR 50 million) and the balance sheet total (< EUR 43 million). But the most widely used definition in Germany is the one of IfM Bonn (2016). It also refers to quantitative criteria, but only considers the criteria number of employees (< 500) and turnover (< EUR 50 million). The advantage of using purely quantitative aspects is the simple determination and availability of statistical data (Reinemann, 2011). However, the actual classification of SMEs often does not take place through purely numerical differentiation criteria, but also takes into account qualitative and structural aspects, which sometimes allow a differentiation from large enterprises without size limits. Similar to the quantitative analysis, there is also no consensus in determining the relevant qualitative criteria.
According to literature, one of the most important qualitative criteria is that SMEs are characterized by the unity of ownership and management (Schäfer, 2004; Reinemann, 2011; Britzelmaier et al., 2009). Additional characteristics are flat hierarchies and a personal relationships between the company and its environment. Also the legal independence, which means the exclusion of group-dependent companies from the circle of SMEs, is always taken into account (Becker et al., 2008; Reinemann, 2011; Schäfer, 2004).

Due to the novelty and complexity of big data, which leads to a lack of familiarity also with larger medium-sized companies, an own defined definition shall be used for this research. Hence, the thresholds of up to 3,000 employees and annual sales of up to EUR 600 million are set as quantitative indicators. These are subjectively determined, but are based on the analysis of various studies and the knowledge gained from them. In addition, the listed qualitative aspects are considered, but are rated as complementary and do not always have to be fully applicable to the companies under investigation. There is no application of corporate or group interlinking in this research. Accordingly, small and medium-sized enterprises which are dependent on a group are not included in the definition of SMEs.

Current state of research

Big data analytics is a very young field of research in both, the theoretical scientific view and the practical implementation in companies (Schroeck et al., 2012). Also the literature research shows that first relevant professional literature or research-specific studies have been published no earlier than 2011.

A study conducted by the Experton Group (2012) reveals, that almost 50 % of the respondents have not yet started any concrete big data activities. 38 % plan activities in the future, while only 13 % have already implemented and executed big data projects. Consequently, only about 50 % of German companies are actively engaged with the issue, while internationally 75 % of the companies already deal with big data. This rather conservative and waiting attitude towards big data in German companies is confirmed by a study conducted by the auditing firm KPMG (2014). The study shows that 47 % have neither planned the use of big data solutions at present nor in the future and only 11 % carry out pilot projects. The study also reveals that the younger the participants, the higher the potential and importance of big data are weighted. After all, the more advanced a company deals with big data, explores possible potentials and is actively involved with big data solutions, the higher the potential is also assessed.

Studies also confirm, that the responsibility of big data is often not clearly defined in companies. Due to the novelty as well as the lack of experience, interdisciplinary project teams are responsible. According to the BARC (2014) study, the departments IT (44 percent), finance and management control (39
percent) as well as those of the BI organization (36 percent) are particularly important. The same can also be observed in the actual application fields of big data. According to BITKOM’s (2014b) study report, big data solutions are particularly used in finance and management control (44 percent) as well as in IT (33 percent). Big data activities also take place in the areas of logistics (33 percent) and HR (26 percent). By far the biggest use is, however, in the fields of marketing and sales (74 percent).

In a study conducted by the professional services firm Deloitte (2014), the growing importance of big data is also apparent for SMEs. 87 % of surveyed SMEs reported that there was a sharp rise in data volumes in the recent past, which made a more intensive debate indispensable. Furthermore, 77 % of respondents strongly support the need for ever-faster decision-making due to the increasing complexity of the environment. Hence, despite the high significance of big data for SMEs, it comes as a surprise that according to BARC (2014), only 7 % use big data solutions as an integral part of business processes or 13 % have at least a pilot project. The remaining 80 % have no active discussion of the topic. Similar results are evident in the survey of BITKOM (2014b). Only 7 % of SMEs up to 499 employees already use big data solutions, whereas 64 % did not plan a concrete use of it. For comparison, 27 % of the companies with more than 500 employees already use big data solutions.

A study of the auditing company PwC (2014) takes a closer look at the surprising and paradoxical attitude of SMEs towards big data, whose importance they are aware of. It compares the familiarity with big data on the basis of different company sizes and the already mentioned lack of knowledge becomes clear. There is a correlation between company size and familiarity with the topic. With increasing company size, the familiarity with big data also increases. Only 10 % of SMEs with up to 499 employees see themselves as “very familiar” with the topic. For comparison, 60 % of the companies with a workforce of 1,000-4,999 and 65 % with more than 5,000 employees show a familiarity. This relativity thus has an effect on further results. SMEs with up to 499 employees have the highest “non-familiarity” (33 %) compared to companies with more than 5,000 employees (6 %), and see themselves not in a position to successfully integrate big data activities into company processes.

RESEARCH QUESTIONS

As shown above, most studies do not follow a specific size of companies like SMEs. They also do only differentiate very limited or not at all between qualitative features. Nevertheless, a number of studies show the strong reluctance of SMEs to deal with big data activities compared to large corporations. The main reason is their lack of familiarity with the topic. Although there are some new insights regarding big data in general, the research on SMEs is yet to mature. Their statements are often limited and very superficial. Given this background, the study aims at answering following research questions:

- RQ 1: How relevant is big data analytics for SMEs?
• RQ 2: What are the challenges and risks, but also opportunities and potentials concerning big data?
• RQ 3: Who can take the responsibility for big data activities in SMEs?

In this respect, the study shall contribute to important questions concerning big data in the context of small and medium-sized enterprises, whose outstanding importance for the German economy is undisputed.

The necessary confrontation of SMEs with big data analytics is obvious. Big data is generally a very young and complex research area, which is why in practice there are often more uncertainties regarding the handling, the concrete use as well as the potentials. Although it became clear that SMEs increasingly have problems with the subject of big data analytics (PwC, 2014), only very limited research and studies in the context of SMEs are available. This is why this research needs to be deliberately wide-ranging in order to gain the most comprehensive insights possible. The overall objective is therefore to create a holistic picture of big data analytics in SMEs.

RESEARCH METHODOLOGY

Researchers can use methods of empirical data collection to describe the reality and investigate a special topic (Bortz and Döring, 2016). It is generally differentiated between two types of measurement and evaluation; quantitative and qualitative research methods (Brosius et al., 2012; Bryman and Bell 2015). Qualitative research interpretatively processes verbal or non-numerical data and often describes a complex phenomenon in its entire breadth. In contrast, the analysis of measured values in the quantitative approach is carried out statistically and numerically (Bortz and Döring, 2016; Brosius et al., 2012). Due to the uncertainty concerning big data in SMEs, quantitative research would be unrewarding since general knowledge needs to be explored first. Therefore, the acquisition of expert knowledge seems to be the best choice as the big data issue is discussed across all companies, but there is inadequate knowledge for SMEs and the research needs are therefore very extensive. For this reason, the expertise of experts will be the focus in order to identify and analyze the limited knowledge of big data in SMEs. This justifies the use of expert interviews, although authors like Fischer (2006), Sedlmeier and Renkewitz (2013) consider them as problematic because of the lack of the sample’s representative status.

Expert interviews are part of the category of qualitative interviews (Bryman and Bell, 2015). Brosius et al. (2012), Alvesson and Ashcraft (2012) as well as Flick (2014) make clear that open questions are to be preferred in qualitative methods, because they lead to answers with larger amounts of text and thus to new knowledge. Due to the novelty of big data, it is advisable and necessary to interview experts from various areas. Thus the intention to obtain a holistic picture of the research object can be taken into
account. A multi-perspective approach is selected for this purpose and company internal and external interviewees were chosen.

Within companies, the departments management control and IT are most likely responsible for big data. Therefore, experts from both departments were interviewed in order to obtain a comprehensive picture of big data regarding the company’s internal situation. The internal interviewees are, in their entirety, employed in companies which apply to the defined subject of this study and meet the criteria. On the company external side, experts from consultancies were interviewed. While those experts are not employed in the research subject of SMEs, they do have an extensive experience in business practice due to their advisory activities and thereby contribute a more practical approach. However, since these three areas are all derived from the corporate practice, experts from the theory-led field of science were also interviewed to obtain a holistic picture. In order to provide the same weighting to all four individual areas, three experts were interviewed per area. Following table 1 provides an overview of the functions of the selected twelve experts. The expert interviews took place in the period from June 29, 2015 to August 04, 2015. At the beginning, an additional test interview was carried out.

<table>
<thead>
<tr>
<th>company internal perspective</th>
<th>company external perspective</th>
</tr>
</thead>
<tbody>
<tr>
<td>management control department</td>
<td></td>
</tr>
<tr>
<td>Team leader management control</td>
<td>Senior manager, authorized signatory and head of big data and advanced analytics</td>
</tr>
<tr>
<td>Team leader finance and administrations, responsible for big data</td>
<td>Founder, owner and CEO</td>
</tr>
<tr>
<td>IT department</td>
<td>academics</td>
</tr>
<tr>
<td>Head of IT</td>
<td>Chairman of a standard committee, founder and CEO</td>
</tr>
<tr>
<td>Head of IT and organization</td>
<td>Professor at a university, active member in various interest representatives</td>
</tr>
<tr>
<td>Head of IT</td>
<td>Founder and owner of an institute for data analysis, lecturer at a university, leads various expert and discussion sessions</td>
</tr>
</tbody>
</table>

Table 17. Overview of selected experts

After conducting and transcribing the interviews, the information obtained will be evaluated. For an analysis of such large amounts of data obtained by expert interviews, the literature pleads for the method of qualitative content analysis (Mayring, 2016; Meuser and Nagel, 2005; Bryman and Bell 2015; White and Marsh 2006), which was also used.
FINDINGS

Relevance of big data

All experts clearly expressed that big data is very relevant to SMEs. They especially regard the increasing data volume as a signal to deal with big data analytics. Anyone who does not consider this in the future will have big problems with the doubling of the data volume every two years and will not be able to master them anymore. Moreover, they agreed that SMEs are still very reluctant with regard to this topic and that there is a high potential for catching up.

Big data is often associated with negative aspects such as the espionage affair of the NSA around Edward Snowden. Nevertheless, the experts argued that the hype surrounding the buzzword “big data” was the stumbling block for awareness, which is why SMEs have become aware of the rapid development of data after all. This was also very urgent, since big data can have a strong impact on the competitiveness of SMEs. Competitive advantages can become particularly apparent when the company is in a severe recession. These newly acquired information and insights can help companies to overcome crises in order to free themselves from a crisis faster than competitors. Some experts even go so far that they consider the trend of big data as a possible factor in the market displacement of businesses.

The respondents further indicate that there is no industry that can be excluded with respect to the relevance of the current data development, as the newly gained information and the resulting findings can lead to an improved decision-making base for strategic orientations. Nevertheless, big data shows a higher relevance for such industries, which generate relatively large amounts of data. Due to data protection, big data is somewhat less relevant to companies who work with very sensitive personal data.

In addition, pioneering sectors have been mentioned, where big data is already very much addressed and applied in an advanced way. Driven by the external pressure of government and media with regard to “Industry 4.0” (high-tech strategy of German government), companies in manufacturing and other industries in particular are described as pioneering sectors. For example, big data can offer decisive benefit in mechanical engineering. With the increasing competition from countries such as China or India, it can help companies identify new cost savings potentials. Experts also see the sectors of trade, especially online trade, as extremely relevant, since a large number of electronic data, like the purchasing behavior of customers, are being generated.

Similar to the industry view, the interviewees also agreed that the impact of big data will be noticeable in all areas of the company, as there is a higher degree of interest in different analyses. Big data will have a particularly high impact on the areas of production and sales. For example, a great deal of data
is generated throughout the production process. After processing and evaluation, quality controls can be optimized or production processes can be improved and monitored more effectively. Big data can also lead to an improvement in the predictions about the quality of products. In addition, the areas of marketing and management control were frequently mentioned. According to the experts, it will also have a strong influence on the IT, as it is responsible for providing the respective tools and has to discuss them with the relevant departments.

Challenges and risks

The experts consider big data with an enormous complexity for companies, therefore a correspondingly highly qualified work force is required to effectively deal with the topic. All experts, however, agree that a lack of professional staff is one of the main reasons for the lack of debate. Various aspects can be considered in the differentiation of this finding. On the one hand, there is a lack of expertise within the company to deal with the new kind of data analysis. In the opinion of the experts, highly qualified people in the field of big data need both, very specific technical IT knowledge and a well-developed business management understanding. This combination of specialists is currently very rare on the market and especially for SMEs very difficult to get. The experts also complain that the subject matter is so new that young academics and graduates have too few points of contact with big data analytics. Consequently, there is a lack of suitable specialists for data analysis in the high-end environment. Thus, many companies only have the opportunity to engage external consultants.

This leads to a further main problem in the opinion of the experts, the extremely high costs. Some of the interviewees said that in many SMEs the information and data analysis, as well as the IT infrastructure are below average, and do not have the necessary basic prerequisites for the successful engagement with big data. One expert described this metaphorically as an “investment backlog” of the past. Due to the increasing and especially abrupt new meaning of big data, this new awareness makes it clear to many companies that they need to invest a great deal of money in the near future. These high investment costs amount to external consultants, corresponding big data tools and software, but also the time of the engagement and thus the bound personnel costs. In this context, new staff is often unavoidable; some experts even advocate the creation of new departments.

Not only the recognition of the high costs, but also the question of a corresponding budget has to be considered. Most of the experts note that in SMEs, often no or very limited budget is provided for big data topics. In this context, an expert mentioned the often inadequate cost center structure in SMEs, which makes the allocation of budgets difficult. He described this as a non-existent “global cost center” that would benefit all sectors of the company.
Also the demands placed on the IT departments are growing ever further and many experts see an overloading of the IT in many SMEs. But the inclusion of this department is essential for big data. Moreover, SMEs place great importance on data protection and, according to experts, are particularly sensitive to data handling. They are very skeptical towards big data technology innovations, especially cloud systems in the US. The reason is the fear of the lack of verifiability of access to such cloud systems, which is partly due to the negative associations against the background of the espionage scandal of the NSA by Edward Snowden. It leaves SMEs reluctant to deal with big data due to the opacity and lack of transparency of the scandal.

As a further not negligible aspect, some experts mention the prevailing demographic structures in SMEs. Many of the management positions are occupied by people of the so-called “baby boomer generation”. An expert described a large part of these persons metaphorically as “technological Neanderthals”. They are not accustomed to ever-changing technological changes and often find it difficult to adapt to the fast-moving and constantly changing technological innovations and to select the innovations relevant to their company. They are constantly confronted with new technologies - as is big data - and often do not deal with such modern topics because of the lack of knowledge and mental overload. Furthermore, some experts also referred to family enterprises, which are often run by comparatively very old owners, with a markedly lacking interest in the company management. The conservative mindset “everything as usual” is very strong and it is often difficult to convince elderly owners of the cost-benefit ratio of big data.

If SMEs do not deal with big data intensively in the near future, the experts see a number of risks. The interviewees see a strong to very strong competitive disadvantage, which can vary depending on the industry. If SMEs ignore big data’s possibilities, they cannot uncover weak spots in the company or possible cost advantages. Many experts also argued that a not confronting might have a negative impact on the market strength, or even lead to a possible insolvency, if the corresponding trends are not or too late taken into account due to the lack of information. Many SMEs often postpone dealing with big data due to the problems mentioned so far and choose a “follower strategy”. Considering the rapid data development, many experts see this as very dangerous. As there are already many first movers in different sectors, they strongly urge SMEs to follow as soon as possible. There is a high backlog demand for SMEs in this context. Especially industries in which many (customer) data are generated are severely affected. It can also have a significant impact on markets where disruptive technologies and innovations often dominate the market, as it is the case with electronics consumer goods. These risks, however, cannot be generalized, since they are often sectoral and market-related and must be examined individually.
Risks can also occur after the implementation of big data applications. Almost all experts see the main risk after the introduction of big data applications in the mere collection of data that is not used since many SMEs do not know what to do. Another risk is due to the complexity of such tools and the difficult data management. Many experts see a lack of personnel, which is familiar with the complex big data tools, and that often leads to improper handling.

Big data is characterized by the four properties of the data volume, variety, velocity and veracity. The experts agree without exception that the increase in data volume is noticeable in all companies, but the handling of the increasing amounts of data and their storage is not a big problem for SMEs anymore. Also the data velocity was only briefly mentioned as a possible problem by one of the experts. Very often, however, data variety was mentioned as one of the biggest challenges for SMEs. Problems can arise in the processing of different data structures, i.e. the linking of unstructured, semi-structured and structured data, as well as the decision which data should be integrated into which business and decision-making processes. These must then be managed with new database technologies, which then again require corresponding knowledge and personnel. Likewise, the experts consider the veracity of data as particularly important and challenging. It has to be guaranteed and is regarded as the basic prerequisite for drawing decisive value from the information.

In order to address the challenges, the experts state the necessary requirements and prerequisites. Most of them suggested that a clear, structured big data strategy should be considered ahead of the preparation. Before SMEs are concerned with a mere, unconsidered accumulation of data, they should work through the following roadmap shown in Table 2, which results from the statements of the interviewed experts:

<table>
<thead>
<tr>
<th>1.</th>
<th>Personnel-related questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are there qualified employees? Do external people need to be involved in the big data strategy?</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2.</th>
<th>Development of a data governance model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Due to the high sensitivity of the data topic: Storage duration and usage, corresponding agreements from data protection points, protection against unauthorized data access.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3.</th>
<th>Creation of a data map</th>
</tr>
</thead>
<tbody>
<tr>
<td>What data is currently available to the company? What data can the company have additional access to, but does not yet save it?</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4.</th>
<th>Data selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>What are the most important and relevant data for the company from the potentially collectable data?</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5.</th>
<th>Concreting and consolidation</th>
</tr>
</thead>
<tbody>
<tr>
<td>What added value should and can be achieved? A purposeful use must be defined in order to make relevant statements.</td>
<td></td>
</tr>
</tbody>
</table>

Table 18. Roadmap

The experts therefore recommend a retrograde approach. Specific questions are derived from the big data strategy in order to look at what a company wants to achieve in concrete terms by using big data. Only a clearly structured big data strategy leads to a useful information gain.
As a further prerequisite, the experts advocate for a future closer collaboration between IT and the departments that would like to gain new insights from big data. An expert summarized this in such a way that the previous “corporate IT departments” have to turn into “business IT departments”. In this function, they act as internal consultants and show the specialist departments which technical solutions are available for their needs.

Big data and the new methods of data analysis can lead to cross-sectoral changes. It can have strategic implications and influence processes, systems and structures. As a result, an effective change management has the task of informing employees about these innovations and preparing them accordingly. Whereas big data is a continuous process, data must always be up-to-date and, if necessary, new data needs to be integrated. In addition, the data used must always be critically interrogated and adjusted.

**Opportunities and potentials**

The experts generally see an enormous potential for big data in SMEs. Due to the immense additional information, big data can add real value in all areas.

Big data technologies enable completely new possibilities to collect and analyze unused customer data as well as market data. In this context, the experts agree that the customer, and also the often closely connected market understanding, can be significantly improved. For example, it is possible to evaluate products and services more holistically through the new data. Thus, an earlier counter-reaction concerning poor ratings is possible (e.g. product enhancements). In addition, it is possible to better analyze customer needs. The questions “What does a consumer want?” or “What does a consumer need that he does not know yet?” are easier to answer, e.g. using unstructured and semi-structured social media monitoring data. Thus, trends in customer needs can be better recognized. In this context, the new findings of big data also enable better-customized products that are tailored to individual customers. It is also easier to find out how to use a product at the customer’s optimum level and which sales channels are the best to reach the individual customer. The mentioned aspects often result in an improvement in customer loyalty.

The interviewed experts also frequently stated that the new market forecasts also provide opportunities for SMEs to become active in new markets, as the additional data and information provide new insights of previously unused potentials. This can be based on entirely new business models, or on the possibility of entering with completely new products.

Not only on the external side, but also internally, the experts see a multitude of opportunities and potentials. Thus, a clear improvement and optimization of business processes in all areas were often mentioned. In addition, better and often faster decisions can be made, since the decision-making bases
have holistic aspects based on correct data (veracity). Frequently, unused potential savings are becoming visible, e.g. in production. This can lead to an optimization of the production costs or an efficiency increase in the process, e.g. by early identification of waste. It would also be possible to use a “predictive maintenance” to make faster and more accurate statements as to when a machine fails or when its optimum maintenance period is. In addition, an increase in efficiency can be achieved with the use of raw materials or energy. Such resource conservation can sometimes be reflected in the reduction of throw-outs. Some experts argued that the above stated points, if used correctly, can all lead to an increase in turnover or profitability.

The potentials presented can offer real value added to SMEs in many respects. Insofar as companies consider the topic of big data as extremely important and want to use it in many areas, this often has a wide impact in many areas of the company. The experts, who had taken this fact into account in their comments, would in this case advocate a linkage of the big data strategy to the company’s objectives resp. strategies.

Due to the wide range of influence in the company, it also has a great influence on the business strategy. An enterprise-internal expert, in whose SME big data analytics already plays an important role and whose use is well advanced, called such a link as inevitable. In his experience only then the significance of the subject matter can be made clear to the employees.

SMEs have advantages over large companies in many areas, including the handling and implementation of big data. The flat hierarchies, which are often typical for SMEs, result in shorter decision-making processes. With regard to big data, this time factor makes itself noticeable with a faster release of the required budget. In addition, a first pilot project can be launched and implemented more quickly, as it is easier to bring together all project participants and project managers. This time factor plays an important role for SMEs and can bring decisive competitive advantages through the faster implementation of big data technologies.

After a big data project launch, another advantage of SMEs is their higher flexibility regarding necessary adjustments such as changes in the concept or an expansion of the budget. Furthermore, some experts mentioned that faster implementation leads to comparatively quicker and more decisive decisions, which can also bring competitive advantages.

As already stated in this study, big data is, in the opinion of the experts, relevant to all companies, but the intensity of the dispute is to be examined with regard to the meaningfulness in the individual case. In this respect, some experts have mentioned another advantage of SMEs: They examine the necessary investments for big data more precisely and question the meaningfulness significantly more than it is often the case in large companies.

*Responsibility*
The experts agreed without exception, that the company’s management is to be actively involved in the task of stepping up and supporting the topic within the company. Big data has to be pushed ahead from the highest level, as it is a strategically important topic. The management must therefore deal with it and take responsibility for the fact that it must bear and ensure not only the political but also the corporate responsibility. Through the active participation and conscious support, it can ensure a corresponding enforcement within the company. An expert who has already been involved in many big data projects in SMEs has pointed out that there is no other chance and that big data has to be “pressed into the company” by the management, since the issue is top priority. If the company management does not back it, the urgency and importance of the issue is not seen within the company.

When big data is specifically addressed within a company, the experts argue that the responsibility should not lie on a lower hierarchical level, but on the executive level. This seems conclusive, as they must release temporal resources, employees and other necessary means. The interviewees, however, do not agree in their statements which department can assume the overall responsibility for big data. Nevertheless, from the different statements two departments stand out: Some experts do not see the general responsibility at the IT department, but it is very important for the implementation and use of big data. It must provide the necessary systems and tools and generate the various data, although many of them lack the corresponding business background for the analysis (analytics). Here, the department of management control was often put into play, which is most likely to have the overall overview and the appropriate know-how for the evaluations. A few experts also argued that the responsibility of the evaluation does not have to lie with the management control departments, but with the individual areas in which big data is used. Certainly, both views are comprehensible and must be examined individually for the implementation of big data in a company.

By contrast, the interview partners agreed without exception that a big data initiative should not immediately implement the new technologies and applications companywide; rather, they advise that the complex issue shall be addressed by means of a small project or use case. Otherwise, there is a great danger of not being able to recognize a multitude of problems and thus the risk that the actually desired added value cannot be claimed. The goal of such first small use cases is the creation of awareness within the company as well as the identification of advantages and added values by the initiative. Other departments get ideas on the areas in which big data could be applied to them in a profitable way as well. After carrying out a suitable use case, it is also desirable to monetize the demonstrated advantage.

Big data is a complex issue that can have an enterprise-wide impact. For this reason, the experts clearly advocate an interdisciplinary project team for the big data initiative in order to get a holistic view.
any case, they consider it essential to involve the IT department, since it must act as an internal advisor for big data applications of the individual departments.

CONCLUSIONS AND OUTLOOK

Conclusions

From the findings of this study, it can be said that SMEs have to deal with the actual core of the topic - the current data development - in all its complexity. For them there is a considerable backlog and action demand with regard to big data analytics.

In terms of RQ 1, the doubling of the worldwide data volume every two years is scientifically proven and makes a prompt discussion with the topic big data unavoidable. In this context, large companies are relatively early adopters of new data technologies. Due to the strong relevance for SMES, the quickest possible discussion is advisable in order not to lose any competitiveness in the future. If the new potentially generated data are not considered and used, the risk of a competitive disadvantage is high, as other competitors can gain clear market advantages through the information advantage. The extent to which big data has a more or less strong relevance in the individual sectors must be examined individually in advance.

Concerning RQ 2, the results show that due to the lack of professional personnel, especially SMEs are encouraged to acquire the necessary professional know-how as soon as possible either internally through appropriate continuing learning or, if necessary, (additionally) through external consultants. This is essential because the new big data technologies are far more complex than the previous applications and require corresponding knowledge. After the perception is created within a company, the advantages are pointed out and corresponding projects are regarded as worthwhile, SMEs are often faced with the increased investment costs. These should, however, not only be seen in the short but in the longer term, since big data is a strategically important topic.

Data protection plays an important role especially in SMEs and is often treated very critically. It is therefore recommended to develop and implement a corresponding data governance model that regulates the core points of data protection and the legal and ethical handling of sensitive and personal data.

Regarding RQ 3, the inclusion of the company’s management is particularly important in the case of SMEs, since big data can influence all company segments and bring corresponding values there. It is also a strategically important issue. For the first discussion of the topic, it is advisable to set up an interdisciplinary big data initiative.
Big data is a topic that also affects the IT department very much due to the new technologies. Accordingly, there must be a closer and more trusting collaboration between the relevant departments and the IT. The latter has to be more strongly understood as “business IT”, which increasingly serves as an internal consultant for the respective needs of the departments.

Outlook

The qualitative study has shown a holistic view of big data’s current situation in small and medium-sized enterprises and has thus generated a first impression. This was based - due to the lack of studies specifically on SMEs - on the generation of additional knowledge by experts. Now this impression can be refined, for example by a higher number of interviews. It is also possible to extend the present work by quantitative methods and to use the results as the basis on which a quantitative analysis can be built on.

The focus of this study was on the business background. However, the technological area or the intensive examination of specific IT technologies was less addressed. Further research needs can be undertaken here by carrying out an intensive investigation and evaluation of possible big data solutions by means of IT technologies, software or other tools.

REFERENCES


PROMOTING INTERNET USAGE: AN ANALYSIS OF NONUSERS

Teerakapibal, Surat

Department of Marketing, Thammasat Business School, Thammasat University, Bangkok, Thailand

ABSTRACT

Extant literatures associate Internet usage rate with economic growth by analyzing data on Internet users. However, developing mechanisms to foster Internet use based on users alone may be misleading. Therefore, this study aims to investigate the underlying reason for why individuals are not using the Internet via an analysis of nonusers. The logistic regression model is estimated to fit Thai survey data which was administered to citizens across regions (Bangkok, Central, North, Northeast, and South) and area of residence (Municipal, Non-municipal) from 2013 to 2016. Empirical results illustrate the importance of urbanization in determining Internet usage rate. Interestingly, parameter estimates suggest that individuals decline to use the Internet because they do not know how to use it as opposed to limitation of broadband infrastructure or high cost of access. Managerial implications are then discussed.

Keywords: Internet Usage; Digital Divide, Nonusers, Logistic Regression.

INTRODUCTION

Benefits of the Internet have been realized by citizens virtually everywhere in the world (Robey, Gupta and Rodriguez-Diaz, 1990; UNCTAD, 2001). Not only is it able to eliminate limitations due to geographical boundaries, the Internet provides communication at a minimal cost. Only a couple of decades earlier, the global penetration rate of the Internet was merely 1 percent. This figure has grown at a rapid rate to reach 40 percent in 2016 (Internet Live Stats, 2016). Arguably, the Internet is the backbone of the digital era. According to Frederick (2016), approximately 19 percent of smart phone owners in the United States participates in e-commerce with their mobiles, a striking 61 percent year-over-year increase. At the global scale, Statistia (2016) forecasted that the B2C e-commerce sales worldwide account for 1.7 trillion U.S. dollars in 2015. Furthermore, this figure is expected to reach over 2.4 trillion U.S. dollars in 2018.

With its importance on economic growth, nations places Internet usage rate among first priorities (Chen, Gillenson, and Sherrel, 2002; Teo, Lim, and Lai, 1999; Wang et al., 2003). For instance, Brazil government aims to provide access to broadband for 50 out of every 100 households (World Bank Group, 2016). Malaysia, on the other hand, sets a goal to realize the broadband penetration rate of...
75 percent (World Bank Group, 2016). Consequently, governments employ various mechanisms to promote Internet use among its citizens with the objective to bolster its economic expansion. In particular, Chile adopted a national broadband strategy to drive advancements in information and communication technology (World Bank Group, 2016). In the United Kingdom, 1.5 billion pounds were spent to construct digital infrastructure (Curtis, 2015).

Though the Internet provides numerous benefits, its positive influences does not uniformly reach all individuals. This phenomenon has been named the “digital divide.” In particular, extant researches documented that those with higher education level, income level, residing in urban areas, greater resources will not only have better access to the Internet but will also be able to exploit its benefits in comparison to their less fortunate counterparts (Anderson et al., 1995; Benton Foundation, 1998; Hoffman and Novak, 1998, 1999; Pew Center for the People and the Press, 1995; Strover, 1999). This ultimately raises a concern as to whether the Internet will promote equality or widen the inequality gap.

While extant researches focus on examining users of the Internet, this paper aims to shed light on how to effectively promote Internet usage by analyzing nonusers instead. In particular, the objective of this paper is to answer the following research questions:

1. What are the main obstacles to access the Internet?
2. Does urbanization determine Internet usage rate?

Understanding the underlying cause(s) of not using the Internet will allow policy makers to employ appropriate mechanisms to improve Internet usage rate. This should in turn help fostering economy both at the national and global level.

The rest of the paper is organized as follows. In the next section, I describe the survey data utilized in the analysis. The logistic regression model is then explained. Next, I present the empirical results. Finally, I conclude with discussions and conclusions.

DATA AND METHODOLOGY

Data

As the objective of this paper is to examine the determinants of nonusers, it requires that the data must come from a market where access to the Internet has not reached the maturity stage at the time when data is initially collected. Therefore, Thai macroeconomic data are used for the analysis. In terms of Internet usage, more than 38 million Thais currently are able to access the Internet. This figure has grown tremendously from merely 26 million in 2013.
This paper utilizes the annual number of Thai Internet nonusers by regions (Bangkok, Central, North, Northeast, South), area of residence (Municipal Area, Non-municipal Area), and reasons for not using the Internet (Don’t know how to use, Not interested in using, Access to the Internet is too expensive, No equipment to access the Internet with, No broadband infrastructure in the area, other) from 2013 to 2016, made available by the Thai National Statistical Office. The data is collected by the Ministry of Information and Communication Technology via the Information and Communication Technology survey.

**Model**

Let $n_{ijt}$ be the number of nonusers of the Internet in region $e \{Bangkok, Central, North, Northeast, South\}$, living in area $j \{Municipal Area, Non-municipal Area\}$, at time $t$ and $population_{ijt}$ be the number of residents in region $i$, living in area $j$, at time $t$. The log-odd of being a nonuser is defined by:

$$\log \left( \frac{n_{ijt}}{population_{ijt}} \right) = \alpha + \gamma R_i + \delta A_j + \beta X_{ijt} + \epsilon_{ijt} \quad (1)$$

where $\alpha$ is an intercept term representing intrinsic log-odd of being a nonuser. This implies that a negative intercept would mean that people are more likely to use the Internet in absence of exploratory variables. On the other hand, a positive intercept would imply otherwise. $\gamma$ captures the effect of region on Internet usage decision. $\delta$ measures the impact of urbanization on Internet usage. Here, $A_j$ takes on the value of 1 if the area is a municipal area, and 0 if otherwise. Notably, municipal area is more urbanized. $\beta$ measures the extent to which each reason ($X$) contributes to the decision to not use the Internet. Lastly, $\epsilon_{ijt}$ is the random error term which is assumed to follow binomial distribution.

Parameter estimation was conducted using SAS statistical package. The GENMOD procedure fits the logistic regression by the method of maximum likelihood.

**EMPIRICAL RESULTS**

**Model Fit**

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>12084018</td>
</tr>
<tr>
<td>BIC</td>
<td>12084055</td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>-323243437</td>
</tr>
</tbody>
</table>

Table 1: Fit Statistics
To assess goodness of fit, we employ three distinct measures: log-likelihood, Akaike information criterion (AIC), and Bayesian information criterion (BIC). AIC is developed by Hirotugu Akaike (1974) and is defined by:

$$AIC = 2k - 2 \log LL$$

(2)

BIC (Schwarz, 1978), on the other hand, can be written as:

$$BIC = -2 \log LL + k \log n,$$

(3)

where \( k \) denotes the number of parameters in the statistical model, \( LL \) represents the maximized value of the likelihood function for the estimated model, and \( n \) denotes the number of observations. Log-likelihood, \( AIC \), and \( BIC \) are calculated to be -323243437, 12084018, and 12084055, respectively.

Parameter Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Std. Err.</th>
<th>Wald Chi-Square</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-7.3284</td>
<td>0.0022</td>
<td>11010000</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central</td>
<td>0.2103</td>
<td>0.0004</td>
<td>260348</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>North</td>
<td>0.2292</td>
<td>0.0004</td>
<td>273345</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Northeast</td>
<td>0.1953</td>
<td>0.0004</td>
<td>218415</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>South</td>
<td>0.1552</td>
<td>0.0005</td>
<td>115714</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Bangkok</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area of Residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Municipal Area</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-municipal Area</td>
<td>0.0958</td>
<td>0.0002</td>
<td>176306</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Reason for not using the Internet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Don’t know how to use</td>
<td>6.7126</td>
<td>0.0022</td>
<td>9513115</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Not interested in using</td>
<td>5.6365</td>
<td>0.0022</td>
<td>6694167</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Access to the Internet is too expensive</td>
<td>1.6301</td>
<td>0.0024</td>
<td>470195</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>No equipment to access the Internet with</td>
<td>2.2788</td>
<td>0.0023</td>
<td>996541</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>No broadband infrastructure in the area</td>
<td>0.4553</td>
<td>0.0028</td>
<td>26864</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Other</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Boldface denotes estimates which are statistically significantly different from zero at the significance level of 0.05

Table 2: Parameter Estimates

Empirical results show that individuals are generally inclined to use the Internet as the intercept is negative (-7.3284) and statistically significant at the 0.05 level. Variation of Internet usage rate is also evident across regions and area of residence. Results illustrate that Bangkok, the capital of Thailand, is the area where Internet usage is prominent. Proportion of citizens who refuse to use the Internet is much larger in the Central, North, Northeast, and South regions of Thailand (0.2103, 0.2292, 0.1953, and 0.1552, respectively). Moreover, there are fewer nonusers in municipal area as the estimated coefficient for non-municipal area is found to be positive (0.0958) and statistically significant at the 0.05 level.

The focal variables of the analysis are the reasons why people choose not to use the Internet. Based on the Wald Chi-Square statistics, the most prominent reason is found to be “Don’t know how to use” (6.7126), followed by “Not interested in using” (5.6365), “No equipment to access the Internet...
with” (2.2788), “Access to the Internet is too expensive” (1.6301), and “No broadband infrastructure in the area” (0.4553).

DISCUSSIONS AND CONCLUSIONS

The potential of the Internet has urged governments to promote the use of Internet among their citizens. Various mechanisms have been employed to boost the Internet usage rate. However, there are still significant number of nonusers around the world. Most studies focus on analyzing Internet users in order to uncover the determinants for usage. This paper attempts to shed light on the issue with an opposite approach. Using the Thai macroeconomic data, I examine the underlying reason for individuals’ reluctance to get online.

Empirical results reveal that the most prominent reason for nonusers is the skills to use the Internet, whereas the limitation of broadband infrastructure in the area and price of Internet service come in last. This implies that governments should shift their focus from expanding infrastructure to training courses. Equipping nonusers with skills to exploit the benefits of the Internet would be effective in shifting nonusers to the user segment. Moreover, interest in using the Internet is also another reason for why individuals refuse to use the Internet. This suggests that policy makers should be proactive in communicating benefits of the Internet to citizens. In addition, providing citizens with equipments to access the Internet with would also foster Internet usage. In addition, this paper reinforces the claim made by extant researches that urbanization plays an important role in determining Internet usage. In sum, this paper contributes to both literatures and practitioners. Based on empirical results, I propose the priority of actions in promoting Internet usage.
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ABSTRACT

This paper reviews the field of mandatory disclosure of non-financial information (MDNFI) to develop insights into how MDNFI research is developing, offer a critique of the research to date, and outline future research opportunities. We find that most published MDNFI research presents normative arguments for MDNFI and there is little research examining MDNFI practice. Thus, we call for more research that critiques MDNFI’s rhetoric and practice. Thus, this paper offers an insightful critique into an emerging accounting issue.

Keywords: mandatory disclosure of non-financial information, structured literature review, external reporting.

INTRODUCTION

Corporate Social Responsibility (CSR) has become a well-established concept whereby companies integrate social, environmental, ethical human rights and consumer concerns into their business operations and core strategy in close cooperation with their stakeholders (EU, 2011a). As defined by the European Commission, CSR is “the responsibility of enterprises for their impacts on society” (EU, 2011b, p. 6).

According to the triple bottom line approach, CSR outcomes encompass economic, social and environmental dimensions (Elkington, 1998). Economic responsibility references a company’s contribution to the on-going viability of the larger economic system. Social responsibility considers the company’s impact on the local communities in which it operates, ranging from corporate philanthropy to providing safe working conditions. Environmental responsibility regards a company’s effect on the physical environment (Testarmata, Fortuna, Ciaburri, 2015).

In turn, companies have rapidly entered a dialogue with their stakeholders to communicate their CSR initiatives and interventions and their impacts on society (Freeman and Moutchnik, 2013; Gibson, 2012; Gray et al., 1995; Morsing and Schultz, 2006).

Prior research has noted the role of corporate disclosure in sharing CSR initiatives with stakeholders (e.g., Branco and Rodrigues, 2007; De Bakker et al., 2005; Parker, 2011). The early research on CSR
disclosure has primarily focused on financial reports (Deegan and Gordon, 1996; Gray et al., 1995; Gray et al., 1987; Guthrie and Mathews, 1985). Afterwards, studies have shifted their focus on voluntary non-financial reports such as social and environmental reports (Crawford and Clark Williams, 2011; Deegan et al., 2002; GBS, 2013; Gray et al., 1996; Guthrie and Parker, 1990; Roberts, 1991), sustainability reports (United Nations Global Compact, 2009; GRI, 2013; Gray, 2010; Kolk, 2004) and integrated reports (Busco et al., 2013; Cheng et al., 2014; Dumay, 2016; IIRC, 2013, Eccles and Krzus, 2010). Over the last decade, research has begun to analyse the Internet as a new tool for communicating with stakeholders (Campbell and Beck, 2004; Frost, 2005; Patten and Crampton, 2004; Williams and Pei, 1999). More recently, research has noted that in the digital age corporations are rapidly expanding their use of social media (such as Facebook, LinkedIn, and Twitter) as an instrument for corporate disclosure (see, Dumay, 2017; Alexander and Gentry, 2014; Jung et al., 2014; Paniagua and Sapena, 2014; SEC, 2013; Zhou et al., 2015).

Despite there being continual calls for over 40 years for the inclusion of additional information for investors beyond the financial in external disclosure and reporting, there is still no framework that has succeeded in achieving this end (Milne and Gray, 2013). The importance of divulging non-financial information such as social and environmental factors was recognized by EU, that issued the EU Directive 2014/95 as regards mandatory disclosure of non-financial and diversity information by certain large undertakings and groups.

Considering the fragmented development of the disclosure of non-financial information and its move from a voluntary approach to a mandatory approach, it would be interesting to see how academia is responding through research into the mandatory disclosure of non-financial information (<MDNFI>). Stemming from these considerations, the purpose of the paper is to provide an overview of the current state of the literature by developing a structured literature review (Massaro, Dumay and Guthrie, 2016) on <MDNFI>.

METHODOLOGY

Our research examines the <MDNFI>’s research foundations, so that we can establish the focus of <MDNFI> literature and offer some insights into how it may develop in the future. For this paper we use the structured literature review (<SRL>) methodology as developed by Massaro, Dumay and Guthrie (2016), that is a method for studying a corpus of scholarly literature, to develop insights, critical reflections, future research paths and research questions.

Massaro et al., (2016, p. 769) argue that:

[…] for experienced academic researchers an SLR offers an alternative approach that can either confirm one’s knowledge or open up new avenues for research to which the traditional approach may not provide
access. The latter is the likely outcome, therefore, an SLR can help experienced scholars develop new and interesting research paths by accessing and analysing a considerable volume of scholarly work.

Additionally, the SLR method complements traditional literature reviews because the approach helps to yield different outcomes that are defensible. The SLR can be useful for higher degree students and emerging scholars, allowing them to demonstrate that their literature reviews are defensible (Massaro et al., 2016, p. 769).

THE STRUCTURED LITERATURE REVIEW

In our study we adopt an SLR method to provide insights and critique that will help identify future research agenda for <MDNFI>. Essentially a structured literature review is a form of content analysis whereby the unit of analysis is the article, as opposed to words, sentences or paragraphs, as is commonly found in content analysis research (Massaro et al., 2015, p. 533). Accordingly, the review process is conducted in ten different stages shown in Figure 1.

The Literature Review Protocol

The structured literature review protocol, proposed by Massaro et al., (2016), consisting of the following steps: statement of research questions, literature search, articles impact analysis, definition of analytical framework, reliability, validity, articles coding, insights and critique, further research on <MDNFI>.

Research questions

Researchers use SLRs to map and assess the existing intellectual territory to identify future research needs (Dixon-Woods, 2011, p. 331). Before proposing a path of future research development with the literature review, we need to analyse from a critical point of view the existing field of knowledge by developing research issues. Subsequently, in the second stage we adapt the three generic research questions to focus specifically on the <MDNFI> literature.

1. How is research for inquiring into <MDNFI> developing?
2. What is the focus and critique of the <MDNFI> literature?
3. What is the future for <MDNFI> research?

The literature search

The third stage involves the selection of data sources for the review. We select articles from internationally recognised academic journals covering different disciplines, including, but not limited to, the accounting literature based on the term ‘mandatory disclosure of non-financial information’ appearing in the title, abstract or keywords of the article.
Figure 1. The process to develop the structure literature review adapted by Massaro et al. (2016)
We focus on three types of academic articles (based on Scopus, the largest abstract and citation database of peer-reviewed literature): articles by citations, articles in press and conference papers, using specific keywords. In fact, “a keyword search can help researchers to find relevant articles that extend existing topics in a particular field. Although a keyword search is a powerful tool, researchers have to be careful in the keyword selection criteria” (Massaro et al. 2016, p. 777). Furthermore, according to Cronin, Ryan and Coughlan (2008, p. 40) “keywords need careful consideration to select terms that will generate the data being sought”.

We retrieve data from Scopus database on 1 April 2017, for a period of 25 years. We used 1 January 1991 as a starting date and adopted a cut-off date of 31 December 2016. As a result, we identify 1,184 articles.

Subsequently, we examine the titles, abstracts and keywords of all the retrieved academic journals and select articles examining <mandatory disclosure of non-financial information> to ensure the articles are relevant. As a result, we identify 77 articles.

We then download the PDF versions of these articles and stored them in a public Dropbox folder with full referencing details.

*Article impact*

In the forth stage we determine the articles’ impact according to the number of Scopus citations. To do so we download from Scopus the articles’ citation data as of 10 May 2017.

We used the citation metrics to measure the article’s impact because interesting insights can come from an analysis of the number of articles in terms of citation metrics (Dumay, 2014b). Citation metrics allow researchers to understand how the literature develops and if the research topic is important, by examining the impact different articles have over time (Massaro et al. 2016, p. 774). In fact, as Serenko and Bontis (2013, p. 309) outline, “a key assumption is that there exist a strong positive relationship between the number of citations attracted by a journal and its overall quality”.

But this method can have some problems. Dumay and Dai (2014, p. 270) outline that “One problem with determining the impact from citations alone is that older articles can accumulate more citations”. For this reason we have set the period analysed from 1991 to 2015 excluding the articles published in 2016 because they may have less citations.

First, we examine the results of the preliminary literature search that identifies 1,184 articles in terms of timeline, source, author, author affiliation and country.

Figure 2 shows a noticeably growing trend of <MDNFI> articles, that reaches a peak in 2015. This is explained by the fact that the Directive 2014/95/EU was introduced in 2014. So, scholars paid a growing attention to this issue due to the regulation change.
Looking at the type of academic journals, we note a predominant interest for the <MDNFI> literature from accounting and auditing journals as we expected (see Figure 3).

Figure 4 shows the main authors that publish articles on <MDNFI>. They are K. Hussainey, J., Guthrie, C. Leuz, D. Cormier, L. Hail and E. Lee.
More interesting is Figure 5, that explains the most recurring affiliations. At the top lies the Macquarie University, University of Chicago ranks second and the University of New South Wales UNSW Australia is the third. These results show that the <MDNFI> items are mainly studied in Australia (there are six Australian universities among the first ten universities that study <MDNFI> issues). There are also a remarkable component in the USA.

Figure 6 shows the documents by country/territory. The first three countries where <MDNFI> is investigated are United States, Unites Kingdom and Australia; so, these results express a strong interest on <MDNFI> research according to the evidences outlined in the previous graph on authors affiliations.
After the first analysis, we select 77 articles examining the titles, abstracts and keywords of all the retrieved academic journals to ensure the articles are relevant. We use Scopus citations to measure the academic impact of the articles and to provide insight into the evolution of the <MDNFI> literature.

In Table 1 we report the top ten articles by Scopus citations, highlighting the authors name, the publication year, the article’s title and the total number of citations. For example, the article by Beyer, Cohen, Lys, Walther (2010) has been cited 293 times indicating that it has a strong impact on the academic <MDNFI> debate. The same consideration could be done for the article by Beattie, McInnes, Fearnley (2004), that has bee cited 206 times.

Subsequently, in Table 2 we report the top ten articles by Scopus citations per year (Massaro et al. 2016). From a comparative analysis with the results of the previous tables, we observe that some recent articles (Frias-Aceituno, Rodriguez-Ariza, Garcia-Sanchez, 2013; Campbell, Chen, Dhaliwal, Lu, and Steele, 2014; García-Sánchez, Frías-Aceituno, Rodríguez-Dominguez, 2013) appear in the list of Table 2, and each has been cited more that ten times, indicating that they have already had an impact on the <MDNFI> debate.

<table>
<thead>
<tr>
<th>Number</th>
<th>Reference</th>
<th>Publication Year</th>
<th>Article</th>
<th>Scopus Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Beyer, Cohen, Lys, Walther</td>
<td>2010</td>
<td>The financial reporting environment: Review of the recent literature</td>
<td>293</td>
</tr>
<tr>
<td>2</td>
<td>Beattie, McInnes, Fearnley</td>
<td>2004</td>
<td>A methodology for analysing and evaluating narratives in annual reports: A comprehensive descriptive profile and metrics for disclosure quality attributes</td>
<td>206</td>
</tr>
<tr>
<td>3</td>
<td>Holder-Webb, Cohen, Nath, Wood</td>
<td>2009</td>
<td>The supply of corporate social responsibility disclosures among U.S. firms</td>
<td>132</td>
</tr>
<tr>
<td>4</td>
<td>Bushee and Leuz</td>
<td>2005</td>
<td>Economic consequences of SEC disclosure regulation: Evidence from the OTC bulletin board</td>
<td>127</td>
</tr>
<tr>
<td>Numbe r</td>
<td>Reference</td>
<td>Publication Year</td>
<td>Article</td>
<td>Scopus Citations per Year</td>
</tr>
<tr>
<td>--------</td>
<td>-----------</td>
<td>------------------</td>
<td>------------------------------------------------------------------------</td>
<td>----------------------------</td>
</tr>
<tr>
<td>1</td>
<td>Beyer, Cohen, Lys, Walther</td>
<td>2010</td>
<td>The financial reporting environment: Review of the recent literature</td>
<td>49</td>
</tr>
<tr>
<td>2</td>
<td>Holder-Webb, Cohen, Nath, Wood</td>
<td>2009</td>
<td>The supply of corporate social responsibility disclosures among U.S. firms</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>Frias-Aceituno, Rodriguez-Ariza, Garcia-Sanchez</td>
<td>2013</td>
<td>The role of the board in the dissemination of integrated corporate social reporting</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>Chen, Bouvain</td>
<td>2009</td>
<td>Is corporate responsibility converging? a comparison of corporate responsibility reporting in the USA, UK, Australia, and Germany</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>Clarkson, Overell, Chapple</td>
<td>2011</td>
<td>Environmental Reporting and its Relation to Corporate Environmental Performance</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>Beattie, McInnes, Fearnley</td>
<td>2004</td>
<td>A methodology for analysing and evaluating narratives in annual reports: A comprehensive descriptive profile and metrics for disclosure quality attributes</td>
<td>17</td>
</tr>
<tr>
<td>7</td>
<td>Campbell, Chen, Dhaliwal, Lu, Steele</td>
<td>2014</td>
<td>The information content of mandatory risk factor disclosures in corporate filings</td>
<td>17</td>
</tr>
<tr>
<td>8</td>
<td>Leuz</td>
<td>2010</td>
<td>Different approaches to corporate reporting regulation: How jurisdictions differ and why</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>Bushee and Leuz</td>
<td>2005</td>
<td>Economic consequences of SEC disclosure regulation: Evidence from the OTC bulletin board</td>
<td>12</td>
</tr>
<tr>
<td>10</td>
<td>García-Sánchez, Frías-Aceituno, Rodríguez-Domínguez</td>
<td>2013</td>
<td>Determinants of corporate social disclosure in Spanish local governments</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 1. Top ten articles by Scopus citations - As at April 1, 2017

<table>
<thead>
<tr>
<th>Number</th>
<th>Reference</th>
<th>Publication Year</th>
<th>Article</th>
<th>Scopus Citations per Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Beyer, Cohen, Lys, Walther</td>
<td>2010</td>
<td>The financial reporting environment: Review of the recent literature</td>
<td>49</td>
</tr>
<tr>
<td>2</td>
<td>Holder-Webb, Cohen, Nath, Wood</td>
<td>2009</td>
<td>The supply of corporate social responsibility disclosures among U.S. firms</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>Frias-Aceituno, Rodriguez-Ariza, Garcia-Sanchez</td>
<td>2013</td>
<td>The role of the board in the dissemination of integrated corporate social reporting</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>Chen, Bouvain</td>
<td>2009</td>
<td>Is corporate responsibility converging? a comparison of corporate responsibility reporting in the USA, UK, Australia, and Germany</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>Clarkson, Overell, Chapple</td>
<td>2011</td>
<td>Environmental Reporting and its Relation to Corporate Environmental Performance</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>Beattie, McInnes, Fearnley</td>
<td>2004</td>
<td>A methodology for analysing and evaluating narratives in annual reports: A comprehensive descriptive profile and metrics for disclosure quality attributes</td>
<td>17</td>
</tr>
<tr>
<td>7</td>
<td>Campbell, Chen, Dhaliwal, Lu, Steele</td>
<td>2014</td>
<td>The information content of mandatory risk factor disclosures in corporate filings</td>
<td>17</td>
</tr>
<tr>
<td>8</td>
<td>Leuz</td>
<td>2010</td>
<td>Different approaches to corporate reporting regulation: How jurisdictions differ and why</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>Bushee and Leuz</td>
<td>2005</td>
<td>Economic consequences of SEC disclosure regulation: Evidence from the OTC bulletin board</td>
<td>12</td>
</tr>
<tr>
<td>10</td>
<td>García-Sánchez, Frías-Aceituno, Rodríguez-Domínguez</td>
<td>2013</td>
<td>Determinants of corporate social disclosure in Spanish local governments</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 2. Top ten articles by citations per year (CPY) - As at April 1, 2017

Define the analytical framework
To pursue an SLR, we must identify units of analysis within selected papers and treat them as independent elements to be analysed. Thus, in the fifth stage, we define an analytical framework in order to help us to organize the existing literature on <MDNFI>.

To develop this framework, we adopted the criteria used by (Massaro et al. 2016). Particularly, “as part of developing the framework three authors initially coded five articles to determine the suitability of the adopted frameworks and to determine if any other criteria or attributes needed changing, adding or deleting” (Dumay, Bernardi, Guthrie, Demartini 2016, p. 171).

The literature review reliability

Because structured literature review is a form of content analysis, we use subjective coding to analyse the selected articles because the “research is based on data generated by human beings asked to make some kind of judgment” (Hayes and Krippendorff, 2007, p. 77). So, it is important to develop particular forms of control and triangulation that reduce the “bias by integrating theories, methods, data sources and researchers with complementary strengths and non-overlapping weaknesses” (Modell, 2009, p. 209). In fact, if researchers could reduce bias they would be able to argue that their coding and analytical framework are reliable.

In fact, the reliability measure can help researchers to demonstrate that their data: “(a) have been generated with all conceivable precautions in place against known pollutants, distortions and biases, intentional or accidental, and (b) mean the same thing for everyone who uses them” (Krippendorff, 2013, p. 267). We discuss the coding system together and, after having clarified the questionable issues, we develop the remain part of the analysis.

Testing literature review validity

External validity in concerned with whether the results of a study can be generalised (White and McBurney, 2012, p. 145). In our study, we select the most representative articles of the available literature. Firstly, we do a content analysis of the selected articles reading the abstracts and, in some cases, the full content of the articles to select the articles that are more representative of the academic literature on <MDNFI>.

Article coding

We define the analytical framework and we check the framework’s reliability. After this, we code the articles we recorded the results in an Excel spreadsheet. Furthermore, we retain an open coding approach alongside coding for the pre-established categories in the framework, in case we discover any relevant new article attributes or categories.
As such, we add two of the extra three criteria to the analytical framework, after the first pass at coding, because we found new insights as we read and coded the articles. This highlights how the SLR process is not just a rigid approach, but is flexible and develops iteratively (Dumay et al. 2016, p. 172).

**INSIGHT AND CRITIQUE**

In this section we present the main research results of our analysis of <MDNFI>’s articles and attempt to answer to the research questions. The research follows the SLR method, classifying the articles according to the SLR schema and the changes we include for analysing <MDNFI> criteria (see the following tables).

**Jurisdiction**

We adopt the Jurisdiction criterion from Guthrie et al. (2012, p. 71). It examines the context of <MDNFI> research. We also sub-classify these attributes into “Industry” or “Organisational” subcategories either from “Supra-national” or “National” perspective.

In the “Supra-national” perspective, we categorize articles in which authors have compared two or more countries. For example, we classify articles that do not have an empirical based as “Supra-national/International/Comparative-General”. The sub-category “National-Industry” includes papers based on a specific industry belonging a single country. On the contrary, the “National-General” subcategory includes articles whose analysis concerns a single country but not a specific industry.

As shown in table 3, in the National perspective the articles analysed are concentrated in the “Industry” and “General” subcategories; instead, in the “Supra-national” perspective major of articles adopt a general approach because there is a greater concentration in the subcategory “Supra-national/International/Comparative-General”.

<table>
<thead>
<tr>
<th>Jurisdiction</th>
<th>Supra-national/International/Comparative-General</th>
<th>Supra-national/International/Comparative-Industry</th>
<th>National-General</th>
<th>National-Industry</th>
<th>National-Organisational</th>
<th>One Organisation</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supra-national/International/Comparative-General</td>
<td>14</td>
<td>10</td>
<td>0</td>
<td>25</td>
<td>28</td>
<td>0</td>
<td>77.00</td>
</tr>
</tbody>
</table>

*Table 3. Results of analysis of <MDNFI> – Jurisdiction*

**Country of research**

The Country of research criterion shows the place in which the authors conducted their researches and helps the field identify other places that could be subject to investigation.
We build a classification scheme dividing the Country of research in seven regions: USA/Canada, Australasia, United Kingdom, European Union, Asia, Africa and Other. The results suggest that the most studied locations are the European Union and the USA/Canada with twenty-six and twenty-one articles respectively, so these are the contexts dominating the <MDNFI> research agenda (see Table 4).

<table>
<thead>
<tr>
<th>Country of research</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA/Canada</td>
<td>21</td>
<td>14</td>
<td>6</td>
<td>26</td>
<td>12</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Australasia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>European Union</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other (including General)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>78,00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Results of analysis of <MDNFI> – Country of research

Research methods

In this section we propose the research method criterion adopted from Guthrie et al. (2012) and we include five attributes.

In particular, the first three attributes relate to studies that are empirical in nature (Dumay et al. 2016): “Case/Field study/Interviews”, “Content analysis/Historical analysis”, “Survey/Questionnaire/Other empirical”. The next two attributes are normative in nature and include “Commentary/Normative/Policy” and “Literature review”.

The results of our analysis show that empirical analysis (“Survey/Questionnaire/Other empirical”) is the most common methodology for the <MDNFI> research. “Content analysis/Historical analysis” ranks second, so it is also popular for investigating <MDNFI> items.

Whereas we retrieved six contributes adopting a “Literature review” research method, four contributes that can be included in the “Case/Field study/Interviews” attributes and only two articles about “Commentary/Normative/Policy”.

<table>
<thead>
<tr>
<th>Research Methods</th>
<th>Case/Field study/Interviews</th>
<th>Content analysis/Historical analysis</th>
<th>Survey/Questionnaire/Other empirical</th>
<th>Commentary/Normative/Policy</th>
<th>Literature review</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>24</td>
<td>41</td>
<td>2</td>
<td>6</td>
<td>77,00</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Results of analysis of <MDNFI> – Research methods

Academic, Practitioners and Regulators

In our study Academic, Practitioners and Regulators is a double criterion used to know the authors of the articles and the subjects to which the articles are addressed. For this reason, we identify three categories: “Academic(s)”, “Practitioner(s)”, “Regulator(s)” and “Academics, practitioners and regulators”.

<table>
<thead>
<tr>
<th>Academic and Practitioners (as authors)</th>
<th>Academic(s)</th>
<th>Practitioner(s)</th>
<th>Academics and practitioners</th>
<th>Total</th>
</tr>
</thead>
</table>

Table 6. Results of analysis of <MDNFI> – Academic, Practitioners (as authors)

On the basis of the examined articles that constitute our sample, the analysis shows that <MDNFI> studies are usually prepared by academics and mostly intended for academics and practitioners and much less than just regulators.

Table 7. Results of analysis of <MDNFI> – Academic, Practitioners and Regulators (as readers)

Organisational focus

The Organisational focus helps to identify the type of organisations that a research paradigm investigates. In our research this criterion consists of six attributes: “Publicly listed”, “Private – SMEs”, “Private – Others”, “Public sector”, “Not-for-profit”, “General/Other”.

We find that the majority of <MDNFI> studies focusing on “Publicly listed” companies (with 46 articles), so these are the most commonly researched type of organisations. “General/Other” attribute has 26 contributes and “Public sector” has five articles.

Table 8. Results of analysis of <MDNFI> – Organisational Focus

Focus of <MDNFI> literature

We develop the Focus of <MDNFI> literature from Guthrie et al. (2012) original classification scheme. In particular, we changed the original format to highlight the research topic of our analysis, so we introduced a specific focus “External reporting” that is further investigated in the table 10 and two others explanatory categories of research focus, that are “Ethics and CSR” and “Risk disclosure”.

This analysis shows that the most discussed focus is “External reporting” with forty-six articles. “CSR” ranks second followed by “Accountability and Governance”. Looking at the “External reporting” focus we observe that ten articles analyse the “Environmental reporting and disclosure).

Table 9. Results of analysis of <MDNFI> – Focus of <MDNFI> literature
### THE FUTURE RESEARCH QUESTIONS

Based on the results and analysis, we argue that the way forward for MDNFI research is a transformation from its current desk-bound traditions into a modern global discipline. Researchers need to be innovative in searching for MDNFI, for example investigating new media such as news media and social media.

Additional evidence that current MDNFI research is the persistence with which the majority of studies examine publicly listed companies suggests to focus on other organization types. One last comment relates to the synonymous nature of the terms “reporting” and “disclosure”. We feel the use of these two terms needs to be further explored.

To conclude the research examines the MDNFI’s research foundations. The study establishes the focus of MDNFI literature and offers guidelines for future research and suggests to move beyond the first stage towards second stage research on MDNFI.

### REFERENCES


<table>
<thead>
<tr>
<th>Financial reporting</th>
<th>Sustainability reporting and disclosure</th>
<th>Social reporting and disclosure</th>
<th>Environmental reporting and disclosure</th>
<th>Risk disclosure</th>
<th>Other disclosure (including general)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>7</td>
<td>0</td>
<td>10</td>
<td>7</td>
<td>14</td>
<td>46</td>
</tr>
</tbody>
</table>

*Table 10. Results of analysis of MDNFI – Focus of External reporting literature*
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ABSTRACT

Motivation and creativity principles have diachronically concerned employees throughout organizational hierarchies, as they contribute significantly to productivity, efficiency and innovation. Leaders have particularly been the ones who mostly cultivate these principles in the workplace, so as to streamline their organizations and make them more productive. In this research we investigate how Greek business leaders and the wider hierarchy can stimulate employee motivation to a degree that would lead to generation of innovative creative ideas. The research combines primary qualitative and quantitative data, through interviews and a survey of over one hundred employees, of various job positions and hierarchy levels. Both methods investigated primarily the subjects of motivation and creativity in the workplace and particularly in the context of leadership styles and hierarchy. The main findings of this research show, that once both leadership and hierarchy motivate the employees to a level where employee job satisfaction is achieved, the employees thereafter become creatively innovative. The research validates for Greece the mainstream international theoretical arguments which are documenting the effectiveness of leadership and hierarchy in motivating the employees to become creative.

Keywords: Motivation, Creativity, Innovation, Leadership, Leadership Styles, Hierarchy, Job Satisfaction, Greece

RESEARCH BACKGROUND AND AIM

Leaders have long been seeking ways and tactics to enhance creativity in the work place. A key element which could prepare the work place to accommodate creativity that potentially leads to innovation, is employee motivation (Amabile, 1988).

The aim of this research is to assess the effectiveness of hierarchy and leadership styles in motivating employees in Greece to become more creative; and to assess the degree to which creative ideas generated are actually materialized and actually lead to innovation (Zhou & Hoever, 2014). In this
context the research establishes the theoretical foundations of the subject to generate and quantitatively and qualitatively test hypotheses, to ultimately draw explicit conclusions that expand the theoretical knowledge on the subject and identify managerial implications towards practical implementation.

THEORETICAL FINDINGS AND RESEARCH HYPOTHESES

This section builds on the findings of an extended literature review, including the works of Avolio and Gardner (2005), Baek-Kyoo et al. (2013), Bass and Riggio (2006), Bass et al. (2003), Birasnav et al. (2011), Bresciani et al. (2013), Černe et al. (2013), Chebbi et al. Chebbi H., Y(2017), Conger (1990), Crossan and Apaydin (2010), Dikshit and Dikshit (2014), Fisher and Sharp (2009), Ford and Gioia (2000), Gagne and Deci (2005), George et al. (2007), Gilley et al. (2009), Gong et al. (2009), Herrmann and Felfe (2014), Ilies et al. (2005), Jaques (1990), Mumford et al. (2007), Pearce et al. (2007), Rosing et al. (2011), Rossi et al. (2013), Santoro et al. (2017), Shalley et al. (2000), Shalley and Gilson (2004), Sosik et al. (1998), Taggar (2002), Treffinger et al. (1994), Vrontis et al. (2010), Walumbwa and Hartnell (2011), and Wilson-Evered et al. (2001, 2004). The literature review presents a positive relation of leadership and hierarchy with employee motivation for creativity in the work place. Particular styles of leaders can stimulate employee perception on the relation between leader support with motivation and creativity. These leaders emphasize on emotional as well as coordination support behaviors (Amabile et al., 2004). Coordination support, equips the employee with the proper expertise in order to perform well, while at the same time the leader prompts the employees’ intrinsic motivation for creative work. With this instrument the leader facilitates the employees with the tasks he has to carry out in a creative way (Amabile et al., 1996). With the interpersonal support, the leader reveals his interest, empathy and consideration to the employee for the tasks he has to perform, which was found to enhance employee creativity (Oldham & Cummings, 1996; Amabile et al., 2004). Innovation support perception states the depth where the employee realizes the leadership engagement to support him to come up with novel ideas, which lead to innovative solutions. This is directly linked with the leadership styles. For instance, the rational transparency element authentic leaders possess, as part of the self-regulation characteristic, evidently reveals to the employee his leader true self (Gardner et al., 2005).

Hypothesis 1: Positive leadership style work place environment effect stimulate employee motivation for generating creative ideas towards innovation.

According to Fletcher & Ka’ufer (2003) shared leadership stimulates the team members to focus more on collaboration, act mutually with their peers, rather than having a classic hierarchical format such as
a leader-follower cooperation. Furthermore, Pearce & Manz (2005) state that shared leadership is substantial for organisations which foster constant innovation so as to offer innovative products and services to their customers and thus remain competitive in a very dynamic environment. On the other hand flexible organisations have the infrastructure to support creative ideas and innovation (Chebbi et al., 2016). Based on Hyypiä & Parjanen (2013), generation of ideas and innovation are quite likely to emerge from flexible and flat organizations, as they are more open to communication throughout the entire organization. Hence, in this way, they cultivate an organizational culture which focuses at communication throughout the organization, which fosters employee commitment to creativity and innovation across all organizational layers. Several research studies have also shown that transformational leadership has been categorized as a positive leadership style, which can increase employee motivation and innovation (Gumusluoglu & Ilsev, 2009). What is more, leadership can substantially influence the employees to collaborate better, become more creative so the organization can foster innovation (Amabile, 1998; Gumusluoglu & Ilsev, 2009).

Hypothesis 2: Shared leadership can yield sustainable creativity towards innovation.

Effective cooperation amongst peers superiors and subordinates can bring astonishing outcomes to the organization. According to Bligh et al. (2006) development of shared leadership can be effective when dealing with complex problems. Shared or lateral leadership has the ability to engage multiple employees with knowledge and skills on different sectors in order to solve a complex problem. In other words, teams with various skills, advanced knowledge and experience can replace the hierarchical superior with one of the members of the team, whom they mutually agree on. Hence they are not supervised by a hierarchical superior, instead they are headed by one member of the team. This set up may lead to a powerful and successful type of leadership, which might yield motivation for creativity (Cox et al., 2003).

Transformational leaders critically affect employee creativity for two main reasons. Firstly, leadership is important to intriguing the individual traits that are critical for creativity, as well as the skills that are relevant to creativity and task motivation; and, in turn, these factors influence the level and frequency of employee creative behaviour (Amabile et al., 1996). Secondly, since leaders are empowered to manage rewards and sanctions, they ought to have the leadership behavior to identify whether the creative ideas employees come up with could potentially be beneficial, or instead they can be costly and jeopardize the company (Detert & Burris, 2007; George, 2007). Leadership styles which motivate employees to act creatively by exploring new ideas, support them during uncertain times, cultivate creative work and demonstrate to employees that acting creatively is not so risky. Transformational leaders assess the individuality context and the unique perspectives (Bass, 1985) and
subsequently build an environment which encourages the employees not to fear and to feel comfortable with creative activities.

**Hypothesis 3:** Lateral and transformational leadership can yield sustainable creativity towards innovation

Development employee problem solving skills, is an important element for the contemporary organizations. It is often mentioned that organizations are not that effective in innovating independently, and are often accused of having insufficient internal capabilities for facing the challenges of the external dynamic environment which is constantly changing (Hyypiä & Parjanen, 2013). The nominated leader are usually the ones who promote agility, rationality, systematical thinking, and approaching problems cautiously. The leader approaches problems spherically before proposing potential solutions or guiding its subordinates; and considers all perspectives. S/he then proposes new approaches for examining how to complete the tasks and encourages the re-evaluation of ideas which had not been argued properly in the past (Bass & Avolio, 1994). In this way the leader stimulates his subordinates to come up with creative ideas by questioning assumptions, re-evaluating problems and approaching old issues in new and perhaps innovative ways. Rank et al. (2009) found that transformational leadership has had meditating effects on employees with low self-esteem, increasing their motivation and making them more innovative.

**Hypothesis 4:** Superiors’ guidance to subordinates towards creative problem solving ideas positively affects their ability to overcome barriers that hinder innovation

Jaques (2009) argues that managerial hierarchy is the most difficult, albeit efficient and factually the most normal structure large organisations have ever invented. Properly structured organisations in terms of hierarchy can motivate employees to come up with creative ideas normalize productivity and improve moral. Furthermore, Jaques (2009) stresses that the mould where organisations are casted in, utilises people to work, and in order to utilise them effectively it employs managerial hierarchies’ systems. In this sense organisations keep the employees accountable to get their job done. Quite few other or adjacent mechanisms are presented in extant literature, which charismatic CEOs could use so as to influence organisations performance. For instance an inspirational and tangible vision could intrigue the employees, and various other stakeholders to increase their motivation level, as well as their commitment to serve the organisation even better (Shamir et al., 1993). Furthermore, when they demonstrate confidence in their employees’ efforts and capabilities CEOs could maximise motivation (House, 1977). Organisations with solid identity i.e. having a strong brand, is a key element for
organisational identification (Ashforth et al., 2008; Kreiner & Ashforth, 2004) and very likely to affect positively employee motivation for creativity (Shamir et al., 1993).

Hypothesis 5: Employee motivation and facilitation towards creative idea generation and implementation is a key function of organizational structure.

METHODOLOGY

Towards this research both qualitative (interviews) and quantitative (survey) data have been employed, with their combination providing more comprehensive analyses on the research subject. Through the applied triangulation method the quantitative and qualitative data have been mixed so as to enrich the research analyses and discussion of the research subject (Robson, 2002; Tashakkori and Teddlie, 2003).

The survey sample is purposive and is composed of 114 responses for both closed type and in-depth interview questionnaires. The sample consists of employees who are currently employed in multinational and large size companies, which operate in the sectors of construction, manufacturing and services. For practicality purposes a convenience representative sample was chosen.

For the completion of this research we distributed the closed type questionnaires via the web so as to collect the quantitative data. In the meantime, several interviews were carried out for the collection of the qualitative data. The next stage, after the collection of the primary data was to run the statistical analyses on the responses of the closed type questionnaires via SPSS and align them with the measurement model.

Firstly, we have measured the respondents and carried out the frequency analysis of the demographics data, so as to obtain the majority of the respondents’ characteristics. Following we have carried out a factor and reliability analysis through SPSS so as to confirm the coherence and the quality of the quantitative data we have collected. The factor and reliability analysis helped create a research model for the analyses of the results; and employed a retrogression measurement model to test the research hypothesis. Subsequently, retrogression analysis carried out via SPSS concluded the final group of the quantitative data, which is composed by the following elements: (1) Creativity, (2) Lateral-shared leadership, (3) Hierarchy incentives, (4) Hierarchy supporting, (5) Hierarchy Motivation, (6) Leadership bridging gaps, (7) Leadership inspiration. These elements contain both dependent and independent variables examined in this research, with the SPSS analysis identifying the interrelation between these. The main advantage of the retrogression technique is that it can reduce huge amounts of raw data into more actionable informations, and with the aid of SPSS we also
made sure that that quantitative data matched perfectly with the model, and that the model is seamless.

Following the analysis of the quantitative data, we deployed and injected the qualitative ones in order to reinforce the results from the quantitative data and the research hypotheses. For the collection of the qualitative data we have used ten questions which aimed to derive the perception and the views of the respondents on the research subject. The ten questions purposefully have common ground with some of the questions of the closed type questionnaire in order to achieve (a) coherency between the qualitative and quantitative data, (b) alignment between qualitative data and the research model, and (c) results alignment

RESULTS, DISCUSSION AND FINDINGS

Measurement model

The below model (figure 1) has emerged naturally from from the research hypotheses as well as from both the quantitative and qualititative data. Initially we have checked the correlation between the dependent and un-dependent variables, based on the significance column in the coefficient matrix. In the first selection, ‘creativity’ is the dependent variable and the predictors are ‘self-motivation’, ‘hierarchy-motivation’, ‘lateral leadership’, ‘hierarchy supporting’, ‘hierarchy incentives’, ‘job satisfaction’, ‘leadership bridging gaps’, and ‘leadership inspiration’ (see table 1). In the second selection, the dependent variable is ‘job satisfaction’, and the predictors are ‘hierarchy-motivation’, ‘hierarchy supporting’, ‘hierarchy incentives’, ‘leadership bridging gaps’, ‘lateral leadership’, and ‘leadership inspiration’ (see table 2)

Figure 1: The Measurement model
Quantitative Research Findings

The quantitative results revealed that the dependent variable ‘creativity’ is driven by two predictors. The first one is self-motivation and the second is job satisfaction. Based on the SPSS results, self-motivation is driven by the inherent will of the employee to be motivated, or perhaps s/he is inspired by the intrinsic incentives or rewards s/he obtains from her/his work and thus her/his motivation level grows more and more. Self-motivation is the process where the employee evaluates her/his performance based on the targets to be achieved, timeline, budget and other critical for her/his evaluation elements. This form of motivation, mainly operates via internal comparison processes, and requires setting personal standards which are able to evaluate the employee performance (Bandura & Shunk, 1981). The dependent variable job satisfaction is driven by three predictors, hierarchy incentives, lateral–shared leadership and leadership bridge gaps. The significance value of all the above mentioned predictors lies below the 0,05, which is the threshold that discloses the relation of the dependent variable from its predictors. More specifically the significance level of predictors’ job satisfaction and self-motivation is 0,019 and 0,018 respectively when creativity is the dependent variable.

Table 1: Creativity predictors and coefficients

<table>
<thead>
<tr>
<th>Model</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>.000</td>
</tr>
<tr>
<td>Hierarchy_Motivation</td>
<td>.223</td>
</tr>
<tr>
<td>Hierarchy_supporting</td>
<td>.545</td>
</tr>
<tr>
<td>Hierarchy_incentives</td>
<td>.791</td>
</tr>
<tr>
<td>Leadership_inpiration</td>
<td>.621</td>
</tr>
<tr>
<td>Leadership_bridgeing_gaps</td>
<td>.225</td>
</tr>
<tr>
<td>Teamwork</td>
<td>.654</td>
</tr>
<tr>
<td>Job_Satisfaction</td>
<td>.019</td>
</tr>
<tr>
<td>Self_motivation</td>
<td>.018</td>
</tr>
</tbody>
</table>

Based on the results depicted above (table 1) there is a positive relation between the dependent variable ‘creativity’ and the predictors job satisfaction and self motivation. The employees perceive the two predictors (job satisfaction and self motivation) as key drivers leading them to creativity. What is
more the significance level of predictors hierarchy incentives, lateral–shared leadership and leadership bridging gaps is 0.004 – 0.001and 0.067, when job satisfaction is the dependent variable.

Table 2: Job satisfaction predictors and coefficients

<table>
<thead>
<tr>
<th>Model</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.015</td>
</tr>
<tr>
<td>(Constant)</td>
<td></td>
</tr>
<tr>
<td>Hierarchy_Motivation</td>
<td>.929</td>
</tr>
<tr>
<td>Hierarchy_supporting</td>
<td>.467</td>
</tr>
<tr>
<td>Hierarchy_incentives</td>
<td>.004</td>
</tr>
<tr>
<td>Leadership_inspiration</td>
<td>.224</td>
</tr>
<tr>
<td>Leadership_bridging_gaps</td>
<td>.067</td>
</tr>
<tr>
<td>Lateral, shared leadership</td>
<td>.001</td>
</tr>
</tbody>
</table>

Based on the above outcome, the drivers which make employees feel satisfied with their job are both leadership and hierarchy. The employees feel satisfied with their job when hierarchy provides them with adequate incentives in order to carry out their job. Furthermore, they praise the leadership styles which bring them closer with their leaders and make them cooperate even better with their colleagues. Hence, based on the above mentioned results, the predictors can drive the dependent variables towards the desired results.

Injecting the Qualitative Research Results: Discussion and Findings

Based on our model and research findings is appears that creativity is highly dependent on self-motivation and job satisfaction. Self-motivation can be considered as an inherent merit of employees which drives them towards creativity. Whereas job satisfaction, is driven by leadership and hierarchy.

Hypothesis 1 and 4 appear aligned with the research findings. Based on the results, leadership can bridge gaps between the regular employees and the superiors, at a level where the employees are satisfied with their job. Following, job satisfaction leads to creativity which can lead both to innovative solutions or efficient problem solving methods. Hence, leadership appears to influence positively both the employees and the superiors in their efforts towards setting goals and working hard to achieve these goals.
Enthusiasm does not appear to be taken too much into account: the majority of the respondents do not come across enthusiasm in their daily working life for the goals to be achieved. However, it turns out that all of them understand the value of being inspired and of demonstrating enthusiasm for the company goals. Unenthusiastic employees are less willing to engage in tasks, they are dissatisfied and perhaps de-motivated.

Hypothesis 2 and 3 seems to be aligned with the research findings as well. Based on the data analysis there is relation between lateral, shared leadership and job satisfaction which in turn leads to creativity.

Based on the qualitative data the employees communicate often with their peers, subordinates and their managers. They either communicate via well-established processes which support effective communication between the employees, or by building both professional and personal relations. The close and constant communication motivates the employees to come closer and supports the adoption and perhaps materialization of creative ideas. The leaders have actively contributed to the cases where they could share knowledge, experience and in general where they could contribute. The leaders have acted like role models and this action has stimulated the employees to act the same. Furthermore, the leaders have encouraged the employees to emphasize more to develop creativity and communication in the organization.

Problems that arise at work potentially disorganize employees and engage more resources to resolve them. Based on the qualitative data below, the problems arising at work are dealt with at the team level, and depending on the complexity of the problem they are then elevated to higher levels within the organization. The employees share their experience, knowledge, skills in order to come up with a creative solution to the problems and adopt a more proactive approach to avoid repetition. What is more, they use the tools, procedures and all organizational means available to solve a problem efficiently and before it escalates. Subsequently, they try to adopt proactive/preventive methods.

Based on the quantitative results the incentives a properly hierarchically structured organization provides leads to job satisfaction, an outcome aligned with the fifth hypothesis. The employees, therefore, are satisfied with their job when they receive either intrinsic or extrinsic rewards. Based on the qualitative data, employees appear engaged in their organisation, and committed to generating new ideas, which could lead to innovative solutions. They are close to their customers, they understand the significance of their needs and they strive to fulfil them. Furthermore, their organisation provides them the tools they need to carry out their job and to become creative.
Communication between employees and their superiors also appears good. Superiors are close to employees, guiding them by sharing the organization's goal and try to help them overcome the barriers they come across in their daily working life. Superiors provide adequate incentives to the employees, both intrinsic and extrinsic. The former are: challenging tasks, close communication, support, good relationship backed up by trust, smart and tangible goals, and constant review of their performance. The latter are: annual bonuses and non-monetary incentives like days off.

Hence, the organization and thus the hierarchy across the various layers of the organization provide adequate incentives, thereby boosting their performance and motivation level. Furthermore, employees feel free to express business related ideas they might have, and this approach seems to be encouraged by their entire organization as well. Furthermore, creative ideas are taken seriously into account and creative employees are rewarded.

CONCLUSIONS & RESEARCH LIMITATIONS

There are several contributors which make the employees feel motivated so as to yield creative solutions. This research concludes that employees in Greece have a positive perception of the motivation and creativity notions, and believe they are essential to the workplace. Moreover, the incentives provided make employees feel satisfied with their job and in turn they become creative. This is something we have seen in the quantitative data analyses and in the qualitative data as well. Further, employees utilize the processes and procedures their organization towards the above ends. Employees have a good relation with and feel close to their leaders, and enjoy cooperating with their colleagues in order to achieve a common goal. However, they miss the enthusiasm element, or perhaps they prefer to utilize their powers otherwise to ‘survive’ in a competitive environment. Evidently, employees have developed self-motivation skills, which often lead them to creativity. First and fourth hypotheses arise to be true, as the employees feel they are close with their superiors, they are satisfied with their job and they work in a creative way which leads them to innovation. Furthermore the workplace is overwhelmed by positivism as the gaps between the lower and higher levels are bridged.

Employees appear to be excited when it comes to cooperating with other peers, subordinates and superiors. They acknowledge the value of lateral and shared leadership where employees with various skills, different expertise, education and seniority level join forces, and they work as a team for achieving a common goal. They prefer to leave aside personal issues and any other kind of barriers which hinder goal achievement, and instead they prefer to work as a team, act creatively towards reaching an innovative solution. So the second and third hypotheses are true as well.
Properly structured organizations support motivation for creativity. Based on both the quantitative and qualitative data, the hierarchy provides adequate incentives to employees to become creative; hence the fifth hypotheses is proven true as well. This outcome shares also some common ground with some of the abilities of the transformational and transactional leaders to motivate the employees for creativity.

Finally the objective of this study and the research hypotheses are aligned with the research findings. Employees perceive the authentic, transformational, transactional leaders as well as the lateral shared leadership as positive styles of leadership, which strengthen their motivation for creativity. Furthermore the employees are satisfied with well-structured organizations which provide them the desired incentives they need in order to become creative. Finally, self-motivation has not been considered by this research, however, from the primary data it emerged that employees are empowered with the inherent merit of self-motivation towards creativity and innovation.

The research has some limitations, largely stemming from as yet unrefined nature of terms and their explicit interrelationship; which also partly constitute further research directions. Further to the obvious limitation of the rather constricted sample, the first limitation stems from the disproportionate focus on larger and multinational organisations, calling for further research with a more distinct SME focus. The second limitation relates to the model’s self-motivation element, which remains unexplored with regards to its drivers and its relationship with creativity and innovation. The third limitation stems from the research’s combination of leadership styles and hierarchy. Further research may focus on a specific leadership style to draw more explicit conclusions. Finally, the qualitative data have given rise to ‘enthusiasm’ as a critical factor of creativity, which is, albeit, insufficiently explored herein and could constitute an enticing area to research.

Overall, the research has successfully interlinked the organizational elements of leadership style, structure, motivation, creativity and innovation, in the specific context of Greek businesses, and at a time when the specific context is characterized by idiosyncrasies stemming from the rather extreme socio-economic conditions. And while this scientific accomplishment lacks the degree of accuracy and refinement to produce absolute and unquestionable conclusions, it does pave the way, setting the foundation for further research to follow.
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ABSTRACT

Ukuthwala involves the act of taking a marriage partner in unconventional ways, seemingly forceful ways, sometimes with the sanction of certain adults who have stake in the possibility of formalising a resulting partnership. “Ukuthwala” is a form of abduction that involves kidnapping a girl or a young women by a man and his friends or peers with the intention of compelling the girl or her family to endorse marriage negotiations. This type of kidnapping has become traditionally acceptable, as long as cultural rules are followed. This study explores alternative views on Ukuthwala as contrary to the community’s perception of justice or the legal convictions of society. Abuses of ukuthwala have clearly perpetrated without the girl’s consent and have proven to have an adverse effect on her education, health and physical wellbeing. Disadvantages of women and girls are a major source of inequality. Women and girls are discriminated against in health, education and in the labour market which are very negative.

The Bill of Rights in chapter 2 of the Constitution plays an important role in deciding whether conduct of ukuthwala is contrary to public policy or the community’s sense of justice and is therefore unlawful. The Constitution guarantees persons who belong to a cultural community the right to enjoy their culture and the right to participate in the cultural life of their choice. However, neither of these rights may be exercised in a manner that is inconsistent with any provision of the Bill of rights and therefore competing rights must be balance.

*Keywords: Constitution, ukuthwala, equality, custom and balancing of rights.*

INTRODUCTION

There is a huge problem associated with the shift and changing meanings, and also with perceptions of ukuthwala. In this study, the researcher is seeking to explore why the practice of ukuthwala has come
under intense scrutiny through a growing number of revelations that young girls have contracted HIV after being forced into marriage.

_Ukuthwala_ is describes as “to carry on head and shoulders or load gripping by the hands” (Doke, Malcolm, Sikakana and Vilakazi, 2008). Other definitions are more figurative and may include a mention of “pregnancy” and “carrying a bride home”. It also includes the concept of taking a partner in unconventional ways. Bennet describes _ukuthwala_ as one of the unconventional methods of “opening marriage negotiations” (Bennet, 2004). “Ukuthwala” is a form of abduction that involves kidnapping a girl or a young women by a man and his friends or peers with the intention of compelling the girl or her family to endorse marriage negotiations (Maluleke, 2009). This type of kidnapping has become traditionally acceptable, as long as cultural rules are followed.

There are multiple understandings of what constitutes _ukuthwala_ in the different cultures, which are themselves contested. There is paucity in the literature on the beautification of women in the African continent. This gap in the literature has motivated the researcher to raise social awareness about the importance of the _ukuthwala_, and its changing meanings from a Southern African perspective. We believe that the study may contribute to African literature – and also the black feminist movement in South Africa.

It is practised among indigenous African Communities in Southern Africa, in various mutations, within the context of many other customary practices related to marriage. Many of these practices are aimed at satisfying the traditional standards or norms relating to marriage, and sometimes unconventional ways of doing so. The practice of _ukuthwala_ is said to be cultural and to have been practiced by indigenous people. However, the way it is practiced currently is illegal and harmful to the wellbeing of young girls (Modisaotsile, 2016).

The overbearing preferences of people who hold traditional or cultural power and control over the lives of young men and women seeking to establish conjugal relationships may linked to some instances of _ukuthwala_. Popular references to _ukuutwala_ as a culture unduly create an impression that the practice is a rigid and formalistic prescript, whereas it was originally devised as optional safety valve against too extreme a parental authority.

This paper seeks to determine whether _ukuthwala_ is a cultural right or a crime perpetrated under the guise of culture. Some of the factors that make the practice occur regardless of the Children’s Act, the impacts of the practice on the educational, economic and social well-being of the child are also discussed.
FEMINIST PERCEPTIONS

Feminism is chosen to form the theoretical framework that undergirds this study. Jane Freedman writes that Feminism is concerned with women’s inferior position in society, and with the discrimination encountered by women because of their sex (Freedman, 2001). Estelle Freedman defines feminism as a belief that although women are inherently of equal worth, most societies privilege men as a group (Freedman, 2003). As a result, social movements are necessary to achieve political equality between women and men, with the understanding that gender always intersects with other social hierarchies, such as the perception held by people, and in particular, patriarchal Zulu men.

This study is located within the feminist theories, which hold that although women are inherently of equal worth, most societies privilege men as a group. As a result, social movements are necessary to achieve political equality between women and men, with the understanding that gender always intersects with other social hierarchies (Freedman, 2003).

The literature shows that the perception of a woman’s body by patriarchy is an issue that is addressed by feminists. Spivak claims that women have been doubly colonised: firstly by their patriarchal culture, and secondly by the colonial regime. Patriarchal culture determines how women should look and dress (Spivak, 1988) Morrison (Morrison, 2012) challenges the male-dominated society and encourages women to know their own inside “free person” – and to not permit anybody to decide “who” they have to be.

Mkhwanazi states that the Zulu culture is used to justify indecent behaviours in the modern world (Mkhwanazi, 2008). This shows how patriarchal cultural men undermine women, and how culture is always in favour of men – even when they are in the wrong. Luvuno suggests that societies should be discouraged to stereotype women and for looking at, and treating women, as the subordinates of men (Luvuno, 2004). This gender regime constructs men as being in the dominant and public position within society and it continually allows violence against women and imposes traditional systems of controlling women in the post-colonial nation-state.

Sandi Schultz organised the Slut Walk protest that took place in Johannesburg to bring awareness of sexual harassment and violence against women perpetrated in public places. Carr states that the Slut Walks is initiated by young Feminists who are furious with victim-blaming, slut-shaming patriarchal cultures (Carr, 2013). Carr posits that the focus must not be on what women wear; but rather it should be on the rape culture (Carr, 2013). Patriarchal custom and tradition often hold the power to determine what is proper and what is not acceptable.

Gender inequality starts early and keeps women at a disadvantage throughout their lives (Worldbank, 2000). Inequality in the lives of women that is deeply imbedded in history, tradition and culture
affects them for the rest of their lives. This also impacts on women’s access to and enjoyment of economic, social and cultural rights (International Covenant on Economic, Social and Cultural Rights, 2002).

Aspects of culture are evident in everything we do in our daily lives - from speaking to eating to clothing - yet to define the term is not an easy task. Local cultures and traditions influence the way the custom of early marriage is practiced in different regions, but the causes and consequences are universal (Marry, 2008).

Harmful traditional practices emanate from the deeply entrenched discriminatory views and beliefs about the role and position of women in society. The role differentiation and expectations in society relegate women to an inferior position from birth throughout their lives. Harmful traditional and cultural practices maintain the subordination of women in society and legitimize and perpetuate gender based violence (Wadesango, Rembe and Chabaya, 2011).

Figure 1: The Women’s Empowerment Cycle from an African Feminist perspective

RESEARCH METHODS

The chosen methodology for this study is qualitative. Qualitative research is concerned with developing explanations of phenomena. It aims to help us to understand the social world in which we live, and why things are the way they are. It is concerned with the social aspects of our world; and it seeks to answer questions about: Why people behave the way they do; how opinions and attitudes are formed; how people are affected by the events that go on around them; and how and why cultures
and practices have developed in the way they have (Hancock, Windridge and Ockleford, 2009). The qualitative research paradigm is relevant for this study, as it assists in understanding the meaning of the phenomenon of *ukuthwala*. It is significant for this study, as it deals with understanding a social issue, which has allowed us to explore how society perceives ukuthwala as a social issue, and how people behave and react towards the practice of *ukuthwala* (Homes, 2015).

The qualitative research methodology is important; as it focuses on words and creating meaning, rather than on mere numbers and statistics. This study is based on creating meaning for the practice of *ukuthwala* and reviewing how *ukuthwala* has been seen throughout the years.

**THE CONSTITUTION**

South Africa enjoys one of the most progressive Constitutions in the world with numerous organisations that work to protect the rights of women and child (Homes, 2015). The values reflected in the Constitution – such as human dignity, the achievement of equality, and the advancement of human rights and freedoms – are crucial in deciding this issue (Section 2 of The Constitution of South Africa 108 of 1996). It is therefore imperative to review the practice of *ukuthwala* and all its consequences, in particular forced marriages and child marriages and the violence which has come to characterise this practice, in light of the Constitution as the supreme law of the Republic (Section 2 of The Constitution of South Africa 108 of 1996). The supremacy of the Constitution is specifically enunciated by the Founding Provisions of Chapter 1. Section 2 of the Constitution provides that the Constitution is the supreme law of the Republic; law or conduct inconsistent with it is invalid, and the obligations imposed by it must be fulfilled. As regards the interpretation of the Bill of Rights, section 39 (3) provides that the Bill of Rights does not deny the existence of any other rights or freedoms that are recognized or conferred by common law, customary law or legislation, to the extent that they are consistent with the Bill (Section 39 of The Constitution of South Africa 108 of 1996).

Moral values that are crying out for renewal in Africa can be summed up in the principles of human rights, democracy and good governance. These are important in themselves because they enable African people everywhere to realise the values of *ubuntu*. This is the moral principle that promotes social responsibility and solidarity, the duty of care, the virtues of sensitivity, selflessness and devotion to duty, and the vision of a society founded on justice and equality. Kofi Annan, the secretary-general of the United Nations, states emphatically that: Respect for human rights and the rule of law are necessary components to any effort to make peace durable. They are cornerstones of good governance. By signalling its commitment to building a society in which all can live freely, a government can demonstrate its commitment to building a society in which all can live free (Annan, 1999).
Snyman puts forward an argument that we must follow a human rights-centred approach. In Chapter two of the Bill of Rights it was stated that the Constitution plays an important role in deciding whether conduct is in conflict with public policy or the community’s perception of justice and is therefore unlawful (Snyman, 2008).

BALANCING COMPETING RIGHTS

On the one hand, the Constitution recognises that South Africa is not a homogenous society. The Constitution guarantees persons who belong to a cultural community the right to enjoy their culture and the right to participate in the cultural life of their choice. However neither of these rights may be exercised in a manner that is inconsistent with any provision of the Bill of Rights.

In relation to girl children, the Constitution considers everyone below the age of 18 years to be a child, and accords to this category of persons (with a few exceptions) the same rights as those granted to adults. Some of these rights are:

- The right to equality which must be read in conjunction with the Promotion of Equality and Prevention of Unfair Discrimination Act (Act 4 of 2000). This Act prohibits, among other things, customary practices that impair the dignity of women and undermine the dignity and wellbeing of girl children; the Act also prohibits sexual harassment.
- The right to human dignity (The Constitution 108 of 1996).
- The right to freedom and security of the person, which included the right to be free from all forms of violence.
- The right to education (The Constitution 108 of 1996).
- The rights of children in section 28, which include the right to protected from maltreatment, neglect, abuse and degradation, and the right not to be required or permitted to perform or to provide services that are inappropriate for a person of that child’s age, or which would place at risk the child’s wellbeing, education, physical or mental health or spiritual, moral or social development. Furthermore and most importantly, the Constitution enjoins everyone to take into account the child’s best interest in very matter involving a child. The Children’s Act elaborates what the principle of the “best interests of the child” entails, providing (for example) that in matters concerning a child, the following factors must be taken into account: the child’s age, maturity and stage of development; and the need to protect the child from any physical or psychological harm (Section 7 of the Children’s Act 38 of 2005).

The right to enjoy one’s culture has been thrown into competition with other rights and inevitably this has led to conflict. The Constitution gives no indication whether other rights supersede cultural
rights; the fundamental rights are not ranked (the Constitution 108 of 1996). The SALRC has considered the interplay between individual rights and group rights in the Constitution, particularly with regard to children, and concluded that:

There can be no doubt that the South African Constitution recognises the importance of customary law to the majority of South Africans. The Commission also accepts the importance of customary law and practices for a very large portion of our population. However, the Commission notes that customary law is recognized as a system of law provided it operates within the broad principles of the Constitution of 1996. Given the fact that the best interest of the child principle in section 28 (Section 28 of the Children’s Act 38 of 2005) is paramount and the individualistic nature of human rights protection, it would seem that the right of an individual child supersedes that of cultural or religious group.

EMPOWERMENT OF WOMEN

The world empowerment is used in many different contexts and by many different organisations due to its widespread usage. A review of definitions of empowerment reveals both diversity and commonality. Most definitions focus on issues of gaining power and control over decisions and resources that determines the quality of one’s life. Most also take into account structural inequalities that effect entire social groups rather than focus only on individual characteristics. Major issues in measuring women’s economic activity include gender-based stereotypes, the employment status of unpaid family workers, the informal sector and rural activities (Vickers, 1997). Bennett developed a framework in which “empowerment” and “social inclusion” are closely related but separate concepts. Social inclusion is defined as the removal of institutional barriers and the enhancement of incentives to increase the access of diverse individuals and groups to assets and development opportunities (Bennett, 2004).

Women contribute to the economy and to combating poverty through both remunerated and unremunerated work at home, in the community and in the workplace. The empowerment of women is a critical factor in the eradication of poverty. In developing countries, industrialisation tends to coexist with agriculture, rather than displacing it. The same is true of family businesses – from farms to small enterprises. In South Africa a vicious circle of debt, inflation, economic stagnation and unemployment has placed the heaviest burden on women.

One of the ways generally advocating is strengthening affirmative action to promote gender equality. Positive steps must be taken to increase the representation of women and minorities in areas of employment, education and business from which they have been historically excluded. Affirmative
action is not about women taking over from men but is a process of sharing and recognising the need to make provisions for equality to all citizens of a country.

Early marriage violates a girl’s right of a future and by doing so perpetuates the feminization of poverty (this is a global trend whereby women increasingly and disproportionately are numbered among those that live in poverty) (Thomas, 2007). It does so by denying a girl opportunities and compromising their development in areas such as education, livelihood and personal growth. Loss of schooling is more likely to reduce the chances of lessening household poverty, as a result of loss of both the education and skills necessary for gaining employment.

Education is the key area where many a child bride loses out when they are married too early. In many areas in South Africa girls are withdrawn at puberty often to undertake domestic duties or specifically for marriage (Grant and Hallman, 2008).

DOMESTIC LAW

In the Republic, customary marriages are regulated by national legislation that was enacted after the advent of constitutional dispensation, and by laws promulgated by the former Transkei, Bophuthatswana, Ciskei, and by KwaZulu and Natal (Schedule 6 of the Constitution of South Africa 108 of 1996). Whether or not the marriage laws enacted by these self-governing territories and independent states should continue to exist, despite the coming into operation of the Recognition of Customary Marriages Act, is an issue beyond the scope of this investigation; the SALRC does not wish to express any view in that regard. The Children’s Act, to the extent that it deals with the marriages entered into by children, will also be considered here (The Children’s Act 39 of 2005).

There are serious gaps in the legislation, particularly in national legislation, which could exacerbate the abuse of ukuthwala. The various laws listed in this paragraph are considered below.

RECOGNITION OF CUSTOMARY MARRIAGES ACT

In view of the fact that ukuthwala is a prelude to a customary marriage and should eventually lead to such a marriage, the essentials of a valid customary marriage as set out in the Recognition of Customary Marriage Act must be complied with (Section (3) of the Recognition of Customary Marriages Act). The Act clearly states that the parties to a customary marriage must be older than 18 years, and that they must both consent to the proposed marriage (Section (3)(1) of the Recognition of Customary Marriages Act). This Act also makes it possible under a number of provisions for people under the age of 18 to conclude a valid customary marriage. The Minister of Home Affairs or a person by him or her grant permission to a person under the age of 18 to marry, if such a marriage is
desirable and in the interest of the prospective spouses (Section 3(4) of the Recognition of Customary Marriages Act). *Ukuthwala* does not meet this requirement or the age requirement and is not a valid marriage arrangement in terms of the Marriage Act or the Recognition of Customary Marriages Act.

**REGISTRATION AND DETERMINATION OF AGE**

The requirement of consent in the Recognition of Customary Marriages Act contains a number of safeguards at ensuring that the parties to customary marriages comply with the essentials set out in this Act. It states that the age of majority is determined by statute law and not by customary law (Section 9 of the Recognition of Customary Marriages Act). The Children’s Act 38 of 2005 set the age of majority at 18. The Children’s Act states that a child is anyone below the age of 18, and that is in all matters affecting a child, the child’s best interest and his or her involvement in decision-making are of paramount importance (Section 9 and 10 of the Children’s Act 38 of 2005).

**CULTURAL PRACTICES**

The attributes of culture are dearly held and valued by the community. Studies have defined culture as a coherent self-contained system of values and symbols that a specific cultural group reproduces over time, which provides individuals with the required signposts and meanings for behaviour and social relationships in their everyday life (Iyanuolu, 2008). The above statement shows that culture is a social heritage which includes all knowledge, beliefs, customs and skills that are available to members of a social group. It is also a source of individual and group identity within a given society (Wadesango, Rembe and Chabaya, 2011). The Children’s Act also makes it clear that children should not be subjected to social, cultural and religious practices which are detrimental to their wellbeing (Section 12(1) of the Children’s Act 38 of 2008).

However, non-compliance with this provision does not attract criminal liability. It also provides that a child below the minimum age set by law for a valid marriage may not be given out in marriage or engagement, and that a child above minimum age may not be given out in marriage or engagement without his or her consent. Failure to adhere to this prohibition constitutes a criminal offence punishable by a fine of 10 years imprisonment or both, in the case of a first offender, and 20 years’ imprisonment in the case of a second offender.

Section 12(2)(a) prohibits giving out a child in marriage. A child subject to *ukuthwala* practice is not in any conventional sense of the word given out (Children’s Act 38 of 2008). These provisions of the Children’s Act which were aimed at preventing forced marriages and child marriages have been
rendered nugatory by the lack of specificity. The legislature did not specify the minimum age of marriages in the Republic. In the context of customary marriages, the provisions of the Children’s Act referred to above should be interpreted to mean that a girl of 12 years and a boy below the age of 14 cannot conclude a marriage at all, and addition to the approval of a marriage by their parents, also consent to the proposed customary marriage. The Children’s Act effectively prohibits the customary marriage of a girl below the age of 12 years, but sanctions the marriage of a girl older than 12 but younger than 18 years, provided she consents. This provision is problematic as it does not contemporaneously require the involvement of an official of the state, nor does it require that such a marriage should be allowed if it would be in the interest of the girl child. Prevention and combating of trafficking in persons and make it punishable to conclude a forced marriage with another person.

COMMON LAW AND STATUTORY OFFENCES

The age of the victim, people involved in the planning of ukuthwala where the consent of the bride is lacking could possibly be prosecuted for offences such as being an accomplice to rape, kidnapping, assault, rape, statutory rape and common law abduction (Snyman, 2008).

VARYING VIEWS ON UKUTHWALA

Ukuthwala is regarded as amounting to the abuse of women. Abduction and kidnapping incidents are often accompanied by violent sexual abuse and therefore perpetuates a form of gender-based violence in the context of a culturally sanctioned patriarchy; and that it entrenches patriarchal power.

Abuses of ukuthwala have clearly perpetrated without the girl’s consent and have proven to have an adverse effect on her education, health and physical wellbeing. Disadvantages of women and girls are a major source of inequality. Women and girls are discriminated against in health, education and in the labour market which are very negative.

Instances of ukuthwala commonly take place during times when men, mainly workers in big cities of South Africa, visit their rural homes. Many cases are reported to have occurred during the festive season as well as during major holidays. On returning to their rural villages, it seems that some men feel a heightened and urgent need to have a wife who will be responsible for domestic chores and fulfilling the man’s sexual needs. Some girls reported that they were beaten and assaulted if they tried to escape. Some were given muti or traditional medicine which weakens them and makes it easier for their abductor to control them. Besides the fact that they may end up pregnant and have to drop out of school, they are also faced with lack of social and economic opportunities. The domestic
demands placed on them often result in unsatisfactory school experiences and poor academic performance. Statistics show that rather than decreasing, the ukuthwa custom is gaining popularity from decade to decade among the adherents of customary law among the Nguni tribes in South Africa (Koyana and Bekker, 2007).

Various reasons exists for the practice of ukuthwa, some of which are arguable strong and weighty. They include: to force the farther of the girl to give his consent, to avoid the expense of the wedding and to speed matter up when the women is pregnant. However these reasons are also suggestive of the fact that the girl or the unmarried women involved is, in some cases, ab ducted without her consent. Culture as a way of life for people, is given a place in our Constitution, but no culture should be above the law (www.awid.org).

The practice of ukuthwa and early marriage is unconstitutional and it is discriminatory against the girl child on grounds of sex and gender.

CONCLUSION

The study shows that Ukuthwa has faced criticism; because it is seen as an ‘unAfrican’ or foreign culture. Ukuthwa is a symbol of an intrusion of colonial ideas, and of the moral degeneration of urban youth, as a consequence of the intrusion. The common man on the street became agitated by this intrusion; and as a result, there are attacks against women.

Men use culture to justify their indecent behaviour, breasts and almost naked. Mkhwanazi clearly states that culture undermines women and is in favour of men, even when they are in the wrong (Mkhwanazi, 2008). Men should not feel entitled to a woman’s body, and think that they have a right to respond to the signals they think a woman is sending.

We believe that, in order for women to be taken seriously by men and culture, women should stand up for themselves and fight against such a patriarchal system. Having regular marches that address issues, such as violence against women, could be a good initiative. According to the South African Constitution, we live in a democratic country, where everyone is supposed to be equal, and sexism should not exist; but in real life, the freedom from colonial regime is replaced by a patriarchal culture that oppresses African women.

What is human dignity and how important is it? Dignity is a proper sense of pride and self-respect, respectfullness or formality in any person’s behaviour and bearing, the condition of being worthy of respect, esteem or honour. It is also described as the state of being worthy of honour and respect (Moloi, 2006).

De Vos states that African men have not internalised the excellent provision in our Constitution that guarantees every woman the right to equality, human dignity and bodily integrity. South Africa
enjoys one of the most progressive constitutions in the world, with numerous organisations that work to protect the rights of women and child (De Vos, 2008). It is intolerable that ukuthwala is being allowed to continue. We need to work harder to highlight the plight of these young child brides and bring pressure to bear to end this practice, which is another form of human trafficking.

Culture as a way of life for people, is given a place in our constitution, but no culture should be above the law (www.awid.org, 2011). The practise of ukuthwala and early marriage is unconstitutional and it is discriminatory against a girl child on grounds of sex and gender. Marriage in South Africa and in other countries, regardless of religion or culture, requires the full consent of both parties. The practice violates the rights of the girl child and endangers her future wellbeing, therefore it should be discarded. Child marriages deprive girls of the opportunity to obtain education which would be helping them live an economically rewarding life in future (Wadesango, Rembe and Chabaya 2011).

There rights to choose their life partners are deprived because they were not given a chance to counter the decision to be married.

REFERENCES

Homes, C. September 2015 Protect girls from clutches of ukuthwala. News/Homepage.


Wordbank, Millennium Development Goals.

LEGISLATION

Children’s Act 38 of 2005.
SHAREHOLDER DILEMMA: WHAT STAKE TO OFFER TO FINANCIAL INVESTORS? PROPOSALS BASED ON FINANCIAL PRINCIPLES

Vashakmadze, T.; Martirosyan, E.; Sergeeva, A.

IBS RANEPA, Moscow, Russian Federation

ABSTRACT

Companies in their growth stage often require sums of money that exceed their operating cash flows. A need for raising funds might be associated with entering new markets, expanding production, acquiring other businesses. Debt and equity are the two main sources of capital available to businesses and each have advantages and limitations.

A sale of ownership stakes to private equity funds and other financial investors is an attractive alternative as far as it does not increase leverage and leads to competitive advantages achieved thanks to expertise and access to capital markets provided by the investor.

Private equity financing requires business owners to find their way solving a number of questions, including a choice between a strategic, financial and operational investor as well as making a decision on a stake offered to him.

Keywords: private equity, financial investors, stake offered to investors.

INTRODUCTION

In the course of its development, a growing company faces a need for external financing for realizing its investment programs.

Various sources of financing are available. Two basic types of funding are debt financing and equity financing. The debt financing options might be limited: bank loans are only available to firms with good credit history and mature sales. Moreover, some business owners feel uncomfortable dealing with banks and deliberately avoid this option. Attracting a financial investor who is eager to provide financing in exchange for a share in business can be considered as a reasonable alternative.

TYPES OF INVESTORS

Generally, there are two types of investors distinguished, namely they are financial and strategic investors. The major distinction between them is the following. Strategic investors besides economic viability are concerned with a strategic potential of a purchase and tend to accept offers not less than a controlling interest. By contrast, financial investors supply firms with capital and they are aimed at
exiting the business as soon as feasible, usually in 5-7 years earning annually not less than 25% return on invested capital.

Financial investors act as providers of sources both operating expenditures (OPEX) and capital expenditures (CAPEX). Primarily financial investors are focused on getting return on their investments. The most important indication of success for them is the price of their shares. The major driver of investment decisions of financial investor is the expectations of the exponential growth of the business within 3-5 years. Financial investors are motivated by capitalization increase and receiving dividends while holding a share. Usually financial investors require the following company’s characteristics: consistent earnings, reasonably high growth rates, effective CEO and management team. They are always on the lookout, searching for willing buyers for their stake. The stock exchange is a common exit strategy.

In its turn a strategic investor is predominantly oriented on long-term investment horizons. They are concerned with a business model itself and its improvement. In the frame of this article we assume that strategic investors do not have speculative intentions and actively participate in managing a business aiming at revenue growth.

Alongside with financial and strategic investors we suggest introducing a notion of operational investors. How can an operational investor contribute to a business? His input may include base of clients, distributors and suppliers with beneficial business conditions, administrative resources. These market players invest in a target company achieving the growth of it as well as the growth of their core businesses. Thus, a target company is an instrument for stimulating growth of the core business that an operational investor holds. However he works on achieving synergy at companies that has aroused his interest.

In this article we describe aspects of business valuation and try to find the way to identify a share that can be offered to a financial investor. Strategic and operational investors are irrelevant for the objectives of this research as far as the owners of fast-growing businesses are often reluctant to attract strategic investors because shareholders are not willing to go out of their business.

**LITERATURE REVIEW**

Attracting a financial investor is an effective tool for increasing business value. Exit strategies have a significant influence on business value and risk to owners of a business. Compared to strategic investors, financial investors are more conservative with respect to the business valuation (Zakharov, 2010). Due to the concentration on achievement of financial goals (high return on investment), and the possible lack of industry experience financial investors are not aimed at acquiring a controlling interest in business. One of the reasons for that is the risk avoidance. Most likely financial investor will...
not be able to manage the business as efficiently as acting team of managers or owners. However, as a rule, a financial investor is interested in getting a share is not less than the blocking.

From the risks point of view the group of financial investors is not heterogeneous. Researchers (Weidig, Mathonet, 2004) stays that each type of private equity investment vehicle has a different risk profile. A direct investment has a total loss probability of 30%. A fund or a portfolio of direct investments has a very small probability of total loss. A portfolio of funds has a small probability of any loss.

In our research private equity funds takes a core place as financial investors. Financial mass media calls private equity funds as “new kings of Wall Street”. These financial investors deal with a wide range of business entities from startups to large corporations.

Significantly, private equity funds provide not only the initial capitalization for companies, but management and operational advice as well (Black, Gilson, 1998). Almost all private equity funds are set as limited partnerships, with private equity firms operating as a general partner (GP) of the funds, and big institutional investors and wealthy individuals providing capital as limited partners (LPs) or passive investors (Harris, 1998). The structure of the relationship between these investors and their fund managers set the base for potential several for investors to monitor an allocation of their investments. Interests of managers and investors often differ. On the one hand investors require managers to use their expertise to maximize the value of their investments. On the other hand, fund managers intuitively might want to shrink responsibility, and hide information or redirect resources for their own benefits. Thus an agent problem is created.

According to researchers, decisions of private equity funds are based on the market timing theory. Ljungqvist and Richardson (Ljungqvist, Richardson 2003) link the timing of funds’ investment to exit decisions, and the returns they earn on portfolio companies, to shifts in the demand for private equity. Following this logic, when investment opportunities improve and the demand for capital increases existing funds accelerate their investment flows and earn higher returns. Rises in supply lead to more intense competition for deals, and private equity fund respond by shrinking their investment programs.

Liquidity of securities may be a parameter that researchers associate with private equity decision-making process. Lerner and Schoar (Lerner, Schoar, 2004) present a model in which a private equity firm chooses the degree of illiquidity of shares to screen for investors with long horizons. The idea of the model is driven by the information asymmetry between inside and outside investors. Illiquidity is approached as a choice variable, which can be influenced by the manager of the fund and allows him to screen for deep-pocket investors. Low liquidity would not scare away long-term investors, but investors who expect to face many liquidity shocks in the future would find these restrictions
irrelevant and therefore would avoid investing. The benefits of having liquid investors become apparent once the firm has to go back to the market to raise new capital.

A number of studies are dedicated to an issue of investment attractiveness of a business. Methodology of Valinurova and Kazakova (Valinurova, Kazakova, 2005) suggests considering fifty-five parameters characterizing an enterprise. These parameters determine the cumulative investment potential and investment risk and then an integral index of investment attractiveness of the business is calculated.

For identifying company’s investment attractiveness there has been developed a number of concepts, including the three-factor model (Sizykh, 2012), which allows to evaluate the investment attractiveness with regard to the preferences of investors in three areas: profitability, risk and corporate governance. Sevryugin’s Methodology (Sevryughin, 2004) evaluates the following indicators of investment attractiveness of enterprises of different organizational forms: financial position, corporate governance and market environment. Financial position of a company is considered by some researchers (Kuznetsov et al, 2004, Krylov et al, 2003) as a core of a set company’s investment attractiveness factors. Among the factors of investment attractiveness of an enterprise researchers also take into account the corporate governance practices, relations with the regions, and a role in the social division of labor (Doroshin, 2005).

Our experience in dealing with financial investors and the literature review have allowed us to create a test that determines the willingness of financial investors to consider business as an investment target.

A sign, that financial investors may be interested in a company is a positive response to the following three questions:

**QUESTION 1. IS AN EXIT STRATEGY CLEAR FOR AN INVESTOR?**

Analysis of an investment target usually begins with an assessment of prospects for exiting the business (exit strategy). A private equity fund analyzes recent transactions in the industry, paying attention to exit ways of financial investors. Even if there are few or no deals, at the moment of entering the business the fund should clearly see an option for making a successful IPO or sale of a share to a strategic investor.

**QUESTION 2. ARE THE BUSINESS AND BUSINESS MODEL SUSTAINABLE AND SCALABLE?**

Revenue model and the model of the company’s profits should be understandable. Lack of ability to multiply (being reused in different environment) the business model, even if it is stable; make the
business unattractive for financial investors.

**QUESTION 3. IS A MANAGEMENT TEAM PROFESSIONAL, AND WHETHER IT HAS A STRONG MOTIVATION FOR ACHIEVING AN EXPONENTIAL BUSINESS GROWTH?**

The managing team need not only to prove its willingness to develop and implement a business strategy, but also be able to find new opportunities emerging in the market and launch new projects. However, in our literature review we have not found an answer to the question of how an owner can determine the share offered to investors. Further, on the hypothetical example we consider a situation that often occurs in practice, and suggest recommendations.

**WHAT STAKE TO OFFER?**

According to a definition provided by International Private Equity and Venture Capital Valuation Guidelines, a fair value is the price that would be received to sell an asset in transaction between market participants at the measurement date.

In order to identify a share to offer, it is important to understand a need in external financing and identify a fair value of equity at a day of negotiations.

Often business owners include into valuation assessment of future investment projects. However, since there is likelihood that investment projects can be launched later, or not implemented at all, the projects can be viewed as call option out of the money (OTM) and, therefore, they have an extremely low price today. Thus, firstly it is important to valuate the business "As It Is", and then take into account the investment projects.

Business valuation "As It Is" allows us to correctly identify a share offered to an investor while business valuation with projects enables an investor see gains in investment projects implementation.

**BUSINESS VALUATION "AS IT IS"**

Suppose you are a food products manufacturer, and in 2013 you received the following financial indicators:

- Revenue – 600 million rubles,
- profitability EBIT - 8%
- required working capital - 10% of revenue,
- loans and borrowings - 100 million rubles,
- income tax rate - 20%.
For annual growth of 10-12% you need net investment (capital expenditures minus depreciation) that amount to 4% of the revenue. You expect that by 2018, due to internal improvements the EBIT margin can be increased up to 10%. Then, the cash flow will be as follows (Table 1):

**Table 1. Cash flow forecast**

<table>
<thead>
<tr>
<th>Million Rubles</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revenue</td>
<td>600,0</td>
<td>660,0</td>
<td>726,0</td>
<td>798,6</td>
<td>878,5</td>
<td>966,3</td>
</tr>
<tr>
<td>Growth rate</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>EBIT</td>
<td>48,0</td>
<td>55,2</td>
<td>63,5</td>
<td>73,0</td>
<td>84,0</td>
<td>96,6</td>
</tr>
<tr>
<td>Profitability EBIT</td>
<td>8,0%</td>
<td>8,4%</td>
<td>8,7%</td>
<td>9,1%</td>
<td>9,6%</td>
<td>10,0%</td>
</tr>
<tr>
<td>EBIT after tax</td>
<td>44,2</td>
<td>50,8</td>
<td>58,4</td>
<td>67,2</td>
<td>77,3</td>
<td>86,6</td>
</tr>
<tr>
<td>Required working capital</td>
<td>60,0</td>
<td>66,0</td>
<td>72,6</td>
<td>79,9</td>
<td>87,8</td>
<td>96,6</td>
</tr>
<tr>
<td>Changes in required working capital</td>
<td>-6,0</td>
<td>-6,6</td>
<td>-7,3</td>
<td>-8,0</td>
<td>-8,8</td>
<td></td>
</tr>
<tr>
<td>Investments</td>
<td>-26,4</td>
<td>-29,0</td>
<td>-31,9</td>
<td>-35,1</td>
<td>-38,7</td>
<td></td>
</tr>
<tr>
<td>Free Cash Flow</td>
<td>11,8</td>
<td>15,2</td>
<td>19,2</td>
<td>24,1</td>
<td>29,9</td>
<td></td>
</tr>
</tbody>
</table>

If the weighted average cost of capital (WACC) equals 18% and exit multiple is 7x EBIT, then the value of the business is 384 million rubles., the cost of equity is estimated as 284 million rubles. (Table 2).

**Table 2. Calculating the cost of equity**

<table>
<thead>
<tr>
<th>Discount factor</th>
<th>0,92</th>
<th>0,78</th>
<th>0,66</th>
<th>0,56</th>
<th>0,47</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discounted FCFF</td>
<td>10,8</td>
<td>11,8</td>
<td>12,7</td>
<td>13,5</td>
<td>14,2</td>
</tr>
<tr>
<td>Terminal value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>676,4</td>
</tr>
<tr>
<td>Discounted terminal value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>321,2</td>
</tr>
<tr>
<td>Equity value (EV)</td>
<td>384,2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loans and borrowings</td>
<td>-100,0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of equity</td>
<td>284,2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**BUSINESS VALUATION WITH INVESTMENT PROJECTS**

Suppose the market provides good growth prospects. If the net investment in business the next two years will amount to 200 million rubles, then from 2016 to 2018, we can expect an annual revenue growth of 45%, and by 2018, EBIT margin of 12% with a projected 8.7 % in 2015. Then the company’s cash flow will be following (Table 3):

**Table 3. Cash flows forecast with investment projects**

<table>
<thead>
<tr>
<th>Million Rubles</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revenue</td>
<td>600,0</td>
<td>660,0</td>
<td>726,0</td>
<td>1052,7</td>
<td>1526,4</td>
<td>2213,3</td>
</tr>
<tr>
<td>Growth rate</td>
<td>10%</td>
<td>10%</td>
<td>45%</td>
<td>45%</td>
<td>45%</td>
<td>45%</td>
</tr>
<tr>
<td>EBIT</td>
<td>48,0</td>
<td>55,2</td>
<td>63,5</td>
<td>102,3</td>
<td>164,8</td>
<td>265,6</td>
</tr>
</tbody>
</table>
Using the described valuation assumptions (WACC=18%, exit multiple=7), then the business value will be 779 million rubles, and cost of equity will be 679 million, i.e., implementation of the investment program will increase the value of the business by 395 million rubles. (Table 4).

### Table 4. Calculating the cost of equity with investment projects

<table>
<thead>
<tr>
<th>Discount factor</th>
<th>0,92</th>
<th>0,78</th>
<th>0,66</th>
<th>0,56</th>
<th>0,47</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discounted FCFF</td>
<td>81,2</td>
<td>66,2</td>
<td>4,7</td>
<td>13,1</td>
<td>26,2</td>
</tr>
<tr>
<td>Terminal value</td>
<td>1859,2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discounted terminal value</td>
<td>882,8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equity value (EV)</td>
<td>779,4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loans and borrowings</td>
<td>-100,0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of equity</td>
<td>679,4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**WHAT MINORITY STAKE TO OFFER TO AN INVESTOR?**

In practice, share will be determined at the negotiations and will largely depend on the balance of forces during them, but if we approach financial investors with an offer of 29% (the necessary investments, divided by the cost of equity with investment projects), such an offer be rejected immediately. The main reason for that is the following. The cost of equity of 679 million rubles we get if a financial investor invests 200 million rubles. Without 100% investment equity share will worth 284 million rubles. Thus, the financial investor should be offered a stake of 41% (the necessary investments, divided by the sum of the cost of equity and the investments required).

As far as the value of a privately held company is subjective category, a share offered to a financial investor (assuming that the forecasted free cash flows accepted by an investor) depends on two factors: risk assessment (WACC) and the exit multiple.

A sensitivity analysis shows the following. If a financial investor believes that the risks in the business are higher than we describe, therefore value the company, using WACC of 20% and the exit multiple of 5 times EBIT in 2018, he will begin negotiations with the controlling stake, namely 54%, as shown in the table below (Table 5). In such scenario, an investor valuates 100% of the equity without investment projects as 173 million rubles.
CONCLUSION

Both debt and equity financing are important sources of capital for business enabling it to fund its operations. Deciding which to use or increase depends on the long-term goals of the business and the amount of control shareholders willing to maintain. Private equity financing and financial investors are the center of attention of this research paper.

In this article, we have described types and motives of investors while acquiring equity interests in a business and proposed solely financial argumentation for calculating the share offered to investors. Major result of the presented research is the concept for finding a size of a share offered the on the basis of financial calculations. This brings us to a recommendation to offer investors a share based not on “feeling”, but on a solid basis of a particular method built on financial principles.
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ABSTRACT
This paper presents a study on the screening and scoring process as part of M&A strategies in Russian and international companies. It is hypothesized that an arrangement of the screening and scoring process in M&A is one of the key factors for the success of a transaction. Successful deal making requires a well-defined strategy. Serial acquirers that dominate the market consider M&A as an extension of their company’s growth strategy. Targets’ screening and scoring within an acquisition strategy develop clear view on prioritized growth opportunities, reflect M&A needs and create a pipeline of priority acquisition targets. All companies set targets for an acquisition on the basis of the corporate strategy. Some omit compiling long lists and short lists, but all companies consider strategic compatibility as a key criterion when choosing a target. A developed strategy sets the basis for elaborating criteria for the targets search, such as location, client portfolio, a range of products or services. The majority of companies adhere to the traditional approach to screening and scoring. Search for potential targets is conducted through analyzing market opportunities, comparing acquiring assets with strategic objectives. Some companies invite external parties such as banks, investment consultants or exploit the internal potential by involving company's business units, which understand the need for assets to expand the business. Companies tend to regularly update their long lists of targets, which requires fewer resources than creation of new target lists each time for a new deal. Some companies constantly monitor and analyze the market.

Keywords: merger and acquisition (M&A), serial acquirer, target company, acquisition screening, scoring, acquisition strategy, Due Diligence.

INTRODUCTION
This paper presents a study on the screening and scoring process as part of M&A strategies in Russian and international companies. It is hypothesized that an arrangement of the screening and scoring
process in M&A is one of the key factors for the success of a transaction.
Serial acquirers amount to 9% of all the companies involved in M&A activities. They dominate the marker in terms of volume of mergers and acquisitions. They build M&A programs around frequent, continuous deal making and achieve notable success through establishing a full cycle of M&A process, focusing on searching target companies and integration process. They accumulate increasing expertise in conducting transactions, thus their best practices in targets’ search have become the ground for a detailed study.
Theoretical part of the article includes case studies of 10 international serial acquirers. The practical part consists of 15 expert interviews conducted with representatives of strategy and M&A departments of Russian and foreign companies. Comparison of information on M&A activity of 10 serial acquirers with practical information obtained from 15 expert interviews proves the similarity of approaches of different companies during M&A.

Case Analysis

There have been selected 10 companies, classified as serial acquirers whose M&A processes are of potential interest for a detailed study and information on the screening process and scoring which has been available in open sources. There companies are: Dow (chemical industry), Tyco (security systems), Polycom and Cisco (telecommunications), Cemex (construction supplies), Mahindra & Mahindra (Automobile industry), Hindalco, Tata Steel (steel industry), Schneider Electric, Kone (engineering industry).

Analysis of Experts Interviews

A search for experts for interviews has been carried out on the basis of the following parameters. An expert needs to be a representative of a Russian or foreign company that regularly makes M&A transactions, have relevant experience in the field of M&A, hold a managerial position, be personally involved in several M&A deals. Some experts asked not to disclose the name of their companies. In order to preserve confidentiality, we pointed out their position and the company’s industry.

<table>
<thead>
<tr>
<th>Company/ expert</th>
<th>Country</th>
<th>Industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Director, Asia Pacific M&amp;A Ca</td>
<td>The U.S.A.</td>
<td>Engineering industry</td>
</tr>
<tr>
<td>M&amp;A Director SE</td>
<td>France</td>
<td>Power industry, Engineering industry</td>
</tr>
<tr>
<td>Business development manager Metso</td>
<td>Finland</td>
<td>Engineering industry</td>
</tr>
<tr>
<td>Chandan Lohia, ex. M&amp;A at Aditya Birla Group</td>
<td>India</td>
<td>Group of companies in metallurgy, construction materials, telecommunications, chemical and textile production sectors</td>
</tr>
<tr>
<td>M&amp;A, TNK-BP</td>
<td>Russia</td>
<td>Oil and Gas, Oil Refining Industry</td>
</tr>
</tbody>
</table>
Serial acquirers have become a center of attention of researchers investigating theory and practice of M&A. Both a high rate of M&A and a high variability of the rate are negatively related to performance. An acquirer’s size, the scope of its acquisition program, and acquisition experience weaken the negative effects (Laamanen and Keil, 2008). According to another research (Kengelbach et al., 2012), multiple deal makers exhibit a 0.4 percentage points lower short-term abnormal return, equal to a $31M shareholder value disadvantage. However serial acquirers can gain proficiency in some specific types of deals.

Developing a screening process for M&A targets is a significant step in creating an efficient M&A strategy (Rosner, 2006). A proactive, structured screening process enables companies accurately assess targets that can advance corporate business strategy. Applying a formal screening methodology involves establishing clear inclusion/exclusion and prioritization criteria, building a comprehensive candidate list, applying the criteria to narrow a group of potential targets, creating in-depth candidate profiles to enable a more informed approach and support the initial due diligence stage. In addition to better M&A performance a well-established screening process provides such benefits as enhanced strategic consistency, opportunity prioritization, effective use of recourses and a framework for ongoing analysis.

Researches highlight an importance of the search period. Analysis of markets and competitors and the search process for potential candidates is the following step after the definition of an adequate strategy. To conduct a value adding search, preliminary search criteria must be determined. These are coherent with the company strategy, organizational form, and goals defined during the planning. The calculation of a target’s strategic fit, synergies, and costs savings is conducted and with effective management. Potential targets are organized and the best fitting target is selected (Gleich et al., 2012). It

<table>
<thead>
<tr>
<th>Expert Name</th>
<th>Company</th>
<th>Industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vasily Migunov, ex-director of M&amp;A, Evraz Group S.A.</td>
<td>The U.K.</td>
<td>Ferrous metallurgy</td>
</tr>
<tr>
<td>Group of companies &quot;Riemer&quot;</td>
<td>Russia</td>
<td>Oilfield Services, Engineering</td>
</tr>
<tr>
<td>LLC &quot;Novaport&quot;</td>
<td>Russia</td>
<td>Investments in airports</td>
</tr>
<tr>
<td>Alliance Oil Company</td>
<td>Bahamas</td>
<td>Oil industry</td>
</tr>
<tr>
<td>Evgeny Volk, head of the strategic development of OJSC &quot;MTS&quot;</td>
<td>Russia</td>
<td>Telecommunications</td>
</tr>
<tr>
<td>Alexander Rantsev, Director of Strategic Development and Controlling, JSC &quot;Power Machines&quot;</td>
<td>Russia</td>
<td>Power machinery</td>
</tr>
</tbody>
</table>

Table 1. A list of experts for the research
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is reasonable to take time for an adequate evaluation of a target and review the potential seller company on its fit into an acquirer’s strategy and consider potential alternatives (Boos, Heitger, 2005).

CASE STUDIES

Serial absorbers’ influence to the M&A market

Companies use M&A as a tool for non-organic growth to increase profits, market share and gain competitive advantages. M&A statistics over the last 10 years shows that more than half of mergers and acquisitions turn to be unsuccessful failing to reach their objectives.

However, serial acquirers refute the statistics. Research of Accenture consulting company (Kubel D., Langthaler, 2011) conducted between 2003 and 2009, showed that the serial acquirers have a significant impact on the market. 9% of all the companies involved in M&A activity are serial acquires (Figure 1). They implement 1/3 of the number of transactions and accounted for a half of the total volume of transactions in the market.

Figure 1. M&A Activity by the types of companies
Moreover, Accenture conducted a large-scale study of 2500 M&A in 110 different companies from 2007 to 2009. The sample included serial acquirers, companies what regularly implement M&A transactions. The study found out that the market is dominated by serial acquirers. Typically, serial acquirers make large transactions. Average transaction of serial acquirers is larger by 28% in comparison with other companies (Figure 2).

*Figure 2. Volume of M&A deals*

European serial absorbers companies are more likely to make cross-border transactions in emerging markets, which account for more than half of M&A in the BRICS countries. In 2003-2009 they closed 27% more mergers and acquisitions than any other company (Figure 3).

Serial acquirers are experiencing considerable difficulties. To maintain the flow of transactions, companies need to handle multiple transactions at the same time and manage a portfolio of projects at all stages of the transaction. However, some of the processes of serial acquirers can be improved. The majority of companies in Accenture’s study are very strong in the traditional M&A process, namely in developing a strategy and managing a deal. But they are weak at the post-merger integration and the effectiveness management of M&A.

*General Characteristics of the Screening Process*

Among a variety of suitable targets a well-established rigorous search mechanism of target companies defines the ones that match the customer requirements best. The key to success in the targets search is a clear definition of the basic principles and criteria for screening within the frame of a company’s M&A strategy. However, the criteria for screening are specific for each company and each transaction. Today acquirers are interested in the stability of a business model, competitive advantages of target companies and successful management of the post-merger integration. Furthermore, they evaluated M&A
transaction in terms of risk. Financial institutions and business development specialists involved in the development of a target search methodology help to improve the efficiency of the process eliminating obstacles in the deal’s implementation. The strategic compatibility and companies suitability after a deal are considered as critical factors in the M&A analysis. Qualitative and quantitative screening criteria are used to compare and evaluate possible strategic fit between the two companies.

The formal screening methodology includes 4 steps (Figure 4) and starts with defining clear inclusive/exclusive criteria for selecting and prioritizing target companies. Secondly comes drawing up a long list of potential targets. The next step is applying the search criteria to shrinking the long list. And finally an acquirer selects the most attractive companies to acquire.

**Figure 3. Screening stages**

**M&A Strategy as a Continuation of the Company’s Strategy**

An acquisition strategy is being developed on the basis of a company’s overall strategy that reflects the desired goals is the first step in the M&A process. After defining the strategic objectives a company’s management need to formulate a set of strategic business alternatives. For the implementation of a selected alternative a company may combine in different proportions both types of growth, organic and M&A. For example, CEMEX combines internal business growth with strategic acquisitions and capital investments. And Dow Chemical is developing mainly due to active M&A activities capturing new markets, technologies and gaining access to new customers. In total, the company has acquired more than 200 businesses from 1983 to 2009. As well as Kone that implements 20-30 acquisitions a year, of which 6-8 of transactions exceed the value of 5 million euros.

The M&A process consists of 5 stages (Figure 5). The process starts with a decision on the strategic fit of the transaction and planning its milestones. Than a company runs screening and scoring of the wide range of potential targets for acquisition in order to narrow the list of the target companies. An acquirer negotiates and familiarizes himself with target companies and harmonize conditions of the deal. The next step is Due diligence (DD) that forms a clear picture of the investment’s object, provides an assessment of the company’s financial status and comprehensive study of its activities. Finally comes a stage of closing the deal.

**Figure 5. M&A Process**
Serial acquires have achieved considerable success through alignment of the full cycle of M&A process, focusing on technology of searching suitable target companies and post-merger integration practice.

The Objectives of M&A Deals

Companies’ objectives in M&A differ according to the chosen business strategy. High-tech companies such as Cisco, Tyco and Polycom are usually aimed at new technologies and the expansion of the product line. For instance, M&A deals aimed at gaining access to new technologies are an integral part of the Cisco’s strategy. This strategy was unique for the market of high-technology companies as far as the majority of market players perceived an appeal to the external sources new technologies as a sign of weakness. Cisco is also considering M&A transactions as a way to protect rare intellectual assets. M&A strategy of Polycom was aimed at expanding the product range of cloud services. While choosing targets for the acquisition attention was paid to a development team and engineers that can improve R&D capabilities of the company. Tyco in the selection of potential targets paid the prime attention to the product line, which could complement or improve its own range of products.

M&A objectives of companies from emerging markets such as India Hindalco and Tata Steel can form a separate group. Indian companies make M&A transactions with a long-term strategic bias. Through takeovers companies are gaining access to technology, knowledge and competencies necessary for the implementation of their strategy. Determining their weaknesses, Indian companies are selecting M&A targets to eliminate their weak spots. The deal with Novelis has allowed Hindalco to become a global leader in aluminum rolled products. Moreover, it would take Hindalco 10 years of its own research to develop high quality aluminum production technology by itself. Tata Steel after acquiring Corus Group has become the fifth largest steel company in the world, up from 56th place. With the help of M&A transactions it has united access to low-cost steel production with access to highly developed global markets of automobile manufacturers in Europe and the United States. An advantage of these M&A deals for both companies has become a supply of raw materials (steel and aluminum) to Western partners, that make the final production, and their manufacturing facilities are located close to the European consumers. Also, Indian companies have benefited from access to new advanced technologies and R&D competencies.

CEMEX’s aggressive acquisition strategy has begun with purchasing of local companies aimed at becoming the largest cement producer in Mexico. When the company gained M&A competencies it has launched its international expansion in developing countries with a similar culture and language. After Spain CEMEX entered the Latin American market, where knowledge of the specifics of developing
countries, a similarity of language and culture have become advantages over European competitors. Global expansion has been reducing fluctuations of operating performance indicators in the regions of presence.

Dow used M&A deals mainly in order to improve its position in the market of specialized chemical products of a high demand. At the same time it created joint ventures for the purpose of diversification and risk mitigation. The company located its most mature business in regions with high growth rates, at the same time benefiting from the fact that it had access to cheap raw materials by working with local partners.

A table 2 summarizes purposes of M&A deals, which have been identified in a study of 10 companies. On the basis of the study of 10 serial acquirers, 3 key reasons for M&A can be pointed out. The major reasons are to enhance and extend a product line, acquire new technologies and R&D capabilities, geographically expand and access new markets and customers.

<table>
<thead>
<tr>
<th>A company’s name/ Purposes of M&amp;A</th>
<th>CEMEX</th>
<th>Cisco</th>
<th>Tyco</th>
<th>Polycom</th>
<th>Dow</th>
<th>Kone</th>
<th>Schneider Electric</th>
<th>Tata Steel</th>
<th>Hindalco</th>
<th>Mahindra &amp; Mahindra</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Expanding geographical presence and access to new markets</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>2. Extension of products and services range</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>3. Access to new customers</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>4. Acquiring technological competences, access to R&amp;D</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>5. Getting qualified personnel</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>6. Improvement of productivity and efficiency of an acquirer</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>7. Strategic long-term investments</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>8. Acquisition of large companies for restructuring</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
</tbody>
</table>
9. Contributing to infrastructure and resources of an acquiring company

10. Cost reduction

11. Acquiring attractive assets at a low price during a crisis

Table 2. The objectives of M&A deals

Channels of Information for the M&A Targets Search

There are several ways for serial acquirers to find potential M&A targets. The main way of drawing up a long list of target companies is a focused search based on specific criteria in accordance with the M&A strategy. Also a company can create and regularly update a database of potential targets for acquisition in order to pick one of them at the appropriate time. For example, Schneider Electric, Dow Chemicals and Mahindra & Mahindra used to define potentially interesting targets and monitored the actions of competitors in the market in order to take advantage of the economic difficulties of target companies and initiate M&A.

Often an initiative for an acquisition comes from business units of companies. For instance, the Polycom managers through communication with customers, suppliers, strategic partners have determined which products or technologies the company is lacking and what target companies have necessary competences. A Kone provides its affiliates with the power to compile a long list of potential targets, as far as its local representatives had more information on competitors and market conditions in the regions.

Usually investment banks provide assistance in finding targets for mergers and acquisitions have investment banks.

And finally one of the most common methods of obtaining information on targets for a takeover is receiving offers from small companies working with serial acquirers.

The study reveals 5 main channels of information on potential targets, including directed target search by the set of criteria, database creation, business units of a company, investment banks, small companies associated with the larger ones.

Criteria for the Screening Process

While planning objectives and the results of M&A transactions a company need to define the criteria for screening and scoring, which suit its M&A strategy. One of the most important criteria for selecting
targets for M&A transactions is a strategic compatibility of an acquirer and acquiring companies. Unsuitable companies can be identified at an early stage of the screening before wasting significant resources on a transaction that is lacking in prospects.

As a rule, companies assess the strategic fit considering compatibility of the potential targets with the strategy of the company as well as specific screening criteria, including the feasibility and difficulty of the integration process. Also, challenges and risk factors that need to be considered are defined for each M&A target. The most common selection criteria correlate with the objectives of the M&A strategy and are linked to the range of products and services, technological base and operations geography of a target company.

For example, Dow has a comprehensive approach to the selection process. A target company needs to suit the strategy, the spirit and vision, be in a good financial condition, discover new advantages and create value for shareholders. The company also needs to be suitable in terms of strategic vision in the field of technology, geography, business model, market position and product line. High-tech companies such as Cisco, Tyco, and Polycom, primarily looking for acquisition targets on the basis of the range of products and services to strengthen their market position. Important screening criteria for them are were innovative and progressive technologies of target companies, that are supposed to enhance their own potential.

Moreover, while searching for targets of M&A some companies pay much attention to specific screening criteria. For Tyco, a target’s ability to increase its income quickly after M&A was an important screening factor. Polycom was getting involved into M&A only if it can be implemented within two quarters. Expanding the geography of its operations Kone chose markets that were not dominated by large companies in order to be able to take a leading position there. Indian companies, Tata Steel and Hindalco, was choosing targets of acquisitions primarily on the basis of synergy effects and high technological competence. The geography of production and sales of the target company were key factors that would allow them to gain access to developed markets. The majority of Mahindra & Mahindra acquisitions were made during an economic downturn.

The table 3 provides a summary of the screening criteria for M&A transactions, which have been identified in a study of 10 companies. Serial acquirers are looking for targets considering a variety of criteria. The table reveals the most important of them for specific companies.

Systematic screening process improves the chances of success in mergers and acquisitions. Most of the harmful factors that can destroy the value of an acquirer can be identified at an early stage and a waste of considerable resource on the wrong acquisition can be avoided. Deloitte identifies several “red flags” to filter the list of targets:
• Incompatibility of the accounting reporting, procedures and rules. The screening needs to consider standards of financial statements - IAS, GAAP;

• An impact of the transaction on the Balance Sheet and Profit and Loss Statement of an acquirer. It is important to identify how the deal will influence the Balance Sheet and EPS, how differences in accounting standards will be regulated;

A company’s name/
Screening criteria

1 Strategic compatibility

2 Specific products and services range

3 Certain technological competence

4 Innovation (technology, products, business model, etc.)

5 Market leadership

6 Location and geography of operations

7 Potential to dominate a particular market

8 Linguistic and cultural similarities

9 Poor infrastructure

10 Good financial condition of the target company

11 An economic downturn

12 A pace of an acquisition
13 Synergy effects

Table 3. Criteria for screening

- The next point is taxation. The understanding of tax accounting structure of a target company may have a significant impact on the amount of taxes paid and cash flows;
- The size of investments in a target, including direct transaction costs and investments into the working capital and the development of the company after M&A;
- An analysis of target’s liabilities, some of which may not be reflected in the balance sheet;
- A comprehensive approach to risk analysis, which also includes the collection of information on the management of the target company;
- Operational and financial “red flags” that are a number of key customers and suppliers, and the company’s dependence on them.
- A sharp improvement in the operating performance of the company represented by a short-term increase in sales, profit and cash.

The earlier potential hazards are identified, the less risk of picking a wrong M&A target is. The main criteria for screening targets, selected on the basis of the study of 10 serial acquirers include strategic compatibility, the necessary range of products and services, availability of the necessary technological competence, geography of operations and a target company’s customer base. In the analysis of activity of 10 serial acquirers it was found that the companies did not have a unified approach to the search of targets for M&A. But the majority of cases have shown the dependence of criteria for the target search and a firm’s M&A strategy.

Some companies prefer to buy market leaders, while others, on the contrary, go to markets where there are no major players. For some companies distribution channels and a target’s customer base are important, others acquire advanced technology and skilled technicians.

The study has indicated that the majority of companies tend not to disclose the information on the screening and scoring process in their M&A activities.

EXPERT INTERVIEWS

General Provisions

In the majority of companies in this study a process of M&A fits an overall business strategy of inorganic growth. Business units may get involved into the global strategy development and determine what competencies the company needs to improve on. This is the case of Caterpillar or Schneider Electric. In other cases the head office forms the strategy and communicates it to all departments. This
is how Evraz Group S.A. acts. All companies in the study choose M&A targets, if the deals correlate with the goals of the global strategy that reflects a geographical factor, promising industries, certain range of products and services. If a company has a less deep approach to screening that is based on current market opportunities, like Evraz Group S.A., this can later lead to erroneous from a strategic point of view acquisitions. In general, for Russian companies in the study, except the Group of Companies "Riemer", it is more common to have less rigorous approach to M&A deals in comparison with foreign entities. One of the main constrains for Russian companies is the lack of market information and companies’ reports while some published communication materials may be uninformative. Companies in the oil industry as TNK-BP, have their own peculiarities in a search for M&A targets, due to the limited market offer. Indian company Aditya Birla Group shows an in-depth approach to M&A deals. Each transaction of this company is made strictly on purpose to expand existing facilities or acquire specific skills for enhancement current business.

The amount of M&A Deals

Sometimes companies are carrying several M&A projects simultaneously and do not complete a part of them. For instance, Metso may have up to 5 ongoing projects in different lines of business. The reason for quitting or delaying a deal may be disagreements on value of business between a buyer and a seller, additional information received after due diligence, better offers received from competitors, etc.

<table>
<thead>
<tr>
<th>Company</th>
<th>M&amp;A deals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caterpillar</td>
<td>10 transactions per year on average, 5 transactions in 2013</td>
</tr>
<tr>
<td>Schneider Electric</td>
<td>About 50 transactions from 2010 to 2013</td>
</tr>
<tr>
<td>Metso Oyj</td>
<td>3-4 M&amp;A transaction per year on average</td>
</tr>
<tr>
<td>OJSC &quot;MTS&quot;</td>
<td>5-7 transactions per year: 9 deals in 2010, 18 deals in 2011, 7 deals in 2012</td>
</tr>
</tbody>
</table>

Table 4. The amount committed M & A transactions

Channels for receipt of information about the

Among all sources of information about the targets for the acquisition there can identified two main channels. Namely they are company’ units and external consultants as well as investment bankers. Business units have relevant information on the market that is suitable for initiating M&A process. Moreover, suppliers and distributors can also be source of M&A offers.

<table>
<thead>
<tr>
<th>Company</th>
<th>M&amp;A deals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caterpillar</td>
<td>business units, investment banks</td>
</tr>
<tr>
<td>Schneider Electric</td>
<td>business units, investment banks, direct offers from the sellers and partners</td>
</tr>
<tr>
<td>Metso Oyj</td>
<td>business units, information about players of the market, suppliers and distributors, consulting firms and investment banks</td>
</tr>
<tr>
<td>Aditya Birla Group</td>
<td>recommendations of companies that are parts of the conglomerate, banks,</td>
</tr>
</tbody>
</table>
associations, public reports

TNK-BP  potential targets are known in advance, the market is well-known
Evraz Group S.A.  offers from banks, the company channels, market opportunities analysis
Group of companies  initiative of the shareholders and the company’s management
"Riemer"
Alliance Oil Company  market research, an offer from investment banks, owners of companies
LLC "Novaport"  market research
OJSC "MTS"  market Information
OJSC "Power Machines"  market analysis, offers from the owners of companies

Table 5. Channels of the information about M&A targets

<table>
<thead>
<tr>
<th>A company</th>
<th>M&amp;A Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caterpillar</td>
<td>Duration of M&amp;A process From approval of a target till signing an agreement of intent - 6-9 months</td>
</tr>
<tr>
<td>Metso Oij</td>
<td>From 4-6 months (in case of no difficulties) up to 1.5 years</td>
</tr>
<tr>
<td>TNK-BP</td>
<td>Up to 2 years</td>
</tr>
</tbody>
</table>

Table 6. Duration of M&A

Department of M&A

Although not each company has an M&A department, but all companies have units or specially designated employees, who are responsible for these functions.

<table>
<thead>
<tr>
<th>A company</th>
<th>M&amp;A Department</th>
<th>Number of employees involved</th>
<th>Areas of responsibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caterpillar</td>
<td>Yes</td>
<td>20</td>
<td>- internal consulting division for the entire company;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- support business units of the company in all matters connected</td>
</tr>
</tbody>
</table>
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with the M&A process;
- consulting services for business units dealing with joint venture creation, strategic alliances

Schneider Electric No 8 (M&A team) - Corporate Strategy Division is responsible for screening targets, an assessment of the strategic relevance and feasibility of a deal;
- M&A team reports to CFO and is responsible for M&A from choosing a target till finalizing the deal.

Metso Oyj No 2 (constantly focused on M&A) - Corporate Strategy Department is responsible for transactions support. The Department includes a sub-team specializing in M&A;
- Functions are flexibly allocated within the Department, and powers, employees are involved in M&A processes 40-50% of their working time;
- the department supports the entire process and get stuff from business units involved at different stages.

Aditya Birla Group - A team from a Corporate Strategy Department performs functions of M&A support.

TNK BP Yes 3 employees M&A Department collaborates with relevant business units, holding coordinating functions at all stages involved in a deal

Evraz Group S.A. Yes N/a An M&A department supports deals but it does not searching target companies

"Novaport" LLC No – - A Corporate Finance Director and an analyst deal with M&A processes in the company;
- Shareholders are involved in M&A process.

"Alliance Oil Company" No – - A Business Development Department represented by 2 employees is in charge of the M&A targets search;
- During a deal the Department works closely with other entities in the company.

"MTS" OJSC No – M & A functions are performed by the Department of Strategic Development

Table 7. M&A department in companies and its main functions

At Caterpillar the M&A department has all the functions of consulting and transaction support. At Schneider Electric this process is divided between a Corporate Department, assessing the strategic
feasibility of a transaction, and an international team of 8 professionals who directly carry out all stages of a deal. In Metso an M&A function belongs to a team within a Corporate Strategy Department. The number of staff members involved depends on the number of projects in work. Department of M&A company Evraz Group S.A. does not deal with a search for targets except cases where offers received directly from banks.

*Compiling long list and shortlist*

Not every company from our sample has a well-established procedures and rules for building up the list of targets.

- **A company**Formation of a long list
- **Caterpillar**Defining potentially interesting companies in 8 key sectors of the economy
- **Schneider**No long list, target companies are identified by the company’s business units. There is a list of interesting targets that are regularly being monitored
- **Metso**Company continuously monitors the industry and related sectors, tracking major players and competitors
- **Aditya Birla Group**A dynamic long list of targets, containing 60-70 companies with a description of market activities and main characteristics. There are 3 criteria: manufacturing capabilities and potential synergies, MCap, financial multiples. A separate long list is created for each industry.
- **TNK-BP**A long list of potential target companies is pre-determined based on the market and its key players.
- **Evraz Group S.A.**A long list is compiled on the basis of raw materials and production base of companies.
- **Group of companies "Riemer"**A search of companies is divided by 3 groups of competencies: drilling, production and servicing of downhole equipment and construction assets. The long list exceeds 100 items.
- **LLC "Novaport"**There is a long list of 15 companies chosen by such characters as passenger traffic, geography and availability for M&A
- **Alliance Oil Company**Continuous monitoring of potential 200 targets with an annual increase of 15-20 offers, mainly small oil companies and oil fields. The criteria to include a company in the list: the volume of oil and gas reserves, the price factor.
- **OJSC "MTS"**A list includes 20 potential companies. The criteria to include a company in the list: valuation multiples EV / EBITDA = 5,5, EV / Sales = 2,3, the city’s population is 200 thousand or more, the company’s market share is at least 20-30%, good financial performance.
- **OJSC "Power Machines"**A list consists of strategically relevant companies based on their financial and economic condition.

*Table 8. Criteria for a long list*
The process of target selection may be based on the current market offerings. Or, alternatively, target selection is carried out in line with a strictly developed methodology. It is a common practice to combine these two approaches while compiling a long list. For instance, Metso monitors only potentially interesting companies within the industry, but does not initiate a global search.

Another reason a company may be reluctant to conduct a large-scale search is a familiar market and well-known market players. This is the case of an oil industry and TNK-BP. In 2010, Caterpillar identified key markets through the study of the profile of buyers, with whom it was willing to collaborate. In order to evaluate the key characteristics of target companies, there was developed a system of indicators for industries and companies. An industry-oriented system checked the growth rate and profitability, while a companies-oriented system checked a market share, growth rate, regional coverage, competence of employees. The Russian Group of companies “Riemer” also has a detailed approach to creating a long list of targets for M&A. The company defines three key competencies: drilling, production, and servicing of downhole equipment and construction assets. Aditya Birla Group has a similar systematic approach to form a long list has a company, conducting a weekly monitoring companies in the list and monthly producing peer reports. Schneider Electric does not create a long list, considering it a waste of time, because a lot of companies in its potential list cannot be sold and the list of potential targets includes thousands of items.

In the study, companies didn’t point out a geographical position of the target as a separate factor, since it is part of the overall strategy of the company and it is taken into account when searching for targets.

According to the study, while transforming from a long list of targets to a short one the key criteria for selection is the availability of a company for a deal and the possibility to implement a transaction. Obtaining a precise response from a target company is possible by establishing a primary contact or determining its owners.

The lack of information for a decision on further detailed analysis of the company remains a challenge while converting a long list into a short one. Especially it is a complex issue if a target is a non-public company or a market is not studied enough. In such cases, companies use all available resources to gather more information. They involve employees, contractors and exploit materials from open sources. At the same time, companies engage consultants who gather all the necessary information.

TNK-BP’s approach to the selection of targets for an acquisition is based on the strategic objectives and by comparing offers available on the market. An important role was played by political factors since oil production can be attributed to strategic sectors of the economy. However, a smaller oil company focused on the Russian market, Alliance Oil Company, runs an ongoing analysis of the market focusing on changes in oil prices and its transportation costs. A long list is based on financial analysis and a
A short list is compiled as a result of more detailed calculations. An approach of Evraz Group S.A. differentiate itself from common practice by the lack of clear criteria for the transition from a long list to a short list. Targets are selected on the basis of market opportunities and prospects of the deal. The main criteria for the company are the following: infrastructure, being close to customers and potential demand for the product on the market. Return on the acquired assets need to be no less than 20% per year. However, the choice of targets is usually closely linked to a strategy of development of the company and is aimed at the creation of a vertically integrated system and the improvement of the transport system.

Generally, compiling of a list of potential targets for a takeover companies focus on industry-specific criteria. For instance, for oil companies these criteria are the amount of oil reserves, production costs and NPV of the project, while telecommunication companies concerns about the city’s population and a base of subscribers.

Metso is leading several projects at the same time despite choosing one target. The large scale of business and different areas of its acquisition interests make it reasonable for the company to manage several M&A processes simultaneously. Aditya Birla Group, as well as other Indian companies such as Hindalco and Tata Steel, determines the criteria for acquisition on the basis of specific parameters for the company’s current needs. This is typical of companies from India to choose a target on the basis of its strengths.

A company | A criteria for a short list composition
--- | ---
Caterpillar | A product range and a rate of differentiation; the skills of the management team; a technological base, a cycle of a business; intellectual property; compatibility with the Caterpillar distribution network; R&D capacity; synergy opportunities.
Schneider Electric | Stage 1 - ranking and evaluation of targets by the company's business divisions with the involvement of the Department of Corporate Development and Corporate Strategy;
 | Stage 2 - using the general criteria of the investment attractiveness, industry specific criteria.
 | A list includes 5-10 companies on the basis of geography and product line.
Metso | Strategic compatibility in products and services; company’s size does not exceed the financial capabilities of Metso; company is available for sale; environmentally friendly companies; profitability and operational efficiency improvement of an acquired assets after becoming a part of Metso.
Aditya Birla Group | Each company is selected strictly for specific needs
 | Financial and non-financial aspects are evaluated on the basis of all available public information about it. Comparison of costs of building a similar business from the scratch and M&A; financial forecast of a target company before and after the acquisition; changes in the market position of a target company before and after the acquisition; synergy effects.
Short list depends on offerings on the market; reaching new markets through M&A; financial attractiveness of the company (NPV); volume of inventory; political factors.

Shareholders' selection of target companies; market research; comparison of costs of building a similar business from the scratch and M&A.

Stage 1 - studying companies from a long list considering 7 criteria: type of production/services; scope of activities; geographical factor; production capacity; major clients (customers); shareholders; financial results.

Stage 2 - 3 ranking criteria: an opportunity to acquire control in the shareholders capital; operational efficiency; detailed competency analysis.

Availability for M&A deal - readiness for sale; a price factor.

Financial modeling, evaluation of the production profile, CAPEX, OPEX.

Availability for M&A deal - readiness for sale.

Strategic relevance of business, financial and economic condition of the company.

Table 9. The criteria for the short-list

The interviews with experts from Russian and foreign companies that are directly involved in M&A transactions reveal practically oriented issues expanding the base by adding new theoretically relevant information and relevant experience. The conjunction of both parts of the study provides a comprehensive look at the process of merger and acquisition.

Firstly, all companies set targets for an acquisition on the basis of the corporate strategy. Some omit compiling long lists and short lists, but all companies consider strategic compatibility as a key criterion when choosing a target. A developed strategy sets the basis for elaborating criteria for the targets search, such as location, client portfolio, a range of products or services.

Secondly, the majority of companies adhere to the traditional approach to screening and scoring. Search for potential targets is conducted through analyzing market opportunities, comparing acquiring assets with strategic objectives. Some companies engage external parties such as banks, investment consultants and contractors or exploit the internal potential by involving company’s business units, which understand the need for assets to expand the business. Companies tend regularly update their long lists of acquisition targets, which requires fewer resources than creation of new target lists each time for a new deal.
Thirdly, the general screening criteria include sectorial and geographic filters, the possibility of acquiring a target company, a more detailed valuation of operating assets, its financial condition, as well as a price cap of the acquirer. Some companies constantly monitor and analyze the market. When ranking the companies and compiling a short list many acquirers face a problem of a shortage of information, especially if the target is non-public, or belongs to an insufficiently explored industry such as logistics. If an availability of a target company for sale was not examined at the stage of drawing up a long list, this criterion is beginning crucial for a short list. Also, at this stage, companies valuate targets and assess multiples and conduct peer analysis.

Analysis of case studies and expert interviews contains key indicators and approaches for screening and scoring target companies for acquisitions, but these methods are not a universal solution. Companies belong to different industries and countries, manage deals that differ in terms of volume and scale. Described approaches can be used as a theoretical base and practical examples of M&A process, but not as a template. A key to success in M&A is a company’s understanding of its development trajectory and generating necessary competences, which, in turn, are associated with the corporate strategy.
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ABSTRACT

This paper sought to explore factors affecting the termination of networks among firms. Starting from previous literature contributions, the study classifies factors influencing inter-firm relationships duration into six main groups: 1) Prior experience, 2) Goals definition, 3) Partners compatibility; 4) Risk / return balance; 5) Governance mechanisms; 6) Soft items.

Results show a lot of different factors that in several ways can drive network failure. Some of them are “hard” factors such as (governance mechanisms) whereas others can be considered as “soft” factors (building trust initiatives). Added to this, results show that factors affecting networking termination are not positive or negative in an absolute way, on the contrary, their effect is relative, in other words they can play a positive or negative role depending on the specific context they act in.

This paper contributes to the existing literature mainly focused on alliance termination, by providing a taxonomy of factors also relevant to interpret inter-firm networks ending. At the same time the study has managerial implications tied to the detection of potential risk factors and the consequent potential prevention of their transformation into negative outcomes.

Keywords: networks, alliances, inter-firm relationships, termination, network longevity

INTRODUCTION

Growing competitiveness, technological turbulence and the emergence of new markets have deeply affected the world business economic situation and the key value drivers of competitive advantage. Within this new and volatile environment, inter-organizational networking can be a key strategy by which to explore and exploit opportunities for growth and success (Gomes-Casseres, 1994). Inter-organizational relationships are driven by many needs, for example, improving production efficiency, sharing research and development skills, and gaining access to new resources and markets. Each of these aspects has become increasingly important, particularly for small to medium enterprises,
whose resources are often significantly constrained (Burt, 1997; Ahuja, 2000; Davies, 2009; Håkansson et al., 2009).

In this context, alliances and networks have been leading research topics for management scholars. Although a large number of studies have focused on creation (e.g., Gulati, 1995; Mitsuhashi & Greve, 2009), governance (e.g., Kale et al., 2002; Saxton, 1997), and performance of inter-firms organizations (Cantele & Vernizzi, 2015; Cantele & Vernizzi, 2016), only a few have investigated alliances and networks termination (e.g., Serapio & Cascio, 1996; Abodor & McMullen, 2002; Reuer & Zollo, 2004; McCutchen et al., 2008; Sadowski & Duysters, 2008; Pangarkar, 2009; Rooks et al., 2013; Cui 2013; Dan & Zondang 2015). In particular, the literature on termination is usually referred to strategic alliances (and thus mainly to dyadic relationships), while business networks have specific features that have not been extensively studied yet.

Nonetheless, a lot of scholars have pointed out that alliances and networks are often problematic and unstable (Das & Teng, 2000; Inkpen & Beamish, 1997; Reuer et al., 2002), an understanding of the drivers affecting inter-organisational relationship termination represent a crucial part of strategic alliances and networks’ knowledge.

Starting from this premise, the aim of this paper is to review the literature of strategic alliance termination in order to find common elements applicable to business networks. In particular, it explores the different factors found as leading to termination and classifies them in logical categories in order to get both theoretical and managerial benefits. Theoretical implications are tied to the deepening of termination factors applied to inter-firm networks, whereas managerial effects are linked to the goal of detecting such factors (i.e. potential risk factors) in order to prevent their transformation into negative outcomes.

The paper is structured as follows: in the next section, we briefly review the literature that frames our analysis of networking termination. Then we try to suggest a classification of the main factors at the origin of networking termination. Finally, concluding remarks and suggestions for future research will be provided.

Before moving ahead two methodological clarifications are necessary.

The articles we refer to figure out termination driving factors, refer mainly to strategic alliances and, in more general terms, to inter-organizational networking. This is motivated by the above-mentioned prevalence of studies on alliance termination (rather than networks), but also by the fact that our aim is to grasp threatening factors of inter-organizational networking without (for the moment) analysing factors affecting specific networks agreement types.
Added to this, the perspective we used is the network perspective and not the focal firm perspective. In other words we try to catch factors that can influence the longevity of the network itself regardless of some specific factors that could lead some focal firms out from the network (such as, for example, firm specific financial difficulties or M&A events).

**FACTORS AFFECTING ALLIANCE TERMINATION: LITERATURE HIGHLIGHTS**

Among the different issues stemming from the proliferation of networking arrangements, the analysis of the factors of networking termination represents a key question for academics, business managers, and policy makers.

Several scholars tried to analyse the sources of alliance instability unfolding different and not always convergent conclusions.

First of all, it is worth to mention how termination does not necessarily represents a negative outcome of alliances (i.e. a failure). On the contrary, as highlighted by Reuer & Zollo (2004), in some cases, termination is experienced as a physiologic step of inter-firm relationships, due for example, to the achievement of some specific goals. Added to this, alliance ending can also be experienced as a “neutral” outcome (neither positive nor negative) related to natural contract expiration or unilateral withdrawal by a partner due to change in specific strategic objectives.

As represented by the title of this article “When things go wrong”, this paper focuses on the negative side of the alliance termination, leaving apart the physiologic and neutral ending of inter-firms organizations.

Serapio & Cascio (1996) explore and support with real cases examples why international alliances end and how they end. More in details, the authors identify six different reasons of alliances termination, related to the outcomes of alliances, the inner difficulties of co-existence between partners and to contingent phenomena. As for the first category (alliances outcomes), the authors identify two main reasons of termination: (1) the alliance has met its goals (successful termination), (2) the alliance can’t achieve its goals (unsuccessful alliance). As for the second category of reasons (difficult of co-existence) the authors identify differences between partners (in terms of people incompatibilities, different management styles, disagreement over objectives) as one of the main causes of alliance termination (failure side). Moreover, they show three contingent phenomena that could lead alliance to an end (failure side): (1) the breach of the agreement, (2) the fact that the alliance no longer fits the goals/ strategies of a partner; (3) the exit of a partner because of financial difficulties or other specific
issues.

Abodor & McMullen (2002), focusing on e-commerce alliances, identify five steps / factors firms should take into account to better manage the alliance and to increase its longevity. The first element they identify is the partners protection against risk. More in details, authors highlight how in choosing and selecting the portfolio of alliances, firms should pay attention to the risk – return balance criterion. According to finance portfolio theory, when firms want to engage in multiple alliances they should choose partners that reflect a desirable mix of risk and return. The lack of this balance increases the risk of alliance termination. The second factor identified the structure of alliance. Informal alliances offer greater flexibility, but they are more likely to come to an end. Then, contractual agreement can bridge, at least in part, the weakness of informal alliances. In general, the formalization and implementation of contractual agreements can represent a form of protection of company interests making higher the propensity to continue the alliance. Contrary to prior research, the paper sheds light on the positive effect of short-term commitment. In details, the authors argue that in high –speed environment such as e-commerce are characterized by short time horizon firms are more oriented in focusing on short-term payoffs from e-alliances. In other words, the high speed nature of e-commerce technology means that in a short term the dependency relationship between a firm and its partners may change radically. Hence, short-term payoffs may be a positive driver of alliance longevity. Moreover, definition of clear goals make the alliance management easier and its continuity more likely. Further, trust is a key element of any alliance relationships, so firms must create a positive context of trust building. Furthermore, the definition of clear exit strategy (in terms of conditions under which partners can opt out of the deal, dispute resolution mechanisms, and so forth) may drive alliance continuity.

Among the authors tackling the alliance-ending topic, Reuer & Zollo, 2004 investigate the role of prior alliances experience. More in details, focusing on a survey administered to biotechnology and pharmaceutical firms engaged in inter-firm research collaboration, the authors find out that general alliance experience or prior alliances in the same technological area have no significant favourable consequences for alliance termination outcomes. As for experience, just the partner-specific experience has a positive effect on the favourability of termination outcomes and this effect is greater for non-equity alliances than for equity structured partnerships.

Moreover, based on survey responses from 85 parties in biopharmaceutical alliance McCutchen et al., (2008) show there are four main factors affecting an alliance stability.

The first element is task complexity defined as the level of difficulties in achieving alliance objectives. Task complexity can be influenced by a variety of elements such as the nature of the objectives, the
number of business functions involved, the products and market in the alliance and so forth. An alliance characterized by a high level of task complexity is more likely to experience conflict among partners and this explain the complexity-failure relationship.

The second factor identified is partners’ nationality, distinguishing between domestic alliances and international alliances, formed by partners of different countries. According to the authors, domestic alliances easily come to an end. Differences among international partners increase the probability to get complementary resources. When partners firms come from different countries, they are more likely to possess different technologies, know-how, connections, locations, capacities, and distribution channels. Thus, resource complementarity, or resource fit, which is desirable in any alliance formation and duration, is easier to achieve through international alliances. The third element is tied to strategic alliance experience. Through prior strategic alliances firms may develop expertise in identifying good partners, negotiating, inter-firm control, knowledge acquisition and many other crucial aspect of alliance’s management, developing the so called “collaborative know how” (Simonin, 1997). So, alliances characterized by limited prior strategic experiences are more likely to come to termination and have poor performance. Within the experience perspective, the authors identified the fourth element driving alliance termination, that is the strategic alliance experience disparity between partners. According to this view, if a firm is more effective in achieved specific objectives from the alliance (also because of it prior alliance experience) it will have less need for its partner. As such, asymmetric learning skews the level of interdependence in an alliance and may result in the weakening of the alliance.

Sadowski & Duysters (2008) explore the origins of alliance termination by examining 48 strategic technology alliances in different high-technology industries. According to the authors, the first element in influencing the longevity of alliance is negative prospects about future cooperation. Firms tend to be more loyal to partners once they expect future cooperation with the same partner. The probability that companies engage only in short-term cooperation can easily drive alliance to an end. The second element affecting alliance termination is tied to the negative perceptions about joint benefits. The perspective that both partners would not benefit from the strategic alliance also contributes to its termination. Partnering firms dissatisfied by their ability to receive benefits from the alliance would be more willing to terminate it prematurely. Furthermore, Sadowsky & Duyster (2008) suggest the lack of a win-win situation as the third factor leading alliances to an end. The so called win-win situation seems to be an essential requirement for a successful strategic alliance. Firms might therefore have to engage in extensive pre-alliance discussions in order to assess the viability and joint benefits about the future cooperation.
Pangarkar (2009) identifies a prior alliance termination experience as a key driver of alliance longevity. More in details, referring to a sample of 198 alliances (consisting of 99 terminations and 99 surviving) from the global biotechnology industry, the author argues that prior terminations experiences enables firms to design better alliances and adopt more appropriate alliance management strategies to avoid future terminations. Added to this, the author suggests how the termination experience mediates the relationship between alliance formation and likelihood of termination. The underline assumption is that since firms accumulate experience in undertaking organizational activities (such as termination management), they become more proficient at managing these activities and at preventing them. Moreover, results show that alliances between dissimilar firms are no more likely to come to an end than other alliances. On the contrary, higher cultural distance leads to lower likelihood of termination because of the value and uniqueness of resources coming from the partnership.

In order to understand the origin of alliances instability, Rooks et al., (2013) move from internal alliances factors (such as partners relationships) to factors related to the way in which a firm occupies a strategic position in the network being involved in many significant ties, i.e. centrality (Wasserman & Faust, 1994). Through the study of 1061 ICT-alliances set in the period 1975–1989 the authors found that differences in centrality increase alliance instability.

More in details, Rooks et al combined the centrality of a firm in a network with the resource fit concept (Das & Teng, 2000), deeply rooted in the resource based view field of study. Resource fit refers to the alignment between one organization’s resource need and another organization’s resource provisions. Defined in this way, resource fit is one of the main driver of any strategic alliance. The more the resource fit declines, and an alternative partner provides better resources, the more an organization is inclined to end the relation (Seabright, et al. 1992). According to the authors, resource fit is not independent from the position of firm within the network. More central firms are better positioned to acquire external resources. If less central partners are not able to keep up, then the resource fit declines, and the more central partners are more likely to switch partners. Consequently, differences between degree centralities of firms in an alliance decrease the resource fit and consequently shorten the alliance’s life span.

Cui (2013) analyses how the propensity of alliance’s termination is influenced by its resource relationships with other alliances of the firm. A lot of studies argue that dissimilar resources among partners positively affect the alliance continuity. Contrary to previous research, this study highlights how under some conditions, resource dissimilarity among partners may be less supportive of, or even detrimental to, the continuity of an alliance. More in details, the author identifies four conditional
factors that may affect the role of resource dissimilarity. First of all, relational connectedness, i.e. the focal partner's engagement in alliances with other partners, is found to strengthen the positive role of resources dissimilarity on alliance longevity. Vertical connectedness of alliance activities, i.e. the alliance with partners carrying out different value chain activities, decrease the positive effect of resources dissimilarity in alliance continuity. Further, the formation of substituting alliances by the focal partner and market uncertainty weaken the role of resources dissimilarity in alliance longevity.

Dan & Zondang (2015) explore how characteristics of the allying partners and of the market at the time of alliance formation act as predictors of alliance termination. Testing their hypothesis in the biopharmaceutical industry they shed light on four main factors. First of all, they show how an increase in perceived future value of the alliance is negatively associated with the propensity of alliance termination. In other words, the more the expectation for the co-creation value, i.e. the perceived future value of the alliance, (expressed in terms of level of financial resources committed to an alliance at its formation, investment in exploration and exploitation activities embedded in the alliance, and so forth) the less the propensity of alliance termination is. Added to that, results highlight the existence of an inverted U-shaped relationship between the focal company's product market diversity and propensity for alliance termination. More in details, when a potential alliance partner is active in a low number of product markets, the likelihood of termination of the alliance increases. However, as these same firms learn from their partners and from their different markets, they will also learn how to more efficiently manage relationships and new market entry increasing the chances of alliance survival. Therefore, the relationship between a company's product market diversity and the propensity for termination initially increases, and then decreases, presenting an inverted U-shaped relationship. Another factor increasing the propensity of alliance termination is a high level of technological intensity of the alliance partner. Firms that are less dependent on alliance partners for exploration and exploitation activities are expected to share less knowledge. Consequently, firms with higher technological intensity will find fewer benefits entering into and maintaining alliances. The alliances that these firms do enter into are expected to be more inherently unstable as these technologically intense firms will act more based on self-interest than for the benefit of the alliance (Das & Teng, 2000). Further, the propensity for alliance termination increases in high density markets than in less density ones. The complexity of the products, the regulatory environment and the higher competition make it difficult to become and remain a successful participant in these crowded product markets. Hence, alliances in high-density product markets are more likely to be terminated. Results confirm this hypothesis highlighting how the propensity for alliances to be terminated in markets for the treatment of cancer, neurological, and cardiovascular diseases (high density markets) are significantly higher than for alliances involved in markets for the treatment of blood, dermatological,
and gastrointestinal diseases (less density markets).

**INTER-FIRM NETWORKS TERMINATION: A TAXONOMY OF FACTORS**

Starting from the literature, mainly referred to alliances, we propose a taxonomy of the main factors driving alliance termination, applicable also to inter-firm networks.

First of all, after having identified the factors that, in different ways can affect alliances (and inter-firm network) termination, we classified them into six main groups.

1. **Prior experience**
2. **Goals definition**
3. **Partners compatibility / complementarity**
4. **Risk / return balance**
5. **Governance mechanisms**
6. **Soft items**

Each group is composed by several different factors that, depending on the specific context, can play positive or negative roles in networking longevity or termination (Table 1).

By positive factors we mean factors positively influencing the longevity of networking, whereas by negative factors we mean factors negatively affecting networking duration.

The first group, “prior experience” refers to factors tied to previous networking experience of firms belonging to the network. The “experience” can be declined in different terms: general previous networking experience, previous networking experience with the same partners and, even, previous experience in network termination.

“Goals definition” synthesizes factors related to the features of the goals posed by the networking cooperation (i.e. task complexity) and to the attitude of firms belonging to the network towards such goals (for example commitment).

The third group combines factors related to the “compatibility and complementarity” among partners, i.e. resources fit / dissimilarities, cultural differences.

The “risk / return balance” group refers to factors tied to the perception of the benefit / cost ratio of staying within the relationship.

“Governance mechanisms” refer to the set of tools that network managers can project and implement to make the network working efficiently towards goals achievement.
<table>
<thead>
<tr>
<th>Prior experience</th>
<th>General prior experience</th>
<th>Prior experience with same</th>
<th>Disparity in prior experience</th>
<th>Prior termination experience</th>
<th>Goals definition</th>
<th>Task complexity</th>
<th>Short-term commitment</th>
<th>Prospects about future</th>
<th>Possibility to achieve the</th>
<th>Partners compatibility</th>
<th>International partnership</th>
<th>Resources fit</th>
<th>Resources dissimilarity</th>
<th>Higher cultural distances</th>
<th>Difference between partners</th>
<th>Risk / Return balance perception</th>
<th>Risk return balance</th>
<th>Lack of formal alliance</th>
<th>Governance mechanisms</th>
<th>Lack of formal definition of contractual</th>
<th>Formalization of definition of exit</th>
<th>Trust-building initiatives</th>
</tr>
</thead>
</table>

Table 1. Factors affecting network termination
The last group represents the set of elements tied to “soft items” that, in different ways, can affect network longevity. Examples of these factors are trust, commitment, power and so forth.
As already mentioned we focus the analysis on the network perspective leaving apart the focal firm perspective within the network. This choice drives us to exclude from our taxonomy such factors that are strictly tied to one single firm such as firm specific financial difficulties or M&A events.
One important insight emerging from this taxonomy is that the identified factors emerge in different steps of networks evolution, some factors, such as experience or goals setting, take shape on the early stages of network formation, whereas others, such as trust, or resources fit take shape during the following phases of activities. In this sense, it would be very useful to combine the factors identified in this preliminary work with the different networks evolution phases in order to understand the way they act and to improve managerial implications.

CONCLUSION REMARKS AND FURTHER RESEARCH

Networks are motivated by, among other things, the need to improve production efficiency, share research and development skills and gain access to new markets. Each of these aspects has become increasingly important, especially for small to medium enterprises, whose resources are often significantly constrained (Ahuja 2000; Håkansson et al. 2009).
As showed in the literature concerning the antecedents of networks and strategic alliances (Cantele & Vernizzi, 2014, Cantele et al. 2016, Christoffersen 2013) to achieve these goals networking often relies on a broad set of different elements both structured and soft element such as commitment, trust and cooperation.
But not always things go in the better way, and often alliances and networking relationships go wrong and fail to achieve the goals they were built for and come to an end or, more often, come to an inertial status that does not bring any successful outcome. Understanding the factors that could affect networking termination can be useful to prevent them and to increase networking longevity.
The first significant element one can figure out from the existent literature is that there are a lot of different factors that in several ways can drive alliance failure. Some of them are “hard” factors such as (governance mechanisms) whereas others can be considered as “soft” factors (building trust initiatives).
Added to this, factors affecting networking termination are not positive or negative in an absolute way, on the contrary, their effect is relative, in other words they can play a positive or negative role depending on the specific context they act in. So, for example, short term commitment can play negative role in networks based on traditional industries firms, and a positive role with reference to industries characterized by short time horizon such as e-commerce based network.
Following this reasoning, all the factors can be considered as alerts to be monitored, that is to say, as risk factors that, if activated, could threat alliance/networking longevity.

This paper represents a preliminary study collecting suggestions from alliance literature in order to create a more comprehensive framework on business network termination; studies on networks are usually overlapping, as the term “network” is used in different context and this is the reason why the termination issue can only be depicted by doing a broad reference to different kind of inter-organisational relationships.

The analysis of termination factors synthesized in the paper is positioned in this research path with two main goals that will be focused by future research. First of all, further studies could try to match the termination factors with the different phases of network evolution. In this way it would be easier for network managers to monitor and prevent the negative effect of such factors, by facing them in the precise moment they usually appear. Added to this, consistently with prior studies on Italian business network contract agreement (Cantele & Vernizzi, 2014; 2015) further papers could test the identified risk factors with empirical observation, in order to confirm, rather than exclude or extend the supposed drivers of termination deducted from the literature taxonomy, and to match the specific evolution phase of the network with its specific longevity threats.
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DIGITISATION AND BRANDING EVOLUTION: AN INTEGRATIVE CONCEPTUAL FRAMEWORK
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ABSTRACT

By systematically analysing academic literature between 1960 and 2016 (July), this article aims to fill a significant gap in the existing literature, offering a broad interpretative framework of branding evolution in the long term. To this end, it establishes three key research perspectives for understanding the evolutionary dynamics of branding, i.e. conceptual, managerial and organisational. These research perspectives are used to interpret in an integrative manner, on the one hand, the different phases of branding evolution by defining five branding paradigms (i.e. sign, image, identity, relational and social paradigm) from a theoretical and managerial standpoint and, on the other hand, the main innovative aspects of branding that are more closely related to digitisation.

Keywords: Branding evolution, digitisation, branding paradigms, brand management, brand manager system, social engagement platform, hyper-connectivity, openness, systematic literature review, thematic content analysis.

INTRODUCTION

The digital revolution is leading to a paradigmatic shift in the way brands connect with people and in the how people connect among themselves. These connections are increasingly taking on the form of an interactive, fast and transparent network (many-to-many). Consequently, the traditional process of creating and managing brands is turning obsolete (Christodoulides, 2009). This process has always been based on linear and deterministic logic with a clear role distinction. On one hand, there is the company, the undisputed owner and sole creator of the brand narrative (Gensler et al., 2013). On the other hand, there are the stakeholders, regarded as the “biddable recipients” of brand value creation (Ramaswamy and Ozcan, 2016). Many are the recent studies focusing on the new dynamics of digital interaction between the brand and consumer/consumer groups (e.g. Gensler et al., 2013; Kozinets, 2014). At the same time, new branding constructs are being developed with the aim of better understanding the scope of participation and interaction (e.g. consumer-brand engagement).
Branding is a conceptual and managerial system that is very dynamic. It has undergone constant change for almost a century, driven both by internal company factors, such as new organisational structures or managerial styles, and external factors, such as changes to consumer values, diminished product life cycles, increase in the power of trade and technological innovations (Berthon et al., 2003; Louro and Vieira Cunha, 2001; Low and Fullerton, 1994). This system includes theoretical principles (i.e. the meaning of the brand and the sources of its value), as well as managerial and organisational aspects (i.e. players, resources, structures, tools, capabilities, relationships, strategic and tactical processes). Although academics generally agree that traditional branding is no longer suitable for the current “digitally empowered” world (Erdem et al., 2016), there are still two substantial gaps in the existing literature: 1) the lack of studies on long-term evolutionary dynamics of branding and its constituent elements, both theoretical and managerial (Laporte et al., 2016; Low and Fullerton, 1994); 2) the absence of wide-ranging analysis focusing on the impact of digitisation on branding. Therefore, we conducted a systematic literature review and a thematic content analysis in order to answer the following research questions:

RQ 1 – What are the main research perspectives for understanding the long-term evolutionary dynamics of branding from a conceptual, managerial and organisational point of view?

RQ 2 – In light of these perspectives, what are the different paradigmatic phases of branding evolution from a theoretical and managerial standpoint?

RQ 3 – What are the innovative aspects of branding, which are more closely associated with digitisation?

THEORETICAL BACKGROUND

The digital revolution represents a widespread process of a transfer of people, organisations, relational and production processes from an analogue world to a hybrid, liquid and network-based world (Bauman, 2013; Castells, 1996), which Floridi (2011) defines “infosphere”. This new world involves bits and atoms, with new technological, economic and socio-cultural forces at play. The main characteristics of digital marketing contexts may be summarised as follows: 1) hyper-connectivity (Vernuccio and Ceccotti, 2015), based on comprehensive networks (online and offline) and interactivity (as opposed to linearity, hierarchy and unidirectionality). All market players (brands included), constitute interactive nodes in a global network, each with a digital identity that could be termed “networked self” (Papacharissi, 2011) or “digital extended self” (Belk, 2013). 2) Openness, defined by Tapscott (2012) in terms of transparency, breaking down of the traditional boundaries and collaboration/co-working, all of which connote business models, strategies and identity values. Therefore, what has emerged is the phenomenon of consumer empowerment (e.g. Denegri-Knott et al.,...
2006; Kerr et al., 2012), which can be attributed to greater access to information and consumers’ ability
to control what they access, as well as the option of taking part in the brand discourse and co-creating
value with varying levels of engagement (Prahalad and Ramaswamy, 2004).

Researchers and brand managers are thereby forced to respond to these new challenges, questioning
the validity of orthodox branding concepts and practices. Since 2000, marketing scholars have
increased the efforts in investigating new ways of developing and managing brands. One should
consider, for example, the plethora of studies on: the role of brands in online communities (e.g. Muniz
and O’guinn, 2001), brand co-creation (e.g. Ramaswamy and Ozcan, 2016), brand management via
social media (e.g. Burmann, 2010), and the recent line of research on consumer-brand engagement
(e.g. Brodie et al., 2011; Graffigna and Gambetti, 2015). In light of these considerations, first it emerges
the need to undertake an analysis of the evolution of branding which encompasses a broader
spectrum even from the temporal point of view. It could then be possible to understand and
contextualise the innovative aspects of branding, which are more directly connected to digitisation.

METHODOLOGY

For the purposes of this paper, a systematic literature review has been conducted (Tranfield et al., 2003).
The following academic databases have been used at the first stage: Science Direct, Business Source
Complete, Scopus and Emerald Management. Papers of potential interest were identified through a
structured research in the article title, abstract and key words section of the aforementioned databases
based on a combination of different key words. The latter were selected according to the research
objectives and background outlined above: “brand manager”; “brand manager system”; “brand
management”; “brand strategy”; “brand building”; “brand evolution”; “internet & branding”; “brand
& digital”; “brand & social media”; “brand & co-creation”; “brand & engagement”; “consumer
empowerment”; “brand & community”. Only papers or books written in English (full text) and
published between 1960 and July 2016 (from Keith, 1960 to Ramaswamy and Ozcan, 2016) were
considered eligible. After duplicate studies were discarded, a database of 498 articles was created. Table
1 shows the criteria of this review protocol.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-text</td>
<td>Uncompleted studies</td>
</tr>
<tr>
<td>Papers and books</td>
<td>Reports, master and doctoral dissertations</td>
</tr>
<tr>
<td>Published within selected period of time (1960-2016/July)</td>
<td>Outside the selected time</td>
</tr>
<tr>
<td>Published in the above selected academic database</td>
<td>Duplicated studies</td>
</tr>
<tr>
<td>In the domain of branding</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 – Inclusion and exclusion criteria in the first phase of the selection protocol.
In order to make the database more inclusive, a manual search of forward and backward citations was subsequently conducted (Webster and Watson, 2002), which meant that a further five books, 12 articles and one conference paper were also included. By reading through the abstracts and conclusions of the papers, the second selection phase involved assessing the relevance of these studies to our research objectives. At the end of this process, five books (11 book chapters) and 139 articles were selected (mostly from the Journal of Marketing and the Journal of Brand Management). Finally, the full-texts were thoroughly analysed using the thematic content analysis technique following an exploratory approach (Braun and Clarke, 2006).

**MAIN FINDINGS**

The content analysis yielded various inter-connected thematic areas, which represent key research perspectives on the evolution of branding from a conceptual, managerial and organisational point of view (RQ 1). Moreover, in light of these perspectives we identified the different paradigmatic phases of branding evolution (RQ 2) within a broad interpretative framework. Finally, we identified the innovative aspects of branding, which are more closely associated with digitisation (RQ 3). Hence, here follows a brief overview of the results.

**Conceptual perspective**

In this perspective, we have taken into account all the studies that contributed to establish what constitutes a brand and the source of its value, from the initial statistic concepts to more dynamic, open and recent ones. Five perspectives emerged: brand as sign, image, identity, relationship and social platform. The first phase (“brand as sign”) starts at the beginning of the twentieth century (1900-1930) with an objective perspective centred on the company. The brand is conceived as a set of distinguishing signs (a view still upheld by Kotler, 1991), with the purpose of merely simplifying the purchasing process (Copeland, 1923). The consumer is forced to play a passive role and the brand value is completely embedded within the product (Merz et al., 2009). The decades between the 1930s and the 1980s saw a lengthy period of research in the psycho-social domain (“brand as image”), shifting the perspective onto the consumer as an individual and viewing the brand as a mental representation and bearer of functional and symbolic benefit (Park et al., 1986). The image is the source of the brand value (Merz et al., 2009).

In the following period, which lasted only a decade (1990-2000), the attention was focused on the relationship between brand and consumer (Fournier, 1998), with an initial “emancipation” of the latter (Belk and Costa, 1998). There was a substantial increase of studies looking into the mental mechanisms involved in developing brand perceptions (Keller, 1993) and how such perceptions are at the heart of
brand equity generation (Aaker, 1996). At the same time, the brand took on anthropomorphic qualities, acquiring a personality (Aaker, 1997) and an internally-planned identity that was at the heart of the brand strategy (Kapferer, 1992; Aaker and Joachimsthaler, 2000). This decade, therefore, produced two perspectives: the brand as dyadic relationship and as identity, while the source of the brand value was the value as perceived by the individual, and was developed through to the consumer-brand relationship. Since the turn of the twenty-first century, a socio-cultural and experience-based approach has emerged, with the brand now being seen as a social process (Cayla and Arnould, 2008; Merz et al., 2009). The corporate brand has become increasingly significant (Balmer and Greyser, 2006), while relational perspectives are gradually branching out to the various stakeholders (Gregory, 2007). In the digitally empowered world, brands have become social platforms with which stakeholders can openly engage (Ramaswamy and Ozcan, 2016). Brand value is developed dynamically, through complex social interactions with and among stakeholders, following engagement dynamics and cultural negotiations within communities of fans or much more extensive networks (Brodie, 2009; Gregory, 2007; Ind and Bjerke, 2007; Mühlbacher and Hemetsberger, 2008).

Managerial perspective

The second theme to emerge from the analysis is the managerial perspective and is closely connected to the conceptual one described above. The managerial perspective involves the various brand management approaches, that are: product-based, adaptive, identity-centred and relational approach. In addition to these approaches previously posited by the literature, a final one is emerged: while not fully defined in the literature and albeit having developed with the digital revolution, this new approach is defined here as “open”. On the one hand, what distinguishes these approaches is the varying degree of brand management strategic orientation: low (tactical orientation) versus high degree (strategic orientation) (Louro and Vieira Cunha, 2001; Quinton, 2003). On the other hand, there is a spectrum of managerial approaches, ranging from greater internal emphasis (focus on the characteristics and actions of the organisation as key in the brand value creation) to more external emphasis (focus on market and customer). The first managerial approach, named “product-based”, is related to the brand conceived as a sign and centres on the product and the marketing mix (Kapferer, 1992; Kotler, 1991). The product-based approach is characterised by tactical management of the brand (as a legally protectable trademark), as well as by internal emphasis, whereas the consumer is considered a marginal and passive element. The second tactical approach, named “adaptive” (Louro and Vieira Cunha, 2001), is focused on the brand image with an external emphasis. The consumer is considered as a key player in forging brand meanings. In this case, brand management is a tactical process of cyclical adjustment to consumer perceptions (de Chernatony and Dall’Olmo, 1998).
Conversely, the third approach focuses on brand identity, is mainly internal and has a strategic orientation. In this case, brand management is accomplished by creating, developing and communicating the brand identity coherently (Aaker, 1996). The “relational approach” is also strategic, but places greater emphasis on external elements. It involves brand management based on the key role of the relationship between brand and consumer, within which co-creation of value is continually formed through communication of the brand identity (Louro and Vieira Cunha, 2001). The last approach, defined here as “open”, is the one that is most influenced by the digitisation. It combines strategic and tactical orientation with internal and external emphasis. While still fragmentary, the literature highlights the complexity of this brand management approach, illustrating the various aspects in terms of: social process (Mühlbacher and Hemetsberger, 2008); collaboration (Pitt et al., 2006; Gensler et al., 2013); co-creation (Hatch and Schultz, 2010; Ramaswamy and Ozcan, 2016); negotiation (Giesler, 2012); improvisation (Singh and Sonnenburgh, 2012); social engagement (Kozinets, 2014); risk management (Fournier and Avery, 2011); influence management (Bresciani and Ewing, 2014); variety of roles that digital media have in brand building (Aaker, 2015).

Organisational perspective

The third theme that emerges from the content analysis is the organisational perspective, and is closely linked to the above (Laporte et al., 2016; Louro and Vieira Cunha, 2001; Low and Fullerton, 1994). Two sub-themes have been identified in this area: organisational structures and key players. With regard to organisational structures, the analysis highlighted the prevalence of a more bureaucratic type of functional logic in the case of product/brand-centred and market-centred organisations. The “product/brand centred organisation” is connected to the managerial approaches of product and identity, while the “market-centred organisation” relates to the adaptive managerial approach (Louro & Vieira Cunha, 2001). Conversely, a more flexible and dynamic perspective prevails in “customer-centric organisations”, given the dependence on a managerial-relational approach. Finally, organisational structures linked to today digital revolution, yet largely unexplored by academic literature, should be much more flexible. In relation to these innovative organisational structures, De Swaan Arons (2014) recalls, above all, the necessary characteristic of agility: “Complex matrixed organisational structures [...] are giving way to networked organizations characterized by flexible roles, fluid responsibilities, and more relaxed sign-off processes designed for speed” (p. 61). With regard to the key players (second sub-theme), academic research ranges from an exclusive focus on the brand manager system (Low and Fullerton, 1994) to an explicit evaluation of the new roles of the consumer and other stakeholders in brand building activities (Ramaswamy and Ozcan, 2016; Vernuccio and Ceccotti, 2015), as well as the emerging specialised roles, such as the Chief of Marketing.
Technologist (Brinker and McLellan, 2014). Analysing how the brand manager system has developed since the 1960s until present, Laporte, Aimé, and Berger-Remy (2016) describe three fundamental brand manager profiles: 1) “the charismatic influencer” (1960s-1970s) who, despite little formal authority, boasts substantial influence-exerting capacity “thank to a legitimacy gained from recognized expertise but also from ‘personal attraction’” (p. 5); 2) “the good little soldier” (1980s-1990s) with less power and greater focus on internal planning; and 3) a hybrid figure inherited from the previous profiles, who should act as both “galvanic facilitator” and “absolute expert” (post 2000). This last profile coincides with the brand manager at the age of digital revolution. The brand manager should become a deeply renovated figure, equipped with both managerial and entrepreneurial mind-sets, as well as inside-out, outside-in (Day, 1994) and adaptive capabilities, in order to mobilise “dispersed and flexible partner resources” (Day, 2011, p. 188). He/she should play the role of “orchestrator” of both internal and external complementary capabilities: such as analytical, creative, relational and technical-executive (De Swaan Arons, 2014).

Figure 1 - Paradigmatic phases of branding evolution: An integrative conceptual framework.

In the light of the key research perspectives on the evolution of branding (e.g. conceptual, managerial and organisational) and based upon the aforementioned managerial dimensions of internal/external emphasis and strategic/tactical orientation, we developed a broad interpretative framework.
representing in an integrative manner the different paradigmatic phases of branding evolution (i.e. sign, image, identity, relational and social paradigm) from a theoretical and managerial standpoint (Figure 1).

Innovative branding aspects related to digitisation

The outcome of the content analysis consists in the interpretation of the directions of change and, more specifically, the innovative branding aspects that are closely related to digitisation. As table 2 shows, the directions of change are identified by the combination between the research perspectives on the evolution of branding (i.e. conceptual, managerial and organisational) and the main characteristics of digital marketing contexts (i.e. hyper-connectivity and openness). The specific innovative branding aspects are defined by the combination of the abovementioned dimensions.

<table>
<thead>
<tr>
<th>Research perspectives on the evolution of branding</th>
<th>Main characteristics of marketing digital contexts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conceptual perspective (brand as a ...)</td>
<td>Hyper-connectivity: Nexus of a global network that includes online and offline worlds</td>
</tr>
<tr>
<td>Managerial perspective (brand management concerns ...)</td>
<td>Hyper-connectivity: Multi-way social processes, both internally and externally oriented</td>
</tr>
<tr>
<td>Organisational perspective (organising branding is based on ...)</td>
<td>Hyper-connectivity: Brand manager as “orchestrator”; network-based structures</td>
</tr>
</tbody>
</table>

Table 2 - Innovative branding aspects related to digitisation.

In particular, thanks to hyper-connectivity and openness, the brand becomes a social engagement platform for stakeholders (Ramaswamy and Ozcan, 2016), representing a nexus of a hybrid network between online and offline worlds. The managerial approach becomes open and multi-way (Vernuccio, 2014), based on negotiating meanings (Gensler et al., 2013) and managing influence (Fournier and Avery, 2011). Increasingly more network-based, agile and flexible, the organisation has at its heart a “new” brand manager, who orchestrates a variety of internal and external capabilities (De Swaan Arons, 2014), while at the same time incorporating new nodes: consumers and other stakeholders.

CONCLUSIONS

On the theoretical front, this review makes multiple contributions. The comprehensive literature review of the past fifty six years has first and foremost enabled us to establish how branding has evolved
according to three key research perspectives (i.e. conceptual, managerial and organisational). Gaining insight from thematic content analysis, we developed a broad interpretative framework representing in an integrative manner the different paradigmatic phases of branding evolution (i.e. sign, image, identity, relational and social paradigm), from a theoretical and managerial standpoint. Moreover, we have contextualised the most recent changes brought about by the digital revolution within the aforementioned perspectives and in the long term branding evolution. Innovative aspects directly connected to digitisation have thus emerged under conceptual, managerial and organisational profiles. Findings shows the fact that this long evolution has been non-linear and multi-path, with the current branding profiles yet to be researched fully (Aaker, 2015; Louro and Vieira Cunha, 2001).

From an academic point of view, the results make a serious contribution to the brand literature, offering researchers a broad and integrated vision of an evolutionary path that to date has mainly been examined in a fragmentary way (Low and Fullerton, 1994; Laporte et al., 2016). Furthermore, this overview provides researchers an initial integrated analysis on the conceptual, managerial and organisational challenges of branding in the light of the main characteristics of marketing digital contexts. In terms of academic implications, our findings provide marketing scholars with a cogent basis for identifying and developing future lines of research on the manifold innovative aspects of branding under the three perspectives. More specifically, based upon our results, researchers are invited to develop theoretical and empirical studies on under-researched emerging areas, such as the brand as social engagement platform for stakeholders, the brand management inspired by an open approach and the brand manager as “orchestrator” in network-based structures.

As for the practitioners, this work provides a first positive contribution towards developing greater awareness on the substantial innovations which should be implemented with regard to thought systems, managerial practices and organisational solutions for effective brand management in the age of digital revolution. In front of the challenges posed by hyper-connectivity and openness, managers should redesign branding under the perspectives aforementioned, rethinking: 1) the brand concept (as a nexus of a global network that includes online and offline worlds and adds a social engagement platform for stakeholders); 2) the brand management (as a multi-way social process inspired by an open approach); and 3) the brand organisation (with brand managers as orchestrators operating in agile and fluid organisations).

One limitation of the current work is linked to the extreme amplitude of the time span that has been taken into consideration, which does not allow studying deeply on more specific aspects related to the different paradigm phases. Moreover, we only examined English-language academic publications, assuming that this type of article represent suitably business reality. Therefore, we strongly believe that these limitations can easily be overcome by future research, analysing a wider range of publications.
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ABSTRACT

SAMWMIX, a Stochastic Multi-Armed Bandit (SMAB) which obtains a $O(\log T)$ where $T$ being the number of steps in the time horizon, is proposed in the literature. A blind-SAMWMIX which incorporates an input parameter, which has better empirical performance but obtains a regret of the order $O(\log^{1+2a} T)$. Current work proposes an efficient version of SAMWMIX which not only achieves a regret of order $O(\log T)$ but also exults a better performance. A proof for the same is given in this work. The proposed effSAMWMIX algorithm is compared with KL-UCB and Thompson Sampling (TS) algorithms over rewards which follow distributions like Exponential, Poisson, Bernoulli, Triangular, Truncated Normal distribution and a synthetic distribution designed to stress test SMAB algorithms with closely spaced reward means. It is shown that effSAMWMIX performs better than both KL-UCB & TS in both regret performance and execution time.

Keywords: stochastic multi-armed bandit; stochastic processes; reward distributions; optimization;

INTRODUCTION

Decision making under uncertainty is a challenge in a turbulent environment. Partial feedback from the environment leads to incomplete information giving rise to uncertainty. The agent has to learn sequentially (i.e. in many iterations) by relying only on reinforcements with partial feedbacks obtained due to the previous decision. Thus, the decision maker should explore the entire set of available decision choices in an attempt to improve the knowledge about the problem’s current solution and exploit the currently available knowledge on the problem’s solution choices to choose the best choice. Multi-Armed Bandits (MAB), a family of Machine Learning algorithms, are tailor-made to handle such explore-exploit problem situations[1]. The
MAB problem is a sequential decision-making task where the decision maker (agent) decides to choose (pull), at each time step, an action (arm) from a pool of $m$ actions - based on some informed choosing strategy (policy). With the aim of maximizing the average payoff from this exercise in the long-run, the agent examines these payoffs to continuously improve the policy and decide on the future selection of arms. Alternatively, the same can be seen as a regret minimization problem where the regret is the difference between rewards of an oracle policy that chooses the best arm in every time step and the rewards of the learned MAB policy. It is known that in $T$ pulls, $O(\log T)$ regret is the lowest possible regret an MAB algorithm can achieve and thus the desirable target.

The Upper Confidence Bound (UCB) class of MAB algorithms, both in the stochastic and contextual settings, is considered a benchmark. However, in both settings, UCB requires a ‘pick the best arm’ behavior, which is performed by explicitly picking the maximum among the $N$ arms. The metrics associated with each arm will, however, change from pull to pull. This makes the per-step complexity of the UCB class of algorithms $O(T)$. The proposed SMAB algorithm effSAMWMIX differs in avoiding maximization and instead picking a ‘Soft-Maximum’ via a Boltzmann Exploration structure. Since the ‘Soft Maximum’ is encoded inside a probability vector, the generation of an arm’s index using this probability vector contributes to a $O(\log T)$ complexity – which makes the algorithm very competitive if $T$ happens to be large. This advantage is over-and-above the improved precision of SAMWMIX and its variants due to a theoretical result[2] that bounds the ‘finite sample regret’ (i.e. the probability of choosing the wrong arm in each pull).

In a previous work, the authors proposed Gamma Optimized SAMWMIX(GO-SAMWMIX) [3] with a simple heuristic improvement over the original. The bounds on this algorithm largely remain the same as that of original but GO-SAMWMIX is reported to have better effectiveness than its predecessor in terms of the number of times the best of the choices are chosen by the algorithm over a given time horizon $t$. This work proposes an efficient version of SAMWMIX which not only obtains a regret of $O(\log T)$ but also has a better performance in terms of efficiency i.e. the number of times the best action is pulled and thus lowering the regret or maximizing the cumulative reward over the horizon $t$. This work compares the performance of effSAMWMIX vis-à-vis that of the state-of-the-art KL-UCB algorithm [4] and Thompson Sampling(TS) algorithm[5, 6] which is seen to gain prominence in this decade. The tests are done over rewards which follow distributions like Exponential, Poisson, Bernoulli, Triangular and Truncated Normal distribution’s and a synthetic distribution designed to
stress test the algorithm with closely spaced reward means $\mu$. (see section IV). effSAMWMIX has achieved a superior performance as detailed further in this paper.

**MULTI-ARMED BANDITS- A REVIEW**

The Multi-Armed Bandit (MAB) problem in brief

A MAB problem is a sequential decision-making problem with discrete time steps or horizon $T$. The agent chooses an action in every time step from a set of $N$ possible actions. Then the environment will provide the reward pertaining to action $i$ at time step $t < T$. Thus process continues in the following way.

1. Agent chooses action $I_t$ & thus interacts with environment
2. Environment provides the rewards $x_{i,t} \in [0,1]$ for $t \in \{1,T\}$ and reward $x_{i,t}$
3. Observing this reward, $x_{i,t}$, the agent tries to maximize the cumulative reward i.e. $\sum_{t=1}^{T} x_{i,t}$ by the time step $T$

Fig.1. The MAB problem

For a general MAB, it is to be noted that the rewards could follow any distribution but are to be bounded by $[0,1]$. An agent is tested to achieve a highest cumulative reward or lowest cumulative regret to be graded better. Imposing additional assumption on the generalized MAB problem will lead to a variant, of our interest, called the Stochastic Multi-Armed Bandit (SMAB).

**The Stochastic Multi-Armed Bandit (SMAB)**

In SMAB settings it is assumed that the reward $x_i$ follows a fixed distribution $v_i \rho \in [0,1]$ unknown to the agent. The reward of each action $i$ is independent of the rewards it obtained from any other time horizon (or pull) and independent of rewards of other actions [7]. This means that the rewards $\{X_i\}_{i=1}^{K}$ are assumed to be i.i.d from $v_i$ and all the rewards of $K$ choices(arms) are also independent of each other.

In addition to Stochastic settings, an adversarial setting[8] that exists for MABs which is not the setting for the algorithms studied in this work.
Performance Measures for an SMAB

In an SMAB (also for any MAB) setting, an algorithm is evaluated based on the cumulative reward or the cumulative regret obtained due to the agent’s decision-making processes over the time horizon. Thus, regret $R$ is a measure of how far the performance of contended algorithm is compared to an oracle policy that knows how to pick the best possible action in every each time step $i$ in horizon $\mathcal{H}$. For all CMABs, regret $R$ is a central conceptual variable to be considered and concentrated towards obtaining a logarithmically changing regret over time horizon. During experimentation the regret $R$ is plotted against horizon $\mathcal{H}$ so as to observe and compare with algorithms reported or contented against.

An expected payoff regret or simply expected regret $R$ is defined as follows

$$R = \sum_{t=1}^{T} \left( \max_{i=1,2,...,N} E[X_t^i]\right) - \sum_{t=1}^{T} X_t^i$$

Thus $R$ is the difference between the payoff of an optimal arm as selected by an oracle policy (in expectation over the arm’s distribution) and the actual payoff obtained by the MAB policy in contention. Since in real time environment, the oracle policy might not be known in advance, $R$ happens to have significance only in simulated environments where the testing is done to evaluate the algorithm’s performance.

THE effSAMWMIX ALGORITHM

The effSAMWMIX algorithm is based on SAMWMIX[2] which indeed is based on a variant of simulated annealing called Simulated Annealing with Multiplicative Weights(SAMW). The regret is calculated as given below. As mentioned earlier, the SAMWMIX and its variants use a ‘Soft-Maximum’ via a Boltzmann Exploration structure. Since the ‘Soft Maximum’ is encoded inside a probability vector, the generation of an arm’s index using this probability vector contributes to a $O(\log K)$ complexity – which makes the algorithm very competitive if $K$, the number of available arms, happens to be large. This binds the finite sample regret which is the probability of choosing a wrong action in each pull.

The effSAMWMIX algorithm chooses the arms by calculating and maintaining a vector $\phi_t^j$ where $j \epsilon [1, K]$ are the number of arms available and $t \epsilon [1, T]$ is the time horizon. The $\phi_t^j$ is given below.
(1) is similar to (10) of [2] since it represents a Boltzmann exploration schema. The learning component which is the step-size $\gamma_t$ and the inverse temperature parameter is given below.

$$\gamma_k = \frac{N(4 + (d + d_k)^2)}{k(d + d_k)^2 - (d + d_k - 2d^2)}$$  (2)

$$\eta_k = \frac{1}{\gamma_k + 1} \log \left(\frac{1 + d \left(\frac{n}{\gamma_k} + 1\right)}{2N - \gamma_k - d^2}\right)$$  (3)

The construction of proof is based on the definition of an expected regret which is defined as the expected cumulative loss incurred due to not playing the best possible arm $a^*_t$ during the iteration $t$ where $e[1, T]$. The calculation of the maximum expected regret is put below.

Maximum Regret of MAB = $\max_{1 \leq j \leq N} \{\sum_{t=1}^{T}(X^j_t - \hat{X}^j_t)\}$

$$= \sum_{t=1}^{T} \{E[\sum_{t=1}^{N}(X^i_t - \hat{X}^i_t)]\}$$

$$= \sum_{t=1}^{T} \{E[\sum_{t=1}^{N}(X^i_t - \hat{X}^i_t) / \mathcal{F}_{t-1}]\}$$

$$= \sum_{t=1}^{T} \left\{E[\sum_{j=2}^{N} \Delta_i \phi^j_t]\right\}$$

$$= \sum_{t=1}^{T} \left\{\sum_{j=2}^{N} \Delta_i E[\phi^j_t]\right\}$$

Figure 2. Calculation of Maximum Expected Regret

The proof for logarithmic regret is similar to that of SAMWMIX and thus can be documented similarly. Since $\sum_{p=1}^{T}(\Delta_i / p) = \log (T)$, obtaining an upper bound of $O\left(\frac{1}{T}\right)$ on expectation $E(\phi^j_t)$ for any suboptimal arm implies a logarithmic regret in effSAMWMIX. From the following set of equations, we derive the value of $\gamma_k$ which essentially differentiates the effSAMWMIX from SAMWMIX.

By altering the Boltzmann exploration schema of SAMWMIX from
\[ \phi_{t+1}^j = (1 - \gamma_t) \frac{\phi_t^j e^{\Sigma_{i=1}^{N} x_{i}^j}}{\Sigma_{j=1}^{N} \phi_t^j e^{\Sigma_{i=1}^{N} x_{i}^j}} + \frac{y_t}{N} \]

which is (10) of [2] to that of effSAMWMIX which is

\[ \phi_{t+1}^j = (1 - \gamma_t) \frac{e^{\Sigma_{i=1}^{N} x_{i}^j}}{\Sigma_{j=1}^{N} e^{\Sigma_{i=1}^{N} x_{i}^j}} + \frac{y_t}{N} \]

where \[ \eta_k = \frac{1}{\eta_{k+1}} \log \left( \frac{1 + d e^{\frac{(n + 1)}{\sigma_k^2}}} \right) \]

if \[ K_p = d, C_p = \frac{N}{\eta_p} + 1, \sigma_p^2 = 2 \frac{N}{\eta_p} - d^2, \text{then} \]

\[ \eta_p = \frac{1}{C_p} \log \left( 1 + C_p K_p \right) \]

The regret is defined as \[ R = \Sigma_{t=1}^{T} \left[ \Sigma_{j=2}^{N} \Delta_j E[\phi_t^j] \right] \]

But \[ \phi_{t+1}^j = (1 - \gamma_t) \frac{e^{\Sigma_{i=1}^{N} x_{i}^j}}{\Sigma_{j=1}^{N} e^{\Sigma_{i=1}^{N} x_{i}^j}} + \frac{y_t}{N} \]

Thus \[ R = \Sigma_{t=1}^{T} \left[ \Sigma_{j=2}^{N} \Delta_j E \left[ (1 - \gamma_t) \frac{e^{\Sigma_{i=1}^{N} x_{i}^j}}{\Sigma_{j=1}^{N} e^{\Sigma_{i=1}^{N} x_{i}^j}} + \frac{y_t}{N} \right] \right] \]

\[ = \Sigma_{t=1}^{T} \left[ \Sigma_{j=2}^{N} \Delta_j E \left[ (1 - \gamma_t) \frac{e^{\Sigma_{i=1}^{N} x_{i}^j}}{\Sigma_{j=1}^{N} e^{\Sigma_{i=1}^{N} x_{i}^j}} + \frac{y_t}{N} \right] \right] \]

Since \[ e^{\Sigma_{i=1}^{N} x_{i}^j} \leq \Sigma_{j=1}^{N} e^{\Sigma_{i=1}^{N} x_{i}^j} \], the following equation (4) holds true.

\[ (1 - \gamma_t) \frac{e^{\Sigma_{i=1}^{N} x_{i}^j}}{\Sigma_{j=1}^{N} e^{\Sigma_{i=1}^{N} x_{i}^j}} + \frac{y_t}{N} \leq (1 - \gamma_t) \frac{e^{\Sigma_{i=1}^{N} x_{i}^j}}{e^{\Sigma_{i=1}^{N} x_{i}^j}} + \frac{y_t}{N} \quad (4) \]

Considering the following inequality

\[ e^{\Sigma_{k=1}^{K} \eta_k x_{i}^k} \cdot e^{\eta_k (d_k) (x_i^k + d_k)} \leq \Sigma_{j=1}^{N} e^{\Sigma_{k=1}^{K} \eta_k (d_k) x_{i}^j} \quad (5) \]

be true for every \( i \) including \( i = 1 \) to \( N \) and if \( a_k \) is the winner arm in \( k_{th} \) iteration, (5) can be written as follows

\[ e^{\Sigma_{k=1}^{K} \eta_k x_{i}^k} \cdot e^{\eta_k (d_k) (x_i^k + d_k)} \leq \Sigma_{j=1}^{N} e^{\Sigma_{k=1}^{K} \eta_k (d_k) x_{i}^j} \]

Fething \( \eta_p \) from SAMWMIX [2]

\[ \eta_p^{samwmix} = \frac{1}{C_p} \log \left( \frac{1 + C_p K_p}{\sigma_p^2} \right) \quad \text{where} \quad K_p = d \]

\[ \eta_p^{samwmix} = \frac{1}{C_p} \log \left( \frac{1 + C_p d}{\sigma_p^2} \right) \]

Analogous to SAMWMIX we define \( \eta_p^{effsamwmix} \) as...
\[ \eta_p^{\text{effsamwmix}} = \frac{1}{c_p} \log \left( \frac{1 + c_p(d + d_p)}{\sigma_p^2} \right) \]  

(7)

Getting the notations back incorporating \( d_k \), i.e.

\[ \eta_p^{\text{effsamwmix}} = \eta_p(d_p) \text{, parameterized by } d_k \]

\[ \eta_p(d_p) = \frac{1}{c_p} \log \left( \frac{1 + c_p(d + d_p)}{\sigma_p^2} \right) \]

\[ \phi_{p+1}^j = (1 - \gamma_p) e^{\frac{\phi_{p+1}^j}{2\sigma_k^2 + K_p c_p}} + \frac{Y_f}{N} \]

To obtain logarithmic regret, the summation term in exponent should be a logarithmically increasing entity. Hence we equate it to log \( K \)

\[ \sum_{p=1}^{K} \frac{K_p^2}{2\sigma^2 + K_p c_p} = -\log K \]

which implies that \[ \frac{K_p^2}{2\sigma^2 + K_p c_p} = \frac{1}{k} \]  

(8)

Since \( K_p = (d + d_k) \), equation (8) is rewritten as

\[ \frac{2(2N - d^2) + (d + d_k)(N - \gamma_k + 1)}{2(2N - d^2) + (d + d_k)(N - \gamma_k + 1)} = \frac{1}{k} \]

Thus \( \gamma_k = \frac{N(4 + (d + d_k))}{k(d + d_k)(2d + 2d - d^2)} \)

Thus an exploration parameter \( \gamma_k = \frac{N(4 + (d + d_k))}{k(d + d_k)(2d + 2d - d^2)} \) will aid effSAMWMIX in achieving a logarithmic regret \( \log T \) over the horizon \( T \). The pseudocode for effSAMWMIX algorithm is put below

**Algorithm 1 effSAMWMIX SMAB algorithm**

**Input**: Rewards Vector \( G_t \), set of Arms \( N \), number of rounds \( T \)

1. Using \( G_t \) Calculate \( d = \min \Delta(\mu_1, \mu_2, ..., \mu_N) \) where \( \mu_i \) is the reward mean of Arm \( i \).

2. Calculate
   a. \( C_0 = N + 1; \sigma^2 = 2 \cdot N; \)
   b. \( \eta_0 = \frac{1}{c_0} \log \left( \frac{1 + c_0(d + d_p)}{\sigma^2} \right) \)
   c. \( \text{startIter} = ((4 + d) \cdot N + d)/d^2 \)

3. for \( i = 1, ..., N \) do
   a. Obtain reward \( X_{t=i} \)
   b. Initialize \( \phi_{t} = \eta_0 \cdot \left( \frac{\text{startIter}}{N} \right) \cdot \left( \frac{X_{t=i}}{\sigma^2} \right) \)
   c. Initialize pull count for arm \( a^i \) as \( p_i = 1 \)

4. for \( t = (\text{startIter} + 1 + N), ..., (\text{startIter} + T) \) do
   a. Obtain random probability \( r \)
b. Choose an arm \( i \) as winner if \( \sum \phi^i_t > r \) and store reward \( \hat{a}^i_{t- \text{startiter}} = a^i_t \) and normalize the reward using its probability \( \hat{r} = a^i_t / \phi^i_t \)

c. Update \( p_i = p_i + 1 \)

d. for \( d_t = 1, \ldots, t-\text{startiter} \) in steps of \( d_{\text{step}} \) do
   i. Calculate \( k_t = d + d_t; \)
   ii. \( \gamma_{\text{temp}} = ((4 + k_t) * N + k_t) / (t \times k_t^2) \)
   iii. \( C_t = \left( \frac{N}{\gamma_{\text{temp}}} \right) + 1 \) and \( \sigma_{\text{temp}}^2 = 2 * N / \gamma_{\text{temp}} \)
   iv. \( \eta_t = \frac{1}{C_t} \log \left( \frac{1+ \eta_t + k_t^2}{\sigma_{\text{temp}}^2} \right) \)
   v. \( \sum \phi^i_{\text{temp}} = \sum \phi^i_t + e^{\eta_t \Sigma_n x^i_t} \)
   vi. If \( e^{\eta_t \Sigma_n x^i_t} > \sum \phi^i_{\text{temp}} \) then assign \( d_{\text{true}} = d_t - d_{\text{step}} \)

e. Assign
   i. \( K_t = d_t + d_{\text{true}} \)
   ii. \( \gamma_t = ((4 + k_t) * N + k_t) / (t \times k_t^2) \)
   iii. \( C_t = \left( \frac{N}{\gamma_{\text{temp}}} \right) + 1 \) and \( \sigma_t^2 = 2 * N / \gamma_{\text{temp}} \)
   iv. \( \eta_t = \frac{1}{C_t} \log \left( \frac{1+ \eta_t + K_t^2}{\sigma_t^2} \right) \)
   f. Now update \( \phi^j_{t+1} \) using (1) which is
      \[
      \phi^j_{t+1} = (1 - \gamma_t) \cdot \frac{e^{\eta_t \Sigma_n x^j_t}}{\Sigma_{j=1}^N e^{\eta_t \Sigma_n x^j_t}} + \frac{\gamma_t}{N}
      \]

Output : \( \phi \) vector

**EMPIRICAL EVALUATION OF effSAMWMIX**

effSAMWMIX is currently being compared to the performance of KL-UCB and TS. We chose KL-UCB for that it is prominently cited and compared to in MAB literature. Similarly, TS is gaining prominence[9] in the scientific fraternity in this decade. Also, effSAMWMIX has performed better than its predecessors GO-SAMWMIXM and SAMWMIX which in turn has as superior performance over UCB1 algorithm. This work reports the performance of effSAMWMIX vis-à-vis to that of KL-UCB and TS over the following reward distributions. The main purpose of these numerical experiments using various reward distributions is to compare the
performance in terms of cumulated regret and the number of times the arm with the best mean reward (best arm henceforth) is pulled.

**Customized Synthetic Distribution (CuSyn)**

It is known that the mean reward of any arm influences the decision making of an SMAB. The closer the mean rewards of the available arms, the difficult it should be for an SMAB algorithm to latch on to the best arm for that iteration. A Customized Synthetic Distribution (CuSyn) is designed with an input parameter that allows distributing the rewards of the arms so that the minimum reward mean’s difference between any two arms is controlled. For example, using 0.1 as a parameter, the arms’ reward distributions will be placed so that the closest of the arms will have their reward means differing only by 10%. This ensures control over the closeness of the arms and allows for stress testing the algorithm.

**A few other Reward distributions**

Taking clues from [10], reward distributions of the arms are set so that their means are in an exponential distribution or a Bernoulli distribution. The algorithms are tested with arms that follow a Triangular Distribution [11] and a Normal distribution truncated to be bounded between [0,1] (Truncated Normal Distribution henceforth). The results of the numerical experiments are put below.

**Design of the Experiment**

Numerical experiments are performed on effSAMWMIX, KL-UCB and Thompson Sampling(TS) algorithms using the computational software package MATLAB. All the distributions are to have rewards \( \in (0,1) \) and the rewards are i.i.d for all the five arms \((K = 5)\) in consideration. The time horizon is set to be 2000 pulls \((T = 2000)\) and each run of the code is called an experiment. 100 such experiments are conducted and the results are averaged to remove any randomness in the results. The results are put below when the rewards followed each of the distributions named below.

<table>
<thead>
<tr>
<th>CPU Time for each rewards Distribution</th>
<th>Algorithm (time in milliseconds)</th>
<th>effSAMWMIX</th>
<th>KL-UCB</th>
<th>Thompson Sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuSyn</td>
<td></td>
<td>66.69</td>
<td>199.68</td>
<td>363.45</td>
</tr>
<tr>
<td>Triangular</td>
<td></td>
<td>57.98</td>
<td>195.90</td>
<td>343.45</td>
</tr>
<tr>
<td>Distribution</td>
<td>Cumulative Regret</td>
<td>KL-UCB Regret</td>
<td>TS Regret</td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------------------</td>
<td>---------------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>Truncated Normal</td>
<td>65.20</td>
<td>201.85</td>
<td>357.60</td>
<td></td>
</tr>
<tr>
<td>Bernoulli</td>
<td>66.54</td>
<td>196.23</td>
<td>353.98</td>
<td></td>
</tr>
<tr>
<td>Poisson</td>
<td>65.26</td>
<td>201.17</td>
<td>360.01</td>
<td></td>
</tr>
<tr>
<td>Exponential</td>
<td>67.53</td>
<td>200.51</td>
<td>360.53</td>
<td></td>
</tr>
</tbody>
</table>

**Customized Synthetic(CuSyn) Distribution**

The cumulative regret accumulated by effSAMWMIX is the lowest as shown in Fig.1. effSAMWMIX has chosen the best possible arm the most number of times (see Fig.2.) and thus aggregated to a lower regret compared to KL-UCB and TS.

![Fig 1. Comparison of cumulative regrets when the rewards followed a Customized Synthetic Distribution.](image)

Also, the average time taken, to run an experiment with effSAMWMIX is about 67 milliseconds which is the lowest (See Table.1). Thus effSAMWMIX is both effective (lower regret) and efficient (lower computation time) of the three algorithms.

**Triangular Distribution**

effSAMWMIX performed better than the other two algorithms both in terms of efficiency and effectiveness. The cumulative regret accumulated by effSAMWMIX is the lowest as shown in Fig.3.

![Fig 2. Comparison of best arm’s Pull Count when the rewards followed a Customized Synthetic Distribution.](image)
effSAMWMIX has chosen the best possible arm the most number of times (see Fig.4.) and thus aggregated to a lower regret compared to KL-UCB and TS. Here also the average time taken to run an experiment with effSAMWMIX is about 58 milliseconds which is the lowest (See Table.1) of that of the three algorithms.

Truncated Normal Distribution

effSAMWMIX’s performance is superior to other two algorithms when the mean of arms’ rewards followed a Truncated Normal Distribution.
effSAMWMIX is superior both in effectiveness and efficiency (see Fig.5 & Fig 6)

![Comparison of best arm's Pull Count when the rewards followed a Truncated Normal Distribution.]

Fig 6. Comparison of best arm’s Pull Count when the rewards followed a Truncated Normal Distribution.

Bernoulli Distribution

![Comparison of cumulative regrets when the rewards followed a Bernoulli Distribution.]

Fig 7. Comparison of cumulative regrets when the rewards followed a Bernoulli Distribution

When the mean of arms’ rewards followed a Bernoulli distribution the performance results are favorable to effSAMWMIX both of effectiveness and efficiency (see Fig.7 & Fig 8)

![Comparison of best arm’s Pull Count when the rewards followed a Bernoulli Distribution.]

Fig 8. Comparison of best arm’s Pull Count when the rewards followed a Bernoulli Distribution.

Poisson Distribution

effSAMWMIX performed better than the other two algorithms in terms of time efficiency.
TS has performed better than both KL-UCB and effSAMWMIX (see Fig.1 & Fig.2.) even though TS’s time efficiency is the lowest of the three (see Table .1.).

Exponential Distribution

The time efficiency of effSAMWMIX is still the best among the algorithms in comparison but the regret of KL-UCB is the lowest.

While effSAMWMIX achieved a lower regret than that of TS, KL-UCB has the best regret when the rewards followed an Exponential distribution.
Fig 12. Comparison of best arm’s Pull Count when the rewards followed an Exponential Distribution.

CONCLUSIONS AND FUTURE DIRECTIONS

The proposed SMAB algorithm effSAMWMIX is compared with the KL-UCB and Thompson Sampling MAB algorithms. The tests are run when the available arms follow the various distributions mentioned in the preceding sections. In all the cases, effSAMWMIX achieved a better time efficiency than those in comparison. Except for when the arms’ rewards followed either an Exponential distribution or a Poisson distribution, effSAMWMIX outperformed KL-UCB and TS in terms of effectiveness i.e. with a minimum of the cumulative regret achieved over the horizon. In the case when the arms’ rewards followed an exponential distribution, KL-UCB achieved the lowest regret while effSAMWMIX ranked second. And in the Poisson distribution case, effSAMWMIX performed next to Thompson Sampling SMAB.

The effSAMWMIX obtains a logarithmic regret which is a desirable property for an SMAB algorithm. Also effSAMWMIX has a faster execution time and has the best regret performance among the three algorithms and in all the cases in discussion. In future, the authors intend to check the applicability of this algorithm by extending it to incorporate contextual information so as to address the explore-exploit problems that are common in any real-world business environment like that of a News article recommendation or cold-start problems in ecommerce domain.
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ABSTRACT

Portfolio Selection Problem (PSCP) is actively discussed in financial research. The choice of available assets poses the need for exploration and the objective to maximize the portfolio payoffs makes the PSCP an explore-exploit decision-making problem. Multi-armed bandit algorithms (MAB) suit well for such problems when applied as the decision engines in Naïve Bandit Portfolio algorithms (NBP). An NBP’s performance varies by varying the MAB inside the algorithm. In this work we test a Stochastic Multi-Armed Bandit (SMAB) named effSAMWMIX, which we proposed in a previous work of ours, to solve the PSCP. We compare the performance of effSAMWMIX vis-à-vis KL-UCB, Thompson Sampling algorithm and the benchmark Market Buy & Hold strategy. We tested the algorithms on simulated and real-world market datasets. We report our results where effSAMWMIX, applied as the decision-making engine of NBP, has achieved better cumulative wealth for all portfolios when compared to the competing SMAB algorithms.

Keywords: Portfolio Selection Problem, Multi-Armed Bandit, Geometric Brownian Motion

1 INTRODUCTION

Decision making under uncertainty has always been a challenge to a decision maker. A Portfolio Selection Problem (PSP) often encounters such uncertainty due to the
changing economic and political environments. The fast proliferation of the information, on Internet-based modern day economies, imposes a need to make a quick decision based on the available but limited information. Many business problems including the Online Portfolio Selection Problem (OPSP) could require simultaneous optimization and the best choice identification. OPSP has been widely discussed in Computational Finance (Borodin and El-Yaniv 2005; Fiat 1998; Li and Hoi 2014; Mohr and Schmidt 2013; Schmidt, Mohr and Kersch 2010).

To solve any PSP, the investor decides on a strategy to allocate the available (finite) wealth among the available choice of assets. Every asset is a diverse investment opportunity and the realization of the asset allocation strategy builds a portfolio. An asset is risky if the prices of the asset are uncertain and such riskiness needs to be incorporated into the portfolio allocation process. The time between any two portfolio allocation decisions is called a period. If there is only one decision during the whole investment period, it is called a Single-Period PSP. A multi-period PSP requires sequential decision-making over the time horizon of investment and thus is proposed as an online decision-making problem. Investor’s during the decision making is to optimize an objective decision which could be the Return on Investment (RoI) or Risk of losing wealth (Risk) or a combination of both (Risk & Return). Thus portfolio decision making could also involve the management of Risk and maximize the RoI. The following section briefly discusses the PSP and introduces a Machine Learning (ML) perspective of the OPSP problem.

2. OPSP & MACHINE LEARNING ALGORITHMS

In the academic literature, OPSP is addressed in two ways. The first one considers the risk management into the objective function and thus the performance measure will be quantified by the Cumulative Wealth (CW) achieved or the net risk of the decision with respect to the achievable wealth. Such performance measures are seen from Markowitz’s seminal work (Markowitz 1952) and also in Sharpe’s
work (Sharpe 1966). A few other works followed similar risk management measures until recently in 2011 (Lisi 2011), (Rockafellar and Uryasev 2000). It can be observed that these ideas are characterized by building statistical models of the asset prices in the market. The input to these statistical models requires a forecasting model in some form (DeMiguel, Martín-Utrera and Nogales 2015). The forecasting model, in turn, requires a calibration based on historical data of asset prices (Sharpe 1963) or market capitalization data (Fama and French 1992).

The second way of addressing the OPSP is based on utilizing the modern day computing infrastructure along with intelligent ML techniques that include Neural Networks or Reinforcement Learning Algorithms (Shen, Wang, Jiang and Zha 2015). ML Algorithms are solely based on the empirical observations motivated by dynamic rise and fall of the asset prices. Algorithms (alternatively Strategies) like Follow-the-Winner (Agarwal, Hazan, Kale and Schapire 2006; Li and Hoi 2014), Follow-the-Loser (Li and Hoi 2012) etc. are a couple of those which make use of such dynamic price changes. In brief, an ML Algorithm’s approach to OPSP is to concretely explore the available information of past asset prices and based on its indigenous technique, provide a suggestion as to how the portfolio allocation be done for the next period. The algorithm typically intends to maximize the cumulative wealth at the end of the multi-period investment horizon.

To analyze the performance of an OPSP strategy, the algorithm is run on a simulated data such as that obtained by simulating stock prices using Geometric Brownian Motion (GBM) (Marathe and Ryan 2005) and then on real-time market data obtained from standard datasets available from various sources (Bruni, Cesaroni, Scozzari and Tardella 2016). It is to be noted that though it is fast to obtain the results by running the algorithm and thus easier to compare the performance with other strategies, the quality of the results heavily depends on the quality of the input data. Hence to avoid the dependency on the same, it is common that the performance of an algorithm is compared to a benchmark algorithm (Mohr, Ahmad and Schmidt 2014).
which could be optimal in the hindsight. The Buy-and-Hold (Li and Hoi 2014) could be one such benchmark algorithm which the performance of an ML based OPSP algorithm is compared with.

This work considers using a Reinforcement Learning algorithm called effSAMWMIX which is a Stochastic Multi-Armed Bandit (SMAB) algorithm. We employ effSAMWMIX to build a Naive Bandit Portfolio (NBP) similar to Shen et.al’s work (Shen, Wang, Jiang and Zha 2015) and compare the same with NBPs that implement standard SMABs like UCB (Auer and Ortner 2010), KL-UCB (Garivier and Cappé 2011) and Thompson Sampling (Agrawal and Goyal 2012; Kaufmann, Korda and Munos 2012; Thompson 1933). We compare the performances over a multitude of simulated and benchmark datasets to analyze the results. The following section introduces SMAB and how an NBP is constructed.

3. STOCHASTIC MULTI-ARMED BANDITS & NAIVE BANDIT PORTFOLIO ALGORITHM

An SMAB typically deals with an explore-exploit problem scenario where there are a set of available choices and the decision maker has to decide on only one of the choices can be opted. This is similar to that of a Portfolio Selection problem except that in a typical MAB, the payoffs of the action other than the chosen action in that round remain unknown. But for a PSP, the data is available as the asset prices for the previous time period are known to the decision maker.

A Stochastic Multi-Armed Bandit

A Multi-Armed Bandit (MAB) problem is a sequential decision-making problem which spans over a horizon of decision-making rounds \( T \). In each round \( t \) the decision maker chooses an action \( a_t \) from among a set of \( K \) action choices that are available and obtains a reward \( r_t^{a_t} \in (0,1) \) for choosing arm \( a_t \) in round \( t \). The choice is based on an objective function that maximizes the overall reward or cumulative wealth (CW) from the decision making process. Alternatively the objective function
could be to minimize the Regret \( R_t \) which is the difference between the highest possible reward and the CW obtained by the algorithm up to that round of decision making (Lai and Robbins 1985; Robbins 1985).

Thus, the cumulative reward of a MAB is
\[
CW = \sum_{t=1}^{T} E(r_{t}^{a_t})
\]
(1)

Let the maximum possible reward be \( \nu^* \) and hence maximum reward for such an oracle policy is \( T \ast \nu^* \).

Then the regret of the MAB algorithm is given by
\[
R_T = TV^* - \sum_{t=1}^{T} E(r_{t}^{a_t})
\]
(2)

A general MAB has no restrictions on the reward distribution. But a Stochastic Multi-Armed Bandit (SMAB) problem imposes an assumption that the rewards of each of the available action choices (arms) follow a fixed distribution \( \nu_i \) on \([0,1]\) unknown to the SMAB algorithm. Also the reward of each action \( i \) is independent of the rewards it obtained from any other time horizon (or pull) and independent of rewards of other actions (Robbins 1985). This means that the rewards \( \{X_{i,t}\}_{t \in \mathbb{N}} \) are assumed to be independent and identically distributed (i.i.d) from \( \nu_i \) and all the rewards of \( K \) choices (arms) are also independent of each other. While there are a few other MAB settings like the adversarial MAB (Auer, Cesa-Bianchi, Freund and Schapire 1995) where the environment chooses the rewards so as to minimize the CW, we deal with SMABs with the rewards following the assumption stated above.

**A Naive Bandit Portfolio strategy**

A Naive Bandit Portfolio (NBP) implements an SMAB inside as a decision-making engine. The inputs to the SMAB are the time horizon \( T \), number of available arms \( K \) where each arm represents a portfolio or asset, the time period between the decisions \( \Delta t \) which could be a day for daily returns or a week for weekly returns or month or an year. \( r_{t}^{a_i} \) is the reward obtained when an asset \( a_i \) is chosen in time period \( t \) and \( CW_t \) is the cumulative wealth obtained until the round \( t \).

The gross return on \( i^{th} \) asset in round \( t \) is denoted by \( r_{t}^{i} \) and is obtained as given below
\[
r_{t}^{i} = \frac{P_{t,i}}{P_{t-1,i}}
\]
(3)
where $P_{t,i}$ is the price of the asset $i$ at time $t$. Thus the returns in round $t \in (1,T)$ over the time for the portfolio with $K$ arms can be given as $R_t = (r_{t,1}, r_{t,2}, r_{t,3}, \ldots, r_{t,K})^T$. The portfolio investment decision over is the determination of the weights proportionate to which each the investment is budgeted over the assets available to the investor. Thus the weights vector at time $t$ which is represented as

$$\omega_t = (\omega_{t,1}, \omega_{t,2}, \omega_{t,3}, \ldots, \omega_{t,K})^T \quad (4)$$

Thus $\omega_{t,i}$ which is the invested wealth percentage on the $i^{th}$ asset in round $t$ is determined by the SMAB algorithm.

$$\sum_{i=1}^{K} \omega_{t,i} = 1 \quad (5)$$

Also for an SMAB to operate, $r_t \in (0,1)$ which means that the rewards are to be normalized and then given as the input to the algorithm. This is a critical condition to be imposed on the dataset in order to use any SMAB on an OPSP. Another critical aspect is the introduction of a parameter $\tau$ indicating the rolling-horizon settings (Shen, Wang and Ma 2014), which is the number of periods of data prior to the current decision making period, the algorithm should consider while calculating the necessary input parameters like the mean return, standard deviation and the Sharpe ratios (SR). Thus for an NBP, the return for an asset $i$ in round $t$ is given as $r^i_t = SR^i_t \quad (6)$

Where

$$SR^i_t = \left( \frac{\mu^i_t}{\sigma^i_t} \right) \quad (7)$$

The $\tau$ denotes the rolling-horizon time period. For example, $\tau = 120$ indicates that the mean ($\mu$) and standard deviations ($\sigma$) of the past 120 time periods is taken in to consideration for calculating $SR^i_t$. Then to get the $SR^i_t \in [0,1]$ normalize the $SR^i_t$ for based on data for every asset $i$ in period $t$.

$$nSR^i_t = \frac{SR^i_t - \min_{(SR^i_t^{[\tau+1,K]})}}{\max_{(SR^i_t^{[\tau+1,K]})} - \min_{(SR^i_t^{[\tau+1,K]})}} \quad (8)$$

The Naive Bandit Portfolio algorithm’s pseudocode is put below.

```
Inputs: $K$ (assets), $T$ (time horizon), $\Delta t, R, \tau$
for $i = 1$ to $(T - \tau)$ do
    Step-1: Estimate the average return $\mu^i_t = E(R_t)$ based on previous $\tau$ periods
    Step-2: Estimate the standard deviation $\sigma^i_t = \sqrt{\lambda^i_t}$ where
            $\lambda^i_t$ is the variance of asset i's returns for the past $\tau$ periods
    Step-3: Using (7) Calculate the $SR^i_t$ matrix for every asset for rounds $t = \tau$ to $T$.
    Step-4: Using (8) Normalize the $SR^i_t$ matrix so that every $nSR^i_t \in [0,1]$ for round $t = \tau$ to $T$. This $nSR^i_t$ is the adjusted Reward function
    Step-5: Provide $nSR^i_t$ as the input for the SMAB algorithm
            which could be UCB, KL – UCB, Thompson Sampling or eff SAMWMIX
```

Figure 1: A Naive Bandit Portfolio (NBP) algorithm
From the Step 5 of NBP algorithm (Figure 1), it is seen that an SMAB is implemented to compute the weights vector for any round \( \epsilon[1, T - 1] \). Current work compares the performance of the proposed effSAMWMIX SMAB with UCB1, KL-UCB, and Thompson Sampling (TS) algorithms. The functioning of each of these algorithms is put below.

The UCB1 algorithm

UCB1 is among those first generation algorithms that update and consider both exploration and exploitation components in a same surrogate UCB parameter (Auer, Cesa-Bianchi, and Fischer 2002). Consider the following UCB1 parameter to be updated in every iteration for every arm \( ucb_i^t = \max\left(\bar{x}_i^t + \frac{2\ln(t)}{n_i}\right) \) where \( \bar{x}_i^t \) is the empirical mean of observed reward of arm \( i \) until round \( t \) and \( n_i \) is the total number of times arm \( i \) is played until round \( t \). This UCB estimate is similar to \( ucb_i = \arg\max(\bar{\mu}_i) + \mathcal{P}_i \) for any round \( i \). While \( \arg\max(\bar{\mu}_i) = \max(\bar{x}_i^t) \) is the exploitation component, \( \mathcal{P}_i = \frac{2\ln(t)}{n_i} \) is the exploration bonus. Thus the optimistic guess parameter will get updated simultaneously with knowledge related to both exploration and exploitation. The UCB1 algorithm can be written as follows

**Initialization** : Play (execute) each arm once and obtain rewards \( x_i \).

Further, play the arm that satisfies \( \arg\max(\bar{x}_i^t + \frac{2\ln(t)}{n_i}) \) in that round

- \( n_i \) is number of times that particular arm is played so far
- \( t \) is the current round
- \( \bar{x}_i^t \) is the average reward for arm \( i \) at round \( t \)

Figure 2: UCB1 algorithm

The KL-UCB algorithm

KL stands for Kullback-Leibler divergence and KL-UCB (Garivier and Cappé 2011) differs from UCB1 in the padding function \( \mathcal{P}_i \) which is derived by employing KL divergence. The authors reported improved regret bounds for KL-UCB where \( \mathcal{P}_i \) incorporates the distance between estimated reward distributions for the arms when calculating the UCB parameter. The algorithm is put below.

**Initialization** : Play (execute) each arm once and obtain rewards \( x_i \).

Further, play the arm that satisfies \( \arg\max_i(n_i, d(\mu_i, M)) \leq \log t + c \log \log t \) in that round

- \( n_i \) is number of times that particular arm is played so far
- \( i \) is the arm

\[
 d(\mu_i, M) = \mu_i \log\left(\frac{\mu_i}{M}\right) + (1 - \mu_i) \log\left(\frac{1 - \mu_i}{1 - M}\right)
\]

Figure 3: KL-UCB algorithm
The Thompson Sampling algorithm

Thompson Sampling (TS) heuristic was proposed by Thompson (Thompson 1933) in 1933 but remained less popular compared to other MAB algorithms for the lack of proofs on the regret bounds which were given very recently (Agrawal and Goyal 2012). Also, the proof for logarithmic regret to Thompson sampling has come only recently (Kaufmann, Korda and Munos 2012). It can also be argued that TS cannot be ignored for the lack of proofs on the regret for its empirical performance (in simulated environments) outperformed a few well known MAB algorithms for example UCB. Hence this work considers TS as a competent algorithm to compare with the effSAMWMIX. The TS algorithm is given below

\begin{itemize}
  \item Initialization:
    \begin{itemize}
      \item Set $\alpha, \beta$ which are the prior parameters for Beta distribution
      \item Set $S_i = 0, F_i = 0 \ \forall i$ where $S_i$ is success counter and $F_i$ is failure counter
    \end{itemize}
  \item Loop: For every round $t = 1, ..., T$ do
    \begin{itemize}
      \item For every arm $k = 1, ..., K$ do
      \item Draw $\theta_i$ according to $\text{Beta}(S_i + \alpha, F_i + \beta)$
      \item Draw an arm $i = \arg \max_i \theta_i$ and observe the reward $r$
      \item If $r = 1$ then $S_i = S_i + 1$
      \item Else $F_i = F_i + 1$
    \end{itemize}
\end{itemize}

Figure 4: Thompson sampling algorithm

The effSAMWMIX algorithm

effSAMWMIX is based on SAMWMIX (Abdulla and Bhatnagar 2016). It differs from upper confidence bound like algorithms since it avoids searching for a maximum of a resulting parameter. Instead, it picks a ‘soft-maximum’ using a Boltzmann Exploration structure. It calculates a probability vector $\phi_k$ over the set of $K$ arms. This $\phi_k$ is iteratively updated to obtain a $\phi$ which associates maximum probability of 1 to the best arm $a^*$ and 0 to the rest of the arms. The equation for $\phi$ is put below

$$\phi_k^{t+1} = (1 - \gamma_t) \frac{e^{\sum_{j=1}^{K} \eta_t x_k^j}}{\sum_{j=1}^{K} e^{\gamma_t x_k^j}} + \frac{\gamma_t}{N}$$ \quad (9)$$

Where $\eta_t$ is similar to that of SAMWMIX except that it is parameterized by a $d_k$ which is obtained by the utilization of a heuristic. Equation (9), put above, is the same as that of equation (10) in SAMWMIX’s original proposition. effSAMWMIX obtains the superiority on how the learning parameter $\gamma_t$ is calculated as put below.

$$\gamma_k = \frac{N(4 + (d + d_k))}{k(d + 2d_k)^2 - (d + d_k - 2d)^2}$$ \quad (10)
Further, the parameter $d_i$ is obtained by using a heuristic to quickly converge without requiring a closed form of an equation. The effSAWMIX algorithm is put below.

<table>
<thead>
<tr>
<th>Input: Rewards Vector $G_i$, set of Arms $N$, number of rounds $T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using $G_i$, calculate $d = \min \Delta(\mu_1, \mu_2, \ldots, \mu_N)$ where $\mu_i$ is the reward mean of Arm $i$. Calculate</td>
</tr>
</tbody>
</table>
\[
\begin{align*}
G_0 &= N + 1; \quad \sigma^2 = 2 \times N; \\
\eta_0 &= \frac{1}{G_0} \log \left( \frac{1 + G_0 \times d}{\sigma^2} \right) \\
\text{starttter} &= \frac{(4 + d) \times N + d}{d^2} \\
& \text{for } i = 1, \ldots, N \text{ do} \\
\end{align*}
\]

Obtain reward $X_{t=i}$.

Initialize $\phi_i^t = \eta_0 \times \left( \frac{\text{starttter}}{N} \right) \times \left( \frac{X_{t=i}}{N} \right)$.

Initialize pull count for arm $a^t$ as $p_i=1$.

Obtain random probability $r$.

Choose an arm $i$ as winner if $\sum \phi_i^t > r$ and store reward $G_i^{\text{starttter}} = a_i^t$ and normalize the reward using its probability $\bar{x} = a_i^t / \phi_i^t$.

Update $p_i = p_i + 1$.

Assign $K_t = d + d_{ttrue}$.

Assign $\gamma_{ttrue} = \frac{((4 + k_t) \times N + k_t) / (t \times k_t^2)}{T - N - \text{in steps of } d_{tstep}}$.

Calculate $k_t = d + d_{ttrue}$.

Calculate $C_t = \left( \frac{N}{\gamma_{ttrue}} \right) + 1$ and $\sigma_t^2 = 2 \times N / \gamma_{ttrue}$.

Calculate $\eta_t = \frac{1}{C_t} \log \left( \frac{1 + C_t \times k_t}{\sigma_t^2} \right)$.

Calculate $\Sigma \phi_{ttrue} = \sum \phi_i^t + e^{\Sigma \eta \bar{x}^t}$.

If $e^{\Sigma \eta \bar{x}^t} > \Sigma \phi_{ttrue}$ then assign $d_{ttrue} = d_t - d_{tstep}$.

Assign $K_t = d_t + d_{ttrue}$.

Assign $\gamma_t = \frac{((4 + k_t) \times N + k_t) / (t \times k_t^2)}{T - N - \text{in steps of } d_{tstep}}$.

Calculate $C_t = \left( \frac{N}{\gamma_{ttrue}} \right) + 1$ and $\sigma_t^2 = 2 \times N / \gamma_{ttrue}$.

Calculate $\eta_t = \frac{1}{C_t} \log \left( \frac{1 + C_t \times K_t}{\sigma_t^2} \right)$.

Now update $\phi_i^{t+1}$ using (1) which is

$\phi_i^{t+1} = (1 - \gamma_t) \times \frac{e^{\Sigma \eta \bar{x}^t}}{\Sigma \phi_i^t} + \frac{\gamma_t}{N}$.

Output: $\phi$ vector.

Figure 5: effSAWMIX algorithm
The performance of the four algorithms in the current context are compared against simulated GBM portfolios and real-world benchmark datasets as explained in the following sections.

4. EXPERIMENTS

Experiments are conducted on both simulated datasets and real-world datasets. The simulated datasets are obtained by using Geometric Brownian Motion prediction techniques as explained below

Stock prediction on Simulated Geometric Brownian Motion Datasets

Geometric Brownian Motion (GBM) is also known as Wiener Process in which the logarithm of a quantity that varies at random will follow a Brownian Motion (Wilmott 2000). GBM is formally a mathematical modeling technique that is often used to predict the short-term stock price movement (Ladde and Wu 2009). Since the stock price movement is often unpredictable the GBM’s random walk model tends to predict the stock prices with reasonable accuracy (Fama 1995). This work considers the GBM to build a synthetic dataset to test the performance of the NBP algorithm that utilizes effSAMWMIX, UCB1, KL-UCB and TS as the SMAB engine for the NBP. The GBM dataset is generated using the daily closing prices which are the input for the GBM model. The returns are calculated for each asset using the following equation

\[ R_i = \left( \frac{P_{i+1} - P_i}{P_i} \right) \]  

(11)

Where \( P_i \) is the closing price of the asset on day \( i \). If \( T \) is the total number of periods where the returns are calculated then the mean return \( \mu \) is calculated as follows

\[ \mu = \frac{1}{T} \sum_{i=1}^{T} R_i \]  

(12)

Also the standard deviation of all the returns \( \sigma \) is calculated as

\[ \sigma = \sqrt{\frac{1}{T-1} \sum_{i=1}^{T} (R_i - \mu)^2} \]  

(13)

If the price of stock at time \( t \) is \( S(t) \) and a random value generated at that time is denoted by \( X(t) \) then the \( S(t) \) is calculated using GBM as follows.

\[ S(t) = S(0) \cdot e^{(\mu - 0.5\sigma^2)t - \sigma [X(t) - X(0)]} \]  

(14)
Experimental Settings & Simulation results

From the S&P 500 Stock dataset (Bruni, Cesarone, Scozzari and Tardella 2016) we have randomly picked \( n \) stocks from the same so that the SMABs will have \( n \) choices (arms) to choose from. Each of the stocks have the periodic closing prices from November 2004 to April 2016. The \( \mu \) & \( \sigma \) are calculated for each of the \( n \) stocks and a new set of closing prices are predicted using GBM prediction equation (14). This newly generated stock price closing data will now be the dataset on which the NBP's performance is evaluated when the NBP uses a different SMAB for decision making process. The naming convention for the GBM simulated portfolio dataset with 5 assets \( n = 5 \) is GBM05 and that with 15 assets \( n = 15 \) is GBM15. The results of the experiments on GBM05 and GBM15 datasets are put below. Also effSAMWMIX employed inside NBP is henceforth addressed as NBP-effSAMWMIX. Similarly, NBP-UCB1 indicates that UCB1 is employed inside NBP. The other two algorithms are denoted as NBP-KLUCB and NBP-TS where KL-UCB and TS are employed inside NBP respectively.

Table 1: Terminal Cumulative Wealth on GBM Datasets.

<table>
<thead>
<tr>
<th>GBM Dataset</th>
<th>Cumulative Wealth ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Market B&amp;H Strategy</td>
</tr>
<tr>
<td>GBM05</td>
<td>1.1735</td>
</tr>
<tr>
<td>GBM15</td>
<td>1.2881</td>
</tr>
</tbody>
</table>

Figure 6: Cumulative wealth curves across the investment periods on GBM05 dataset

NBP-effSAMWMIX performed better than when NBP-UCB1, NBP-KLUCB, NBP-TS. Also, NBP-effSAMWMIX has acquired a better CW than the Market Buy & Hold Strategy (Li and Hoi 2014). Results are similarly favorable for NBP-effSAMWMIX when simulated portfolio consisted of 15 assets (see Fig.7.). The terminal cumulative wealth acquired per a unit investment is shown in Table 1.
Figure 7: Cumulative wealth curves across the investment periods on the GBM15 dataset.

**Stock prediction on real-world benchmark datasets**

We choose benchmark datasets from (Bruni, Cesarone, Scozzari and Tardella 2016) and (Li, Sahoo and Hoi 2016) where the datasets are validated for the comparative performance of portfolio selection models. These datasets are generated using real-world price values obtained from major stock markets. They are reported to contain error-free cleaned data of weekly return values which are adjusted for dividends and stock splits. These publicly available datasets help in an unbiased comparison of the different NBP-SMAB portfolio selection strategies that are tested in this work. We chose these datasets to get a variety of data in terms of region, market type, the number of assets and the number of periods. For example, MSCI measures the equity market performance of global emerging markets and DJIA gives the stock market data from the USA which is a developed economy.

Table 2 provides the details of the datasets under consideration for this work.

Table 2: Summary of the four benchmark datasets from real markets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Market</th>
<th>Region</th>
<th>Time Frame</th>
<th># Periods</th>
<th># Assets</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJIA</td>
<td>Stock</td>
<td>USA</td>
<td>01/14/2001 - 01/14/2003</td>
<td>507</td>
<td>30</td>
<td>(Li, Sahoo and Hoi 2016)</td>
</tr>
<tr>
<td>TSE</td>
<td>Stock</td>
<td>CANADA</td>
<td>01/04/1994 - 12/31/1998</td>
<td>1259</td>
<td>88</td>
<td>(Li, Sahoo and Hoi 2016)</td>
</tr>
<tr>
<td>NASDAQ100</td>
<td>Stock</td>
<td>USA</td>
<td>06/2002 - 04/2016(weekly)</td>
<td>596</td>
<td>82</td>
<td>(Bruni, Cesarone, Scozzari and Tardella 2016)</td>
</tr>
<tr>
<td>MSCI</td>
<td>Index</td>
<td>Global</td>
<td>01/14/2001 - 01/14/2003</td>
<td>507</td>
<td>30</td>
<td>(Li, Sahoo and Hoi 2016)</td>
</tr>
</tbody>
</table>

We report (Table 3.) the terminal cumulative wealth achieved by each of these algorithms over the four benchmark datasets mentioned above. Apparently, NBP-effSAMWMIX has achieved the highest cumulative wealth when compared to other NBP algorithms. Except in the case of NASDAQ100 dataset, NBP-effSAMWMIX has performed better than the Market Buy & Hold strategy as well.
Figure 8: Cumulative wealth curves across the investment periods on DJIA dataset.

Figure 9: Cumulative wealth curves across the investment periods on TSE dataset.

Figure 10: Cumulative wealth curves across the investment periods on NASDAQ100 dataset.
Figure 11: Cumulative wealth curves across the investment periods on MSCI dataset.

Figures 8-11 show the time series curves of the CW achieved over the investment periods. NBP-effSAMWMIX has performed comparatively with NBP-TS on DJIA and TSE datasets but has a distinguishably better performance on MSCI dataset. On the NASDAQ100 dataset, the Market Buy & Hold strategy is a clear winner from the early investment periods and none of the NBP algorithms could match its performance. Except for this one case, NBP-effSAMWMIX achieved the highest wealth level in all the datasets including the simulated GBM datasets.

Table 3: Terminal Cumulative Wealth on Benchmark Datasets.

<table>
<thead>
<tr>
<th></th>
<th>Cumulative Wealth ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Market B&amp;H</td>
</tr>
<tr>
<td>DJIA</td>
<td>0.8072</td>
</tr>
<tr>
<td>TSE</td>
<td>1.7444</td>
</tr>
<tr>
<td>NASDAQ100</td>
<td>4.4363</td>
</tr>
<tr>
<td>MSCI</td>
<td>0.8907</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this work, we report the implementation of the effSAMWMIX inside of a Naive Bandit Portfolio algorithm. effSAMWMIX which has a regret of $O(\log T)$, where $T$ is the number of iterations [Boby, 2016 #179], is shown to perform better than KL-UCB and Thompson Sampling on a few popular reward distributions. This work intends to exploit this advantage (of effSAMWMIX’s performance) over competing SMAB algorithms reported in the literature. Along with NBP-effSAMWMIX, the NBP versions of KL-UCB and Thompson Sampling are evaluated for the first time in literature. We report the cumulative wealth data on both simulated and benchmark real-world datasets so as to concretely report the empirical performance of the proposed algorithm. The performance on NASDAQ100 dataset opens up the need to further assess the dataset so as to analyze why none of the NBP...
algorithms could beat the Market Buy & Hold strategy while they could in the rest of the cases. This could be because NBP does not consider asset correlations while making the decision. To further this work, we intend to do an Orthogonalization of the portfolios in order to remove the correlation and evaluate the performance of effSAMWMIX in such a scenario.
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ABSTRACT

This conceptual paper uses the extant technology and innovation management, strategic management, and strategic entrepreneurship literatures to derive a modification of the Itami and Nishino (2010) systems-based business model framework. Its objective is to provide insight at a firm level into how business model and technology change occurs as part of the global business ecosystem through learning at the firm level. It explicates how this learning is affected by four inter- and intra-firm effects, including those emanating from the global business ecosystem, as well as the rate of innovation learning across multiple levels. The paper argues that the question of what comes first, the underpinning business model or technology depends on what was learned about the firm’s (potential) place within the global business ecosystem, how this knowledge is used and the innovation life-cycle. This points to why some firms fall out of the global business ecosystem, changing its diversity mix. We conclude with a discussion of some of the paper’s more powerful implications for research and practice.

Keywords: business model; innovation; innovation system learning; technology trajectory; profit model; business system; business ecosystem; capabilities, business model life-cycle

INTRODUCTION

In the first part of the paper, the following extant literatures are briefly summarized and their key points highlighted: the business models, technology trajectories, technology disruption, value chain convergence, market convergence/disruption, hyper-competition, partnering and networks, and knowledge and big data literatures. In the next section, we describe Itami and Nishino’s (2010) business model framework. We also derive our modified version of it using key principles from the theories highlighted in the literature review. In the following section, we go into more detail about the components of the innovation systems used by individual firms, concluding that the way in which they evolve depends on how managers access and assess endogenous and exogenous forms of
knowledge, that is, that knowledge that informs the business model design and technologies of the firm over time. In the last section, we conclude that though the business model literature and the technology change literature variously alternate between arguing that technologies are underpinned by business models and evolve accordingly while business models are underpinned by technology change and evolve accordingly, which is analogous to the chicken and egg problem, what comes first is not clear-cut; it all depends on what there is to learn from the global business ecosystem, the firm’s ability to engage with it and the capacity to learn at the firm. It was also concluded that the rate of innovation that occurs within and outside of the firm’s boundaries is the result of continuous learning, and those firms that cannot learn effectively and implement the ‘right’ learnings drop out of the global business ecosystem. This has a number of implications, including the fact that business model and technology decisions involve learnings from multiple levels over time.

LITERATURE REVIEW

The business model literature is a relatively new literature (Demil & Lecocq, 2010). This literature can be split into three broad categories of research: the static view, which involves understanding different taxonomies and typologies of business models, and also how business models are defined in practice and theory; the dynamic and/or longitudinal view of business models, which involves understanding the impact of learning and the strategies learning stimulates about business models; and a systems or boundary-delineating view of business models, which involves understanding the linkages between the global business ecosystem and its business model related subsystems.

In the static view, business models have been variously defined but mostly in systems terms where the system’s objective is to create customer value using firm resources and, in turn, creates (non-)monetary forms of value for the firm (Baden-Fuller & Haefliger, 2013). In the dynamic and/or longitudinal view, the way in which the different components of business models are made to function is what gives business models their power over time, including the ability to create new versions of products or innovate them within a given set of strategic and operational constraints, that is, while using the recipe analogy, as they relate to the dish to be served up to customers (Baden-Fuller & Morgan, 2010). In a system or boundary view, business models are usually conceptualized in activity terms. This is particularly useful when understanding the business model as a vehicle for understanding how the full spectrum of activities undertaken at the firm should tie in with the pertinent activities of the global business ecosystem (Zott & Amit, 2010).
In summary, “business model choice determines the nature of complementarity between business models and technology and the paths to monetization. A poor choice can lead to low profits, a good choice to superior profits” (Baden-Fuller & Haefliger, 2013: 422).

Research on technology trajectories has been manifold. A large amount of this research has focused on the way in which technology development occurs within the firm but also how the firm is impacted by technology developed from without its boundaries. The consensus is that technology development occurring within the firm and as an outcome of the global business ecosystem involves two-way knowledge flows. Dosi (1982: 147) associates technology trajectories with the notion of a technology paradigm, since one cannot explain technology change fully without making this association.

Following on from the previous section on technology trajectories, technology trajectories can be defined in two ways according to the intensity and the nature of the change in technology involved, that is as sustaining or disruptive. (Christensen & Bower, 1996).

There are a number of drivers that contribute to convergence of value chains in the global business ecosystem. These include the emergence of common and dominant platforms (Pfaffman & Stephan, 2001), the reality that global efficiency is a function of national competitive advantage (Porter, 1990), and the strategic responses that occur within the domain of the firm when market/industry convergence is evident (Wirz, 2001).

When managers (everywhere) strategize they now have to consider the consequences of national competitive advantages becoming more marked. Sometimes this leads to the decision to relocate to another country or invest in a greenfield venture or acquire another firm to ensure the firm has a presence in a country that is strategically important, including the ability to gain access to a complementary or strategic technology rapidly (Pfaffmann & Stephan, 2001).

Likewise, markets have also been disrupted and forced to converge because firms everywhere are more able to than ever before pursue cost innovation strategies. In the last decades, the Internet and the demand for digital products and services it has stimulated has intensified the rate of change in global markets. The Internet has changed the way business is conducted forever. There is increased demand and supply of new digital forms of content, e-commerce platforms, streamlined and simple digital services and connectivity. Markets continue to disintermediate too as a result of the flexibility the Internet has provided firms of all sizes (Wirze, Schilke & Ullrich, 2010). In addition to the digitalization of world markets, intelligent network structures and the convergence of media structures have led to profound change. Firms have adopted common platforms as a result of the ready availability of these technologies, regulations and customers expecting firms to use common platforms (Wirz, 2001).
In the past, managers assumed it was possible to sustain a competitive advantage once the firm had achieved market dominance. However, globalization, the widespread adoption of proven business methods, continual innovation in technology, and new concepts in information technology have created a situation where the old model of management, once an advantage was achieved, is no longer relevant (D’Aveni & Gunther, 1994). A series of temporary advantages essentially is a proxy for a sustainable competitive advantage in this modern era (D’Aveni, Dagnino & Smith, 2010). This means that managers must invest in their firm’s resource base knowing that transient advantages via “disruptive strategic moves” may in the long-run be all that is possible to achieve (Thomas & D’Aveni, 2009:415). In addition to the abovementioned forces, hypercompetition has also been caused by deregulation across sectors (Wirz, 2001).

Globalization has led to the acceptance that business can rarely take place without some partnering and networking. This is reflected in the strategic partnering/network literatures, which confirms firms need to eschew the parochial, particularly in regard to how they configure their value chain with global partners. All kinds of partnering and network arrangements have been studied in the partnering and network literatures. Strategic alliances and constellations are undertaken to give the firm prominence and give it access to diverse forms of information, particularly information that is entrepreneurial (Koka & Prescott, 2008).

In recent times, ‘big data’ has emerged as another important way in which firms can benefit, from possessing and utilizing performance differentiating forms of knowledge. Big data in general terms is “large and varied data that can be collected and managed” (George, Osinga, Lavie & Scott, 2016: 1493).

Summary of the literature review

The literature review confirms Dosi’s (1982: 158) view that “the establishment of a defined technological paradigm is likely to be paralleled by a process of ‘internalization’ within companies of the so-called ‘externalities’ related to the innovative activity, capitalizing on the previous experience of attempts, successes and failures, etc.: within an established technological paradigm the fluid market structure characterized by the ‘heroic entrepreneurship’ often described in the literature on new industries is likely to disappear.”

Likewise, it confirms that business models are highly manipulable but also that “the typical assumption that a radically improved product or service offering will, over time, automatically lead to increased profits for the innovating firm(s) ignores the enormous problems that firms face in working out the interdependencies between business model choice and technology effectiveness.” The choice
of business model cannot be made without clarifying what might be commercially viable as part of a
global business ecosystem, as well as the technologies that the firm should invest in to create customer
value. Thus, business models mediate the link between technology and firm performance. Developing
the right technology is a business model decision regarding openness and user engagement (Baden-
Fuller & Haefliger, 2013: 419, 422).

MODEL AND OUR MODIFIED VERSION

In this section, we discuss and build upon Itami and Nishino’s (2010: 364) business model framework,
which is systems based. Itami and Nishino (2010: 364) define a business model as composing two
elements: “a business system and a profit model. A profit model “is a pattern of the firm’s intention
about how it will make a profit in its given business.” It summarizes the way in which the firm will
achieve its financial goals and differentiate itself from its competitors. A business system, on the other
hand, is the “system of works” that the firm uses to deliver value to its target customers through its
products and services. While the latter often gains the higher profile, the former is arguably the real
‘meat’ of a firm’s business model. Not only does it act as the ‘system of works’ that actually produces
and delivers the firm’s products or services, it is also the locus where a firm can learn about its
operations and the behaviors of its suppliers and customers.” Because the Itami and Nishino
framework incorporates learning, it too suggests that managers will move from one mental frame to
another of what the business model should constitute, that is, what it is at the current time and should
be in the future as determined by the strategy and the dynamic capabilities required to realize it.
Although it is acknowledged that not all firms have strategies though they will all have a business
model (DaSilva & Trkman, 2014).

In Itami and Nishino’s framework the learning system of the organization is a sub-system of the
business system, as is the delivery system, as shown in Figure 1. The learning system is the means by
which the business system can be rationalised. Its focus is the longer term strategic use of knowledge.
It is that part of the business system that renders the business system more than just a delivery system.

![Figure 1](image-url)
Itami and Nishino argue in their paper it is the business system that leads to the accumulation and development of core invisible assets. This is because the business system is where learning takes place about the firm’s delivery system, which is a system that gathers data from within the firm itself and from outside of its boundaries. They are referring to the whole value chain system the firm uses and engages here. In Itami and Nishino’s framework the firm’s core invisible assets are continually in a state of change as a result of the learning that originates from the business system. (It is clearly taken as a given in their article that core invisible assets are dynamic capabilities; dynamic capabilities make it possible for firms to keep pace with changes in markets and they derive their power from the knowledge they represent.)

The business system in broad terms is comprised of: “(1) the division of labor between the firm and its trading partners (typically a decision between outsourcing and internal procurement) (2) internally, how should the firm organize its in-house working system and (3) externally, how it should control the activities of its trading partners” (Itami & Nishino, 2010: 365-366). As indicated, Itami and Nishino apply value chain logic. They also explicate the learning system that must underpin it for the firm to be effective and, critically, innovative in the longer-term. In other words, the business system is more than just about operational activities; it is about value creation, value appropriation and learning. The firm benefits the most from its learning system if it ensures it uses its learning to build its core invisible asset base. See Figure 2.

Notwithstanding the power of the Itami and Nishino framework, we believe that the framework could be enriched by considering four learning-based inter- and intra-firm effects, including those emanating from the global business ecosystem:

1. Innovation outcomes toward global business ecosystem efficiency;
2. Innovation diversity determinants (within and outside firm);
3. Knowledge asymmetries and the big data phenomenon; and
4. The innovation system.

These are discussed below and their relationships illustrated in Figure 3.

1. **Innovation outcomes toward global business ecosystem efficiency**

The literature review highlighted the fact that the business model literature has approached the problem of explaining and defining business models from three perspectives: the static, dynamic or longitudinal, and systems view. The literature review also confirmed that when talking about business models but also technology change, trajectories of technology innovation, etc. there is necessarily a two-way flow of knowledge between the firm and the global business ecosystem. Disruptive technology change will disrupt the existing business models in the global business ecosystem, which means that individual firms that do not ride the wave of change do not survive.

This is illustrated in Figure 3 which shows that at a global level managers must pay attention to the knowledge flows coming from the global business ecosystem. Figure 3 suggests change is a two-way process when it comes to technology and business model change.

2. **Innovation diversity determinants (within and outside firm)**

In the literature review it was determined that the rate of innovation is captured by the S-curve, and this explains the rate by which technology is able to be used and its life-cycle prior to any significant structural breaks, indicating technology disruption (Christensen & Bower, 1996). In terms of sustaining and disruptive change, when this occurs this means the S-curve that was relevant is no longer the source of value creation. It is this event that makes it necessary for firms, in the focal ecosystem to change (business model and/or technology). Those firms that cannot change will not survive or will evolve into something entirely different.
Another way of saying all of the above and as Figure 3 illustrates, the factors that stimulate innovation diversity within the global business ecosystem itself - the technological disruptions that are currently prevalent, and the degree of value chain convergence, market convergence/disruption, global competition, and partnering and networking occurring within the business ecosystem – lead to widespread change. Thus, diversity is the result of learning. It is also the product of change occurring at individual firms and spilling out to other firms in the global business ecosystem (as a result of endogenous processes). Obviously, as a rule of thumb, individual firms will have a much smaller ability to influence but they will nonetheless influence. In regard to endogenous change that occurs within individual firms this is change that originates from the innovation system at the firm.

3. **Knowledge asymmetries and the big data phenomenon**

In the literature review section, which highlighted how knowledge relating to technology creates (dis)advantaging asymmetries and that the big data phenomena is intensifying the rate at which innovation is necessary, it is clear that more knowledge management and data mining capabilities are needed than ever before. This is illustrated in Figure 3 which shows that not only is knowledge (data) accessed and analysed from the global business ecosystem but that knowledge (data) is accessed and analysed at the firm level, that is, as it relates to the business model of the firm at the current time and in the future.
4. The innovation system

The literature review and as highlighted in the previous three subsections confirms the innovation system firms use can be described as the means by which firms recombine knowledge or generate new knowledge to identify novel opportunities from within and from outside the firm’s boundaries. This is possible because it is made up of three knowledge-based components:

1. Business model innovation;
2. Technology change or technology innovation; and
3. Learning from and during innovation from assessing knowledge, including knowledge which was derived from big data; this is illustrated in Figure 3.

RATE OF INNOVATION IN THE GLOBAL BUSINESS ECOSYSTEM: A FIRM LEVEL (MANAGERIAL) VIEW

In the previous section, we explained how the Itami and Nishino (2010) framework could be enriched by considering four inter- and intra-firm effects as described in the previous section. The power of this is that we can get real insight into how firms that succeed and remain competitive in the global business ecosystem contribute to innovation globally, that is, the upward trend in innovation. This can be described as the rate of innovation that occurs within and outside of the firm’s boundaries as a result of continuously learning. The assumption is that those firms that cannot learn effectively drop out of the global business ecosystem or morph.
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The rate of innovation learning (slope) as illustrated in Figure 4 can be determined by the four inter and intra-firm effects and defined as follows:

\[ Y = Y_1 + Y_2 + Y_3 + Y_4 \]

Whereas,

\[ Y = \text{Rate of innovation learning} \]

\[ Y_1 = \text{Innovation outcomes toward global business ecosystem efficiency} \]

Cumulative effects of innovation learning at the firm, ecosystem and global business ecosystem levels.
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Y2 - Innovation diversity determinants (within and outside firm)
Y3 - Knowledge asymmetries and the big data phenomenon
Y4 - The innovation system

This equation suggests that the rate of innovation learning is the result of all the four factors coming into play and the fact that the three systems (at the firm, ecosystem and global business ecosystem levels) are interdependent. It demonstrates that though it is cognitively useful to have a static approach or even dynamic/longitudinal approach when thinking about business models and the effects of technology change, or vice versa, a system approach that incorporates learning is most useful when thinking about different time horizons. The way in which value is created will be dependent on learnings that tell managers what should be the focus/foci at any one time.

CONCLUSION AND IMPLICATIONS

This paper developed the Itami and Nishino (2010) framework, which was a high-level systems explication of business models taking learning into account. Though potentially very powerful in its own right, the Itami and Nishino model only focussed on how managers continually learn about the business system with an emphasis on how managers continually learn about the delivery system (which is a subsystem of the business system). In other words, their framework is focussed on explaining how learning occurs in regard to value chain activities. This means their framework did not provide insight into how business models change in response to change that is not value chain-centric, including global business ecosystem-centric change.

Neither did it provide insight into what comes first, that is, decisions about changing or innovating the business model or decisions about changing or innovating the technologies taken up and used at the firm level. The reality is that these learning processes and decisions thereof require managers not to just engage with value chain partners but to engage in learning activities about the whole global business ecosystem, including the specifics of the ecosystem that most concerns the firm. In other words, using Darwinist principles to analogise, over long periods of time one can see the overall effect of change, that is, the business models and technologies that emerged to be dominant, but what might be most interesting is the interplay of individual factors that lead to natural selection. This kind of equifinality is worthy of further exploration quite clearly. Just like the chicken and the egg problem, we know that they evolved together to some extent within the ecosystem but at some point a happenstance affecting one or both of them occurred that explained the problem of which came first or achieved pre-eminence.
To reiterate, although our discussion provides insight into what occurs in the global business ecosystem, the objective of this paper was not to explain the whole global business ecosystem or, in other words, provide a macro level explanation of how innovation occurs but to provide insight into the way in which individual firms gather data and then change their business model, as well as the technology they decide to use and develop.

The business model literature and the technology change literature variously alternate between arguing that technologies are underpinned by business models and evolve accordingly while business models are underpinned by technology change and evolve accordingly. As indicated, this is analogous to the chicken and egg problem about what comes first. Our frameworks is a step toward understanding what might be the answer here in regard to business models and technology change, and which comes first. Thus, in addition to the concept of a technology trajectory, which has been studied extensively, the concept of a business model life-cycle, including one that develops alongside different technology trajectories, may need to be developed as a construct and studied in detail.

As a conceptual piece, bearing in mind that no empirical work using our framework has been undertaken yet, our paper suggests that the what comes first decision is learning based and over time business models and technology necessarily (mostly) evolve together, that is, in the long-run. Presumably, the managers of a firm at start-up stage must make two either/or decisions in the first instance: should the focus be on the choice of business model or the choice of technology? When we are talking about firms that are mature and part of a global business ecosystem success could be contingent upon the ability to see where the firm sits within the global business ecosystem and to what extent it can contribute to the richness of diversity within it. In this paper, this was elaborated upon in Figure 4 where the rate of innovation that occurs within and outside of the firm’s boundaries as a result of continuous learning was depicted, supporting our argument that learning is essential for global business ecosystem relevance.

Implications for theory and research

This paper contributes to a number of literatures, including the technology and innovation management, strategic management, and strategic entrepreneurship literatures. It has the potential to be a basis for learning much more about how firms learn about customers and make decisions about investing in capabilities to achieve business model outcomes and different technologies, and the iterative nature of this learning process, including how managers translate their learnings about customer value into new capabilities able to deliver on different dimensions of customer value. The modified framework in our paper focuses on the iterative nature of learning about business models and technology trajectories, as well as their various drivers; it provides the means for understanding
how learnings about customer value creation can be used to help managers decide how to change their firm’s business model and invest in technology.

Likewise, our modified framework can be used to help researchers better understand how the four inter- and intra-firm effects affect business model and technology change decisions, including across different time horizons. The business model life-cycle is a new concept and considerable scope exists to develop it via the abovementioned literatures. It may also be the situation that in different countries, etc. the way in which managers make decisions as a result of learning about these effects are significantly different, as well as the notion of a business life cycle. This too could lead to a rich research agenda.

The paper also highlighted the fact that big data has added another layer to the learning processes at firms; it has changed what it means to develop a dynamic capability. The modified framework could be used as a starting point for embarking on research that provides insight into the strategic implications of knowledge asymmetries and, in particular those that are the result of different capacities to make sense of big data. In this regard it could contribute to theory of the firm research using the knowledge-based view of the firm as its starting point (Grant, 1996; Spender, 1996). It could also lead to greater focus on the customer value-oriented marketing information system from a strategic and/or technology and innovation management research perspective.

**Implications for management**

The implications for managers are potentially vast. However, in the first instance, it is clear that the modified framework and what it implies about the rate of innovation learning at the different levels as defined in this paper, and depicted in Figure 3 and Figure 4, respectively, could make it easier for managers to understand: (1) timing issues about decisions to change the business model and/or the technology at the firm; (2) when the global business ecosystem or the ecosystem that most concerns the firm is about to change drastically; (3) the importance of big data and developing capabilities to take advantage of it; (4) how to better learn about the firm’s systems and the systems of partners, etc.; and (5) better cope with hyper-competition.
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ABSTRACT
Which information is contained in the socio-environmental and sustainability reports? How does the industry to which firms belong to affect the sustainability reports? In this paper we aim to evaluate the wideness of sustainability reports and to verify, with respect to the Legitimacy Theory, its impact on the industry in which the firm operates. The analysis was carried out on a sample of companies listed on the Italian Stock Exchange in 2015.

The idea of analysing the sustainability reports is linked to two tightly interrelated aspects: the relevant criticalities of the management of the social dimension, in view of the company’s success, and the growing relevance of voluntary disclosure systems; the second aspect is concerned, the way to manage the communication activities affects in a notable way the relationship with the stakeholders, and consequently, the whole balance of the company and the possibility of a long period of success. The specific choice of analyzing the Italian companies derives from the fact that particularly in Italy, and in general in the non-Anglophone countries, there is no established literature on the theme.

Keywords: Italian Companies, Legitimacy Theory, Sustainability Reporting

INTRODUCTION
Which information is contained in the socio-environmental and sustainability reports? How does the industry to which firms belong to affect the sustainability reports? In this paper we aim to evaluate the wideness of sustainability reports and to verify, with respect to the Legitimacy Theory, its impact on the industry in which the firm operates.

The idea of analysing the sustainability reports is linked to two tightly interrelated aspects: the relevant criticalities of the management of the social dimension, in view of the company’s success, and the growing relevance of voluntary disclosure systems. With reference to the first aspect, it is necessary to highlight the presence of a series of factors that have deeply modified in a structural way the socio-economic context in which the economic operators are working. As far as the second aspect is concerned, the way to manage the communication activities affects in a notable way the relationship with the stakeholders, and consequently, the whole balance of the company and the possibility of a
long period of success. The specific choice of analyzing the Italian companies derives from the fact that particularly in Italy, and in general in the non-Anglophone countries, there is no established literature on the theme. Moreover, having considered the influence of national macro-context sustainability, it is interesting to verify whether there is a supranational convergence of the effects caused by a relevant factor, and what is the industry with respect to the reports’ content.

The analysis was carried out on a sample of companies listed on the Italian Stock Exchange in 2015; the choice only involved the listed companies according to two basic reasons: the first was the data accessibility, the data is easily available in listed companies, the second was connected to the voluntary disclosure processes which are generally more developed and structured in the companies which have access to capital market. In order to assess the impact connected to industry it belongs to a character connection analysis was carried out, with the aim of detecting the existence of a link of any nature between the industry and the content in the sustainability report. In particular, in order to analyse the report’s content the following elements have been taken into account: an introductive part; the economic aspects; social aspects and environmental aspects. Our work is organized as follows: in the second paragraph we analysed the literature about the Legitimacy Theory, which is the spectrum in which the paper moves; in the third paragraph we described the methodology used; in the fourth paragraph we analysed and interpreted the results obtained; in the fifth paragraph we proposed our conclusions.

LITERATURE REVIEW: THE LEGITIMACY THEORY

This theory refers to a contract between society and companies, whereby the latter adopt socially oriented behaviours in order to gain social approval (Guthrie e Parker, 1989). The existence of a social contract between the companies and society is fundamental to the purpose of legitimation (Mathews, 1993). Such contract is stipulated, though in abstract terms, between the companies and the individuals that make up a local community. The local community supplies to the company the natural and human resources; the companies produce, for the community, the goods and services and they generate waste. The contract is based on mutually beneficial exchanges. The terms of this social contract reflect the social expectations on the management of the company. Such expectations can be explicit or implicit: the former about the firm’s compliance with the laws and regulations; the latter, the interests of the community in the firm’s activity (Deegan et al., 2000). The legitimacy of a firm could be threatened by the breach of explicit and implicit terms of the contract. A loss of the legitimacy creates serious hazards that might endanger the survival of the firm. In the literature, two different kinds of Legitimacy Theory can be found. The first variable has as object the individual firm. From this point of view the firm enacts choices and actions aimed at filling the gap of legitimacy, in
order to hit the desired level (Lindblom, 1994). Generally, the actions implemented aim to increase, to preserve and restore company legitimacy, that is a necessary condition to effectively operate in the social and economic context of reference. The undertaking of socially oriented actions, among which the implementation of specific reporting systems, is instrumental in order to achieve the objective of legitimacy. The second variable concerns the legitimacy of the capitalist system as a whole. In this case the development of social reporting processes is functional to the systemic legitimacy of entire industries and countries (Gray et al., 1996). Naturally legitimacy processes change from firm to firm, in space and in time, due to the different social contexts in which the companies work. In the last twenty years many studies on social and environmental reporting have adopted the Legitimacy Theory to interpret and explain practices of disclosure that are put in effect by the firms (Guthrie e Parker, 1989; Patten, 1992; Adams et al., 1998; Tsang, 1998; Campbell, 2000; Wilmshurst e Frost, 2000; Deegan et al., 2002; Milne e Patten, 2002; Newson e Deegan, 2002; O’Donovan, 2002; O’Dwyer, 2002). Among the first significant contributions it is worth mentioning the essay by Guthrie e Parker (1989) that aimed at verifying the relationship between social and environmental events and the activity of voluntary disclosure of an Australian firm (BHP Ltd) over a long-term frame (100 years, from 1885 to 1985). The results did not confirm the existence of this relationship and were considered unsuitable to support the Legitimacy Theory. Deegan et al. (2002), in a later essay, attributed the failed confirmation of the hypothesis to mistakes, by Guthrie and Parker (1989), in the measuring of the variables used to represent social and economic phenomena and the omission of significant events. The results of analysis carried out on the same firm (BHP Ltd) from 1983 to 1997, supported the Legitimacy Theory and demonstrated the link between the media attention and the activity of social-environmental disclosure. Relevant studies that have proved the validity of the Legitimacy Theory include: Patten (1992), Tsang (1998), Wilmshurst e Frost (2000), Milne e Patten (2002), O’Donovan (2002).

O’Dwyer’s essay (2002) is significant because he has tried to explore the manager’s feelings about social and environmental reporting systems. The research results underscored the influence of the external context over voluntary disclosure, even if in a completely different way from the early hypotheses: in Ireland the community persuaded the managers not to implement social-environmental reporting methods, in view of the low disposition of the Irish citizens to communicate positive results. The voluntary disclosure of positive information about the firm’s activity was considered absolutely self-defeating, in terms of legitimacy, because the social and economic context of reference felt this activity instrumental to the achievement of the firm’s economic goals. Certainly, the Legitimacy Theory has the merit of putting together the implementation of the reporting systems of sustainability and the dynamics of the external context.
In particular, it seems interesting to evaluate if, depending on the extent and the contents of the sustainability reports, the Legitimacy Theory can be applied to the single firm, to specific industries or, if, on the contrary, it concerns the whole set of firms; the resulting research question is then the following:

RQ: Can the extent and the contents of sustainability reports change because of the industry the firm belongs to?

METHODOLOGY

With respect to the objective of the work and to the research aim we selected a random sample of 50 companies listed in the Milan stock exchange which issue a sustainability report (or similar reports, such as social reports, environmental reports and integrated reports). The firms have further been grouped in 4 different industries according to the prevailing activity each one carries out: Consumer, Energy & Utilities, Financial, Industrial. For each sample company we verified the presence of the information linked to the following 35 items, grouped in four categories: Introductive part (Letter by the CEO/President; Corporate Governance; History; Methodological Note; Vision & Mission; Corporate Values & Culture, Firm Activities; Internal Control System; Reading Guide; Key); Economic aspects (Info about the financial situation; Financial Report; Value added; Financial Indicators; Share Indicators); Social Aspects (Customers; Local Community; Suppliers; Stakeholders; State and Institutions; Creditors & Banks; Media; Future Generations); Environmental Aspects (Environmental Management Tools; Environmental Training; Environmental Certifications; Environmental Research and Innovation; Remediation & Redevelopment works; Raw material consumption; Water consumption; Energy consumption; Biodiversity; Polluting emissions; Water drainage; Waste). To each sample company we assigned a value of 1, corresponding to all those items the information of which is present in the sustainability report; we assigned a value of 0 corresponding to all those items the information of which is not present in the sustainability report. To identify any statistically significant relationship between the industry type and each of the items, we built a dataset in which for each item we reported the percentage frequency of the information (both on the overall level and on the single industry).

To do this, we used the Chi-squared test of independence that, unlike correlation, can also be used when one or more of the two variables under examination are categorical. Moreover, being a non parametric statistics, it is robust with respect to the distribution of the data. It is worth noting, however, that the test does not allow to make claims about the direction of causality between the two variables but only that they are to some extent related to each other, namely, that certain categories of
the first variable match certain categories of the second one more frequently than it would be observed if the two variables were independent.

Formally, let \( X \) and \( Y \) be two variables having, respectively, \( h \) and \( k \) number of categories. Suppose we have a sample of \( n \) observations organized in the following Contingency Table (Table 1):

<table>
<thead>
<tr>
<th>( X )</th>
<th>( Y )</th>
<th>( y_1 )</th>
<th>( y_2 )</th>
<th>( \ldots )</th>
<th>( y_j )</th>
<th>( \ldots )</th>
<th>( y_k )</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>( n_{11} )</td>
<td>( n_{12} )</td>
<td>( \ldots )</td>
<td>( n_{1j} )</td>
<td>( \ldots )</td>
<td>( n_{1k} )</td>
<td>( n_1 )</td>
<td></td>
</tr>
<tr>
<td>( x_2 )</td>
<td>( n_{21} )</td>
<td>( n_{22} )</td>
<td>( \ldots )</td>
<td>( n_{2j} )</td>
<td>( \ldots )</td>
<td>( n_{2k} )</td>
<td>( n_2 )</td>
<td></td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td></td>
</tr>
<tr>
<td>( x_i )</td>
<td>( n_{i1} )</td>
<td>( n_{i2} )</td>
<td>( \ldots )</td>
<td>( n_{ij} )</td>
<td>( \ldots )</td>
<td>( n_{ik} )</td>
<td>( n_i )</td>
<td></td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td></td>
</tr>
<tr>
<td>( x_h )</td>
<td>( n_{h1} )</td>
<td>( n_{h2} )</td>
<td>( \ldots )</td>
<td>( n_{hj} )</td>
<td>( \ldots )</td>
<td>( n_{hk} )</td>
<td>( n_h )</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>( n_1 )</td>
<td>( n_2 )</td>
<td>( \ldots )</td>
<td>( n_j )</td>
<td>( \ldots )</td>
<td>( n_k )</td>
<td>( n )</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Contingency Table

If the distribution of \( Y \) does not vary with the categories of the \( X \) (and vice versa), then the two variables are independent. More precisely, in this case, the conditional distributions \( Y \bigg| (X = x_i) \) will not vary with \( i = 1, 2, \ldots, h \). This implies that conditional frequencies \( \frac{n_{ij}}{n_i} \) are constant. Similarly, the conditional distributions \( X \bigg| (Y = y_j) \) will not vary with \( j = 1, 2, \ldots, k \), and then the conditional frequencies \( \frac{n_{ij}}{n_j} \) are constant as well. Then:

\[
\frac{n_{ij}}{n_i} = \frac{n_j}{n} \Leftrightarrow n_{ij} = \frac{n_i n_j}{n} \tag{1}
\]

This equation allows to compute the theoretical frequencies, that is precisely the frequencies that would be observed in the case of independence of the two variables. The chi-square index, \( X^2 \), is based on the differences between observed and theoretical frequencies and is given by:

\[
X^2 = \sum_{i=1}^{h} \sum_{j=1}^{k} \frac{(n_{ij} - n_{ij}^*)^2}{n_{ij}^*} = n \left( \sum_{i=1}^{h} \sum_{j=1}^{k} \frac{n_{ij}^2}{n_i n_j} - 1 \right) \tag{2}
\]

where \( n_{ij}^* \) denotes the theoretical frequencies calculated by (1). In the event of independence, the observed frequencies coincide with the theoretical ones and then \( X^2 = 0 \). Conversely, in the case of maximum dependence, it can be shown that \( X^2 = n \times \min[h - 1, (k - 1)] \). This occurs when each category of \( X \) corresponds to one and only category one of \( Y \).

The independence between the two variables can be tested by considering the following system of hypotheses:
\begin{align*}
H_0 & : \text{X and Y are independent} \\
H_1 & : \text{X and Y are not independent}
\end{align*}

The test statistic is given by (2) and, under the null hypothesis $H_0$, it is distributed according to a $\chi^2$ with $g = (h - 1)(k - 1)$ degrees of freedom.

**ANALYSIS OF THE RESULTS**

The report contents can be classified in the following sections (Table 2):

- introductive part;
- economic aspects;
- social aspects;
- environmental aspects.

The analysis we carried out highlights the fact that a large percentage of documents includes the letter by the CEO or by the president (94% of the analysed sample companies). Concerning the general information of the document, the methodological note shows the highest frequency percentage (86%); little popular both the key (32%) and the reading guide (18%). As far as the company profile is concerned, the information about performed activity reveals the highest percentage frequency (94%), followed by vision & mission (82%), corporate values & culture (74%) and history (64%). Finally, a large percentage of companies issuing the document provides information on the governance (90%) and on the internal control systems (88%). These data underscore, firstly, the companies’ intention to make their documents more credible. Moreover, the data show that the documents are generally issued in order to facilitate their reading and the understanding of the reports by the stakeholders. The results indicate, then, the tendency to give some information on the company’s identity and to describe a fourth dimension of sustainability, i.e. governance in line with the evolution of reporting towards the EECS systems (Economic, Environmental, Governance, Social).

With reference to the economic aspects, the prospect of value added is the highest percentage item (88%); the presence of the economic performance is also high (84%), of the share indicators (70%) and of the financial indicators (68%). Less frequent is the presence of the financial reports (26%), probably to avoid a duplication of the information found in the annual reports.

With reference to the social aspects, the results of the research highlight the presence, in the reports, of sections devoted for the large part to the categories of stakeholder. Local community 98%; Suppliers...
94%; Clients 90%; Stakeholders 84%; State 80%; less than one company in two provides information on Creditors and Banks (40%) and Media (38%). Very low (8%) was the percentage of the sections devoted to future generations: the relative field of observation has the tendency to coincide with the one concerning the environmental dimension, much more used to describe the company’s commitment with future generations.

As far as the environmental aspects are concerned, the analysis points out that the large majority of the sample companies (86%) issuing the report provide information about the tools of environmental management used, such as those for structuring the programs, for the assessment and recording of the effects of the productive activity and of the products made, for the operative control (monitoring and correction), for defining the organizational routines, for auditing and reviewing the adopted systems. The percentage (72%) of documents about the indications on the environmental certifications held is also very significant. The percentages about the companies which report on data concerning specific training (40%), about research and environmental innovation (24%) and about the remediation and rehabilitation put in place (14%) are smaller. With specific reference to the impacts, the analysis shows that almost all the companies provide information about consumption: energy, 96%, water, 94%, raw materials, 82%; high percentage frequency also for items related to the output: waste, 90%, polluting emissions, 86%. The only exception being the water discharges: only 40% of the reports contains information in on this issue.

With reference to the introductory part, the industry analysis shows that the Energy & Utilities companies are less inclined to provide qualitative information regarding the company’s profile; the narrative part about the corporate identity, instead, seems more developed in the Financial industry. However, there are no statistically significant relationships between the specific industry and content of the introductory part of the report, with the exception of the methodological note which displays a connection with the industry, significant at 5% (those being part of the Industrial e Financial industry reveal an increased predisposition in drafting the methodological note).

Concerning the economic aspects, the analysis of the industry reveals a lower frequency of the item in the Industrial sector, in view of the nature of their activities and the consequent probable focus on the other dimensions of sustainability. However, also in this regard, there are no statistically significant relationships between the specific industry and content of the report; only the relationship between value added and specific industry displays a statistical significance at 5%.

Concerning the social aspects, Energy & Utilities and Financial companies are those which include the highest number of categories of stakeholders in their reports; the companies of the Industrial sector, instead, include the lowest number of specific sections devoted to it on average. The results also show a certain degree of sectorial heterogeneity concerning the individual categories of stakeholder.
However, also in this case, there are no statistically significant relationships between the content of the report and the specific industry; the only statistically significant relationship (10%) is the relationship between the specific industry and the presence of sections devoted to the media (the Financial companies are more inclined to provide information concerning the media, probably due to the social role they play).

With reference to the environmental themes, the analysis shows the tendency to a higher accountability on the issue of environmental management of the Energy & Utilities and Industrial companies, probably related to the significant effects of their activities on the environment. In this case there is a particularly significant number of relationships between industry and environmental aspects in the reports: environmental certifications (significance at 1%); environmental research and innovation (significance at 1%); land reclamation/drainage works (significance at 1%); biodiversity (significance at 1%); polluting emissions (significance at 1%); water discharges (significance at 5%); This is linked to the different impact that the environmental issues could have on the individual companies in relation to their activity and, then, accordingly, to the industries they belong to (certainly, Energy & Utilities e Industrial sectors are more sensitive to the environmental issues than the other ones).

As far as the research question is concerned, it is evident that most of the firms draft a full and inclusive sustainability report, irrespective of the industry they belong to. The empirical analysis supports the theory of legitimacy, where it highlights that the companies search for the consensus within the context of reference through the publication of information which go beyond the regulatory requirements. In the view of the Legitimacy Theory (Lindblom, 1994), for listed companies, the increased pressures coming from the external environment also have to be considered, given their importance in terms of both positive and negative impacts, on the context considered as a whole. In this perspective, the purpose of sustainability reporting is to fill the legitimacy gap until the desired level is achieved (Lindblom, 1994), pursuing the objective of increasing, maintaining and restoring the consensus by the stakeholder. Their consensus is a necessary condition in order to act effectively in the socio-economic context in which they operate. Communication is the most important element for the legitimation within the reference environment and for the approval of the stakeholder (Gray et al., 1996). Being socially responsible is not enough to legitimize oneself, it is also required to communicate the objectives, the actions and the results obtained (Newson e Deegan, 2002; De Villiers e Van Staden, 2006). Accordingly, sustainability reporting is an aspect of particular importance for the legitimacy processes, contributing to improve the transparency in the relationships and to increase the credibility and the confidence between the community and the stakeholders.
Our empirical research confirms that there is a relationships between industry and content of sustainability reporting, although it is limited to the environmental aspects.

Several studies have generally highlighted the influence of the industry over the socio-environmental and sustainability reports (Verrecchia, 1983; Cowen et al., 1987; Ness e Mirza, 1991; Beliveau et al., 1994; Gray et al., 1995; Morris, 1997; Adams et al., 1998; Clarke e Gibson-Sweet, 1999; Hoffman, 1999; Bowen, 2000; Line et al., 2002; Archel, 2003; Brammer e Millington, 2006; Jenkins e Yakovleva, 2006). The influence of the industry on the sustainability reporting systems, according to the existing literature, can be linked to two factors (Branco e Rodrigues, 2008): the environmental relevance of the activities carried out by the firm and its proximity to the consumer. Many have been the research studies (Ness e Mirza, 1991; Morris, 1997; Clarke e Gibson-Sweet, 1999; Hoffman, 1999; Bowen, 2000; Line et al., 2002; Archel, 2003) that have demonstrated the higher tendency towards sustainability disclosure by the firms operating in particularly critical industries under an environmental perspective (oil industry, mining industry, metallurgical industry, chemical industry and paper making industry). It is necessary, in a Legitimacy Theory perspective, to consider the increasing pressures that the context is putting on the firms with a strong social and environmental significance (Cowen et al., 1987; Patten, 1991; Milne e Patten, 2002; Parsa e Kouhy, 2008) which determines a stronger commitment in their reporting activities, in order to legitimize themselves in a society and the community. According to this theoretical framework, the statistical insignificance of the industry compared to other dimensions of sustainability reporting (introductive part, economic elements, social elements) could be motivated by the growing importance of voluntary disclosure which makes firms communicate on sustainability issues regardless of their criticalities and individual activity, in order to reduce the context hostility even when it is not connected to industry specificity.

CONCLUSIONS

This work aimed at analysing the content of sustainability reports verifying whether their wideness varies according to the industries in which the companies operate. Based on the theory of legitimacy the companies adopt systems of voluntary disclosure in order to keep and widen the consensus within the local community. In this view, the companies make communicative choices and actions in order to fill the legitimacy gap, until they the level they wish is reached. The empirical analysis supports the Legitimacy Theory, in cases where the companies search for consensus through the publication of information concerning not only the financial aspects, but also the social and environmental ones. In terms of legitimacy, for the sample companies, the main pressures are those by the financial markets, which push them to a wider transparency in their relationships.
Sustainability reporting becomes particularly important in the legitimacy processes, contributing to the enhancement of credibility and building trust with the local community and with the stakeholders. Naturally, the processes of legitimacy change from firm to firm, in space and time, since the social contexts in which they operate are different.

On this basis, our empirical research confirms the existence of a relationship between the industry and the content of the sustainability reports, albeit restricted to the environmental aspects. In a Legitimacy Theory perspective it is necessary to refer to the main pressures that the context exerts on the companies with a strong social and environmental relevance which determines their greater commitment to the reporting activities, in order to legitimize themselves in society and the local community.

The results obtained are the basis for two managerial implications that must be considered together: in the industries that are particularly critical from an environmental point of view, voluntary disclosure represents an essential element of legitimacy; it is necessary, however, not to consider those reports as a formal tool of legitimacy, that would make the information homogenous in the different companies regardless of the effective informative needs of the stakeholders.
<table>
<thead>
<tr>
<th>Item</th>
<th>% Frequency</th>
<th>% Frequency</th>
<th>% Frequency</th>
<th>% Frequency</th>
<th>% Frequency</th>
<th>$\chi^2$</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INTRODUCTIVE PART</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Letter by CEO/President</td>
<td>94,00</td>
<td>91,67</td>
<td>100,00</td>
<td>94,12</td>
<td>88,89</td>
<td>3.7301</td>
<td>0.292</td>
</tr>
<tr>
<td>Corporate Governance</td>
<td>90,00</td>
<td>100,00</td>
<td>91,67</td>
<td>88,24</td>
<td>77,78</td>
<td>2.3316</td>
<td>0.506</td>
</tr>
<tr>
<td>History</td>
<td>64,00</td>
<td>83,33</td>
<td>66,67</td>
<td>58,82</td>
<td>44,44</td>
<td>3.7682</td>
<td>0.288</td>
</tr>
<tr>
<td>Methodological Note</td>
<td>86,00</td>
<td>83,33</td>
<td>66,67</td>
<td>94,12</td>
<td>100,00</td>
<td>8.9497</td>
<td>0.030</td>
</tr>
<tr>
<td>Vision &amp; Mission</td>
<td>82,00</td>
<td>83,33</td>
<td>58,33</td>
<td>94,12</td>
<td>88,89</td>
<td>4.6943</td>
<td>0.196</td>
</tr>
<tr>
<td>Corporate values &amp; culture</td>
<td>74,00</td>
<td>75,00</td>
<td>41,67</td>
<td>88,24</td>
<td>88,89</td>
<td>6.2308</td>
<td>0.101</td>
</tr>
<tr>
<td>Firm activities</td>
<td>94,00</td>
<td>100,00</td>
<td>100,00</td>
<td>88,24</td>
<td>88,89</td>
<td>5.1370</td>
<td>0.162</td>
</tr>
<tr>
<td>Internal control system</td>
<td>88,00</td>
<td>83,33</td>
<td>91,67</td>
<td>88,24</td>
<td>88,89</td>
<td>0.4250</td>
<td>0.935</td>
</tr>
<tr>
<td>Reading guide</td>
<td>18,00</td>
<td>16,67</td>
<td>25,00</td>
<td>23,53</td>
<td>0,00</td>
<td>2.6422</td>
<td>0.450</td>
</tr>
<tr>
<td>Key</td>
<td>32,00</td>
<td>16,67</td>
<td>58,33</td>
<td>17,65</td>
<td>44,44</td>
<td>5.0227</td>
<td>0.170</td>
</tr>
<tr>
<td><strong>ECONOMICS ASPECTS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Info about the financial situation</td>
<td>84,00</td>
<td>91,67</td>
<td>83,33</td>
<td>70,59</td>
<td>100,00</td>
<td>2.3634</td>
<td>0.500</td>
</tr>
<tr>
<td>Financial report</td>
<td>26,00</td>
<td>16,67</td>
<td>16,67</td>
<td>29,41</td>
<td>44,44</td>
<td>1.1991</td>
<td>0.753</td>
</tr>
<tr>
<td>Value added</td>
<td>88,00</td>
<td>91,67</td>
<td>91,67</td>
<td>100,00</td>
<td>55,56</td>
<td>10.4180</td>
<td>0.015</td>
</tr>
<tr>
<td>Financial indicators</td>
<td>68,00</td>
<td>66,67</td>
<td>83,33</td>
<td>70,59</td>
<td>44,44</td>
<td>0.8750</td>
<td>0.831</td>
</tr>
<tr>
<td>Share indicators</td>
<td>70,00</td>
<td>83,33</td>
<td>66,67</td>
<td>70,59</td>
<td>55,56</td>
<td>1.0701</td>
<td>0.784</td>
</tr>
<tr>
<td><strong>SOCIAL ASPECTS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Customers</td>
<td>90,00</td>
<td>100,00</td>
<td>91,67</td>
<td>100,00</td>
<td>55,56</td>
<td>8.7760</td>
<td>0.032</td>
</tr>
<tr>
<td>Local Community</td>
<td>98,00</td>
<td>91,67</td>
<td>100,00</td>
<td>100,00</td>
<td>100,00</td>
<td>3.3150</td>
<td>0.346</td>
</tr>
<tr>
<td>Suppliers</td>
<td>94,00</td>
<td>91,67</td>
<td>91,67</td>
<td>100,00</td>
<td>88,89</td>
<td>2.0306</td>
<td>0.566</td>
</tr>
<tr>
<td>Shareholders</td>
<td>84,00</td>
<td>83,33</td>
<td>83,33</td>
<td>100,00</td>
<td>55,56</td>
<td>3.7890</td>
<td>0.285</td>
</tr>
<tr>
<td>State &amp; Institutions</td>
<td>80,00</td>
<td>83,33</td>
<td>91,67</td>
<td>82,35</td>
<td>55,56</td>
<td>4.2017</td>
<td>0.240</td>
</tr>
<tr>
<td>Creditors &amp; Banks</td>
<td>40,00</td>
<td>41,67</td>
<td>66,67</td>
<td>23,53</td>
<td>33,33</td>
<td>6.1351</td>
<td>0.105</td>
</tr>
<tr>
<td>Media</td>
<td>38,00</td>
<td>16,67</td>
<td>41,67</td>
<td>64,71</td>
<td>11,11</td>
<td>7.3583</td>
<td>0.061</td>
</tr>
<tr>
<td>Future Generations</td>
<td>8,00</td>
<td>0,00</td>
<td>25,00</td>
<td>5,88</td>
<td>0,00</td>
<td>5.4511</td>
<td>0.142</td>
</tr>
<tr>
<td><strong>ENVIRONMENTAL ASPECTS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental Management Tools</td>
<td>86,00</td>
<td>91,67</td>
<td>91,67</td>
<td>82,35</td>
<td>77,78</td>
<td>3.1134</td>
<td>0.374</td>
</tr>
<tr>
<td>Environmental Training</td>
<td>40,00</td>
<td>25,00</td>
<td>58,33</td>
<td>35,29</td>
<td>44,44</td>
<td>3.2218</td>
<td>0.359</td>
</tr>
<tr>
<td>Environmental Certifications</td>
<td>72,00</td>
<td>83,33</td>
<td>100,00</td>
<td>29,41</td>
<td>100,00</td>
<td>25.5787</td>
<td>0.000 (***)</td>
</tr>
<tr>
<td>Environmental Research and Innovation</td>
<td>24,00</td>
<td>8,33</td>
<td>66,67</td>
<td>5,88</td>
<td>22,22</td>
<td>13.5614</td>
<td>0.004 (***)</td>
</tr>
<tr>
<td>Remediation &amp; Redevelopment works</td>
<td>14,00</td>
<td>0,00</td>
<td>50,00</td>
<td>0,00</td>
<td>11,11</td>
<td>18.1591</td>
<td>0.000 (***)</td>
</tr>
<tr>
<td>Raw material consumption</td>
<td>82,00</td>
<td>91,67</td>
<td>66,67</td>
<td>82,35</td>
<td>88,89</td>
<td>1.3061</td>
<td>0.728</td>
</tr>
<tr>
<td>Water consumption</td>
<td>94,00</td>
<td>91,67</td>
<td>100,00</td>
<td>88,24</td>
<td>100,00</td>
<td>3.7301</td>
<td>0.292</td>
</tr>
<tr>
<td>Energy consumption</td>
<td>96,00</td>
<td>91,67</td>
<td>100,00</td>
<td>94,12</td>
<td>100,00</td>
<td>1.6046</td>
<td>0.658</td>
</tr>
<tr>
<td>Biodiversity</td>
<td>54,00</td>
<td>66,67</td>
<td>91,67</td>
<td>29,41</td>
<td>33,33</td>
<td>11.5301</td>
<td>0.009 (***)</td>
</tr>
<tr>
<td>Polluting emission</td>
<td>86,00</td>
<td>91,67</td>
<td>100,00</td>
<td>64,71</td>
<td>100,00</td>
<td>11.7246</td>
<td>0.008 (***)</td>
</tr>
<tr>
<td>Water drainage</td>
<td>38,00</td>
<td>66,67</td>
<td>58,33</td>
<td>11,76</td>
<td>22,22</td>
<td>10.5633</td>
<td>0.014 (**)</td>
</tr>
<tr>
<td>Waste</td>
<td>90,00</td>
<td>91,67</td>
<td>91,67</td>
<td>88,24</td>
<td>88,89</td>
<td>1.9957</td>
<td>0.573</td>
</tr>
</tbody>
</table>

Statistical significance:

*** 1%
** 5%
* 10%

Table 2: Results
REFERENCES
Cowen S.S., Ferreri L.B., Parker L.D. (1987), «The impact of corporate characteristics on social responsibility disclosure: a typology and frequency-based analysis», Accounting, Organizations and Society, 12(2)
De Villiers C., Van Staden C.J. (2006), «Can less environmental disclosure have a legitimising effect? Evidence from Africa», Accounting, Organizations and Society, 31(8)
Deegan C., Rankin M., Voght P. (2000), «Firms’ disclosure reactions for major social incidents: Australian evidence», Accounting Forum, 24(1)
Gray R., Kouhy R., Lavers S. (1995), «Constructing a research database of social and environmental reporting by UK companies», Accounting, Auditing and Accountability Journal, 8(2)
Jenkins H.M., Yakovleva N. (2006), «Corporate social responsibility in the mining industry: exploring trends in social and environmental disclosure», Journal of Cleaner Production, 14(3-4)
Line M.H., Hawley H., Krut R. (2002), «Development in global environmental and social reporting», Corporate Environmental Strategy, 9(1)
Ness K.E., Mirza A.M. (1991), «Corporate social disclosure: a note on a test of agency theory», British Accounting Review, 23(3)
Newson M., Deegan C. (2002), «Global expectations and their association with corporate social disclosure practices in Australia, Singapore, and South Korea», The International Journal of Accounting, 37(2)
Patten D.M. (1991), «Exposure, legitimacy and social disclosure», Journal of Accounting and Public Policy, 10(4)
Patten D.M. (1992), «Intra-industry environmental disclosures in response to the Alaskan oil spill: a note on legitimacy theory», Accounting, Organizations and Society, 17(5)
PRICING STRATEGIES IN THE LEBANESE PHARMACEUTICAL INDUSTRY

Vrontis, Demetris1; El Nemar, Sam2; Mallat, Amani3

1University of Nicosia, Cyprus and EuroMed Research Business Institute
2Department of Marketing, Lebanese International University, Lebanon,

ABSTRACT

The pharmaceutical market is considered one of the important players in the global healthcare system. Nowadays, the pharmaceutical industry is growing fast due to the increasing demand for healthcare medications. This demand is due to the appearance of new diseases that haven’t been seen before, due to air pollution, extra usage of chemicals on vegetables and so on. Despite the growth in the pharmaceutical industry, Lebanon’s pharmaceutical sector is facing numerous challenges.

In this research, we will study the effect of new pricing strategies adopted by the Lebanese minister of health on the sales of pharmaceutical companies and what type of measures they have taken to overcome this situation. To achieve this, a structural interview was conducted with a brand manager at a generic brand pharmaceutical company, followed by a survey performed on a small population of fifty patients. Analysis revealed 1) that the sales matrix has doubled after the price reduction and 2) income are inversely related to branded medicine. Finally, for pharmaceutical companies to be successful in the future, they have to work on the promotional ways to deliver medicines and solutions for the disease of today and the future through a focus on the long term needs of patients to ensure the long-term profit and benefit. Thus, this can be achieved by providing the required funding, skilled employees, processes, infrastructure and strategy to achieve the desired results.

Keywords: pricing strategies, brand-name medicines, generic medicines, pharmaceutical industry, potency, bio-equivalency, healthcare expenditure, medicine substitution, consumer buying behaviour, income, price reduction, safety, quality

INTRODUCTION

The pharmaceutical market is considered one of the important players in the global healthcare system. Nowadays, the pharmaceutical industry is growing fast due to the increasing demand for healthcare medications. This field is developed because of the great research to prevent illnesses and
the great emphasis on healthcare standards. Moreover, the economics around the globe count on the pharmaceutical industry as a source for employment and earnings.

The American company 'Pfizer' is ranked first in sales with USD 47.9 billion in 2013, followed by Novartis then Roche, who achieved total sales of USD 47.5 billion and USD 39.2 billion respectively.

Despite the growth in the pharmaceutical industry, Lebanon’s pharmaceutical sector is facing lots of challenges. The high cost of pharmaceuticals along with the registration of fake medicines represents the major issues.

Lebanon’s per capita pharmaceutical spending is the top among the middle east. Pharmaceuticals represent an important share of the Lebanese market translated in the form of a sales volume exceeding 900 million USD in 2007. The annual spending on drugs as estimated by Households at 100 USD per capita in 2005.

The high spending is due to private pharmacies who have a fixed mark-up scheme on drugs by prescribing and selling pharmaceutical products that lead to high returns. Moreover, the Lebanese pharmaceutical market consists of more than 50 pharmaceutical companies, which reduces the economics of scale profits. It is noteworthy to mention that a great percentage of the Lebanese population do not have any type of drug insurance, thus the high expenditure is a problem and should be followed by controlling the pharmaceutical market.

The local pharmaceutical production is limited due to very high cost of production, lack of trust in the authenticity, small local market and the limitation in the efficiency of production. This local production can cover around 5% of the total local demand and 95% of the total products sold are imported.

There are three types of imported pharmaceutical products:
1. Vaccines and toxins for both human and veterinary medicine.
2. Gauzes and bandages such as adhesive plasters and adhesive dressings.
3. Retail medicaments including many forms or packages or doses for retail sale.

These imports are mainly products of France, Germany, Switzerland, and US. And after the augmentation in the Euro and Swiss Franc, Lebanese importers changed their choice of imports to cut the expenses resulted from the depreciation of the dollar against those currencies. Subsequently, the main imports became from the US due to the fact that local currency is tied to the US dollar. (Bankmed, analysis of Lebanon's pharmaceutical Market-December 2014).

Three questions come into consideration:
Should countries use price control measures to manage medicine prices?
Should countries adopt measures to control add-on costs in the supply chain?
Should countries promote the use of quality assured generic medicines as a strategy to manage medicine prices?

PRICING STRATEGIES OF PHARMACEUTICAL PRODUCTS

In the pharmaceutical industry, the price is the most important part of the business. The ministry of health through regulatory bodies is mainly responsible for setting a particular price. The objective behind this to ensure the safety of patients and to provide good quality healthcare and on the other hand, to let companies generate the necessary profit for the continuous production of medicines needed.

The pricing strategy for pharmaceutical products is similar to any other products but the difference lies in the application because regulatory bodies are responsible for allowing a price (Filmore et al., 2004).

COST STRUCTURE IN PHARMACEUTICAL PRODUCTS

In the pharmaceutical industry, there are four types of cost: Cost of active ingredients, the cost of other ingredients, the cost of packaging material, and cost of manufacturing.

A-Cost of Active Ingredient

The active ingredient cost is the highest cost component. It represents about 30% of total cost of the product.

B-Cost of Other Ingredients

Other ingredients defined as minor element represent 3% or less of the total costs.

C-Cost of Packaging Material

The cost of packaging material differs based on the type of packages whether a pack, a bottle or tube. In absolute terms, it ranges between Rs. 5-10 per pack of 10 tablets/capsules, per 60 ml bottle of liquid, per 5 ml injection & per 50 grams’ tube of ointments (Ahmed et al., 2014).

D-Cost of Manufacturing

The cost of manufacturing refers to a number of products being manufactured in a factory. An additional cost of R&D should be taking into consideration when applied over time. In the pharmaceutical industry, an average of 60% and above gross margin sounds good. It may go up to 500-1000% in case of new research molecule (Gehlbach et al., 1984).
SPECIAL TOPICS IN PHARMACEUTICAL PRICING

The Economy Pricing is another type of pricing strategy that pharmaceutical industry employs. It looks like in a way to the cost plus pricing but with a different perspective.

Economy Pricing

Some companies look to market brands of already established molecules at minimum prices. They put their prices based on costs and limit their profit margin to the minimum. Such molecules might have no impact on the pricing strategy. Another approach is to look for a brand with no competitors and price theirs at 75% lower price (Ahmed et al., 2014).

External Reference Pricing

ERP alludes to the act of utilizing the cost of a pharmaceutical item in one or a few nations to determine a reference cost for the purpose of setting or arranging the cost of the item in a given nation. Reference might be used for single-source or multisource supply items.

The board noticed that the execution of ERP requires an administrative system. The encounter has demonstrated that there is a danger of utilization of high-wage nations as reference nations for lower income settings. Key contemplations incorporate access to real costs and on-going observing.

Transfer Pricing Strategy

Pharmaceutical companies, differently than other consumer products, are not allowed to advertise their products or even use any type of media which allow them to keep the advertising expenses that other industries are using to diminish their profit to avoid taxes and to pay dividends to the shareholders. Besides this, a code of ethics should be signed by pharmaceutical companies that prevent them from spending or promoting their products (Swan et al., 2001; Lexchin J, 1992; Wolfe SM., 2002).

Within this context, pharmaceutical companies have the actual cost of product the only available source for manipulation. They look to increase the cost as much as they can through buying raw materials at their inflated costs from their own parent companies. This reflects the transfer pricing phenomenon. Not at all like shopper items, administrations and customer durables, pharmaceutical organizations are not permitted to utilize the broad communications for publicizing their items. This shuts a vital cost place for them, which is customarily utilized by all different enterprises to lessen their benefits and demonstrate a higher cost keeping in mind the end goal to avoid imposes and paying profits to the shareholders. Other than this, there is a strict code of ethics pertinent which abstains them from spending past a specific point of confinement on advancing their items (Swan et al., 2001; Lexchin J, 1992; Wolfe SM., 2002).
In this circumstance, the main territory accessible for control of cost is the actual cost of the product. Organizations expect to make the cost show up as high as could reasonably be expected by purchasing the crude material at an inflated cost, in the greater part of the cases from their own parent organizations. This marvel is named as Transfer pricing (Kotler P, 2002; Lundin D, 2000).

**SPECIFIC CHALLENGES IN THE PHARMACEUTICAL INDUSTRY**

Every industry has main stress points for their products and services. The main stress points that are commonly known are schedule, cost, and quality. One or more of these stress points have an influence on the benefit of the industry which results in classifying such point as critical to the accomplishment of the product, and the organization conveying it. Thus, there must be a better consideration of these stress points to better create a product. Nowadays, this period is the hardest in medicine improvement for pharmaceutical business. Lately, the political, administrative, social and financial weights are making the pharmaceutical industry more serious and it is dealt aggressively. Every year, one medicine at least is revised due to claims from clients of competitors. The most critical stress point in the pharmaceutical business is quality because it reflects the health of patients. Low-quality medicines result in ending someone’s life. Achieving the first ranking in providing a new medicine is basic, however, the course of medicine improvement is unusual. In the pharmaceutical industry, quality control measures are critical. Responding to the needs, the quality is the most critical factor to be considered to reduce the dangers in the industry. Another present test for pharmaceutical organizations is the pressure they are under to expand their efficiency, as the quantity of new products achieving the market has been expanding. This profitability decrease comes up with the fact that the business needs another and better approach in its administration of clinical research, sedate schedule, and product delivery.

**RESEARCH PROBLEM**

The increasing number and the appearance of new diseases that haven't be diagnosed earlier encouraged pharmaceutical companies to produce new drugs. These drugs have been priced highly to an extent that exceeded the normal ranges. The over prescription of brand drugs become a serious problem to be considered because of the increased cost that easily exceeds the one thousand dollars for a month treatment. These costs couldn't be affording by all patients (Norris et al., 2005). Moreover, the health expenditure cost per capita is the greatest in the middle East region. Pharmaceuticals represent an essential impart of the Lebanese market to a business volume surpassing 900 million.
USD in 2007. Family units yearly OOP spending on medicines was assessed at 100 USD per capita in 2005 (BankMed special report, 2014).

For this reason, adjusting the prices of drugs was considered as the first action done. On the other hand, it is essential to note that with a vast segment of Lebanon’s population not secured by medicines protection, the high per capita pharmaceutical use is viewed as a weight and should henceforth be handled through controlling the pharmaceutical market prices.

As a first step, The Ministry of Public Health (MOPH) prevailing with regards to forcing solely high-quality Generic medications in Primary Healthcare (PHC) offices and in making essential medicines broadly accessible in wellbeing focuses and dispensaries. This couldn’t achieve a better situation but it was able to keep the predominant situation since years. However, the total spending on pharmaceuticals stayed high as the ministry of health couldn’t influence the prescription habits of physicians who are the main contributors and it couldn’t find a way or a mechanism to expand the generics market share.

Besides this, the MOPH has created a National Drug Formulary demonstrating generic choices for every brand, which was to a great extent conveyed and distributed on the MOPH site. This would help doctors who will try of searching for less expensive option medicines for their patients. It would without a doubt be most helpful for drug specialists, once the legislation permitting them for substitution of endorsed medications is passed. While the Lebanese ministry of health is empowering the use of high-quality generic medicine (FDA or EMA approved), the originator’s organization, rather than contending by lessening the value, surges doctors with free specimens and offers generous bonuses to drug specialists (Pharmacists) achieving once in a while 100%. This practice is against fair competition. It likewise supports huge drug stores, equipped for buying greater amounts with higher rewards, to the inconvenience of little ones.

The trend in all European countries is toward the generic market, to reduce the pharmaceutical spending. And the reimbursement agents reimburse based on the generic price regardless of the drug purchased. Hence, the Lebanese minister of health found that adopting such strategy in Lebanon would cut the pharmaceutical market expenses and reduce the cash back money given by the reimbursement agents, which results in a better pharmaceutical industry. In order to reverse incentives, two ministerial decisions have been issued to control the drug prices. The primary decision (Government legislation # 301/1) forces a change of prices in light of a value correlation with Jordan and KSA. Among 1102 medications normal with KSA and 1006 with Jordan, 872 medicines were valued in Lebanon in view of an ex-industrial facility cost higher than the other two nations. Re-pricing prompted to variable abatements going after a few medications 40%.
The second decision (Government legislation # 306/1) accommodates another estimating structure that brings down the mark-ups set in 1983 regressively (net revenues diminish as ex-production line costs increment). Thus, the price decreases by the new ministerial decision and the law that forces generic companies to price their products 30% less than the originator, pharmaceutical generic companies faces limited profits. And, they should have competitive prices to be able to compete with other generic companies; thus these two factors have resulted in many new challenges that pharmaceutical companies will face.

OBJECTIVES OF THIS CASE STUDY

The objective of this study is to show the effect of the pharmaceutical industry challenges induced by the new pricing strategy and to provide recommendations for keeping their existence and assure their profit.

The objectives of this study:
1- To identify the effect of different pricing strategies on the sales matrix at pharmaceutical companies.
2- To recognize the types of measures pharmaceutical companies have taken to stay profitable with these pricing constraints.
3- To identify and to analyze the causes of such pricing strategy in the company.
4- To provide some effective solutions for the challenges faced by the company studied.

HYPOTHESIS TESTING

H0: The reduction of medicines pricing reduces the profit of pharmaceutical companies.
H1: The decrease of pricing of pharmaceutical products increases the number of units sold.
H3: Price reduction of branded medicines decreases the purchase of generic medicines.
H4: The decrease of medicine pricing encourages low-income earners to stop avoiding buying branded medicines.

RESEARCH METHODOLOGY

Since our problem is to check the challenges faced by pharmaceutical companies due to the new pricing strategies, it is suitable to conduct the two main research strategies which are: quantitative and qualitative. In order to better understand its effect, the author has conducted a qualitative research strategy which is the “one to one interview” with a manager at a brand generic pharmaceutical company, questioning him about the reasons behind the new pricing strategy, how it affected the
company and what measures have been considered. This interview has been analyzed through problem-solving technique to better understand the problem and to find out its root cause.

To support the qualitative approach, a self-completion questionnaire to fifty patients was used to gather information from the respondents. Through this questionnaire, the author is looking to understand how the new pricing strategy, more precisely, the price reduction has affected the patients purchase of medicines and how this purchase has affected the pharmaceutical profit. In addition, if there exists a relation between the reduced prices and medicines purchase habit (brand or brand generic). Through different variables correlation in the questionnaire, we get a better understanding of the effect of new pharmaceutical pricing over the medicines habit purchase and the profit generated.

The method used for sampling is a probabilistic sampling where the sample is selected randomly.

Here, the survey was conducted on a population of fifty patients who are under treatment. The questions were simple, targeting the brand generic medicines and brand medicines for a better understanding of the habit used in the pharmaceutical market. All data gathered through questionnaire were analyzed through the SPSS program; using this software, we were able to correlate multiple questions and find their implications.

The questionnaire is divided into two major sections:

Demographics: Age, gender, income and marital status and General Questionnaire which includes questions about patients purchase habit, and price reduction effect on brand and generic medicines.

ANALYSIS AND RESULTS

The descriptive analysis showed that 20% of patients are between 20 and 30, 35% of patients are between 30 and 50 and 45% of patients are between 50 and 70. More precisely, 40% of patients are male and 60% of patients are female. As for their marital status, 10% of patients are widowed, 20% of patients are single and 70% of patients are married. 15% of patients earn between 1500-2000, 25% of patients earn between 500-1000 and the majority of patients (60%) earn between 1000-1500.

HYPOTHESIS TESTING

H1: The decrease of pricing of pharmaceutical products increases the number of units sold

Based on the interview, it was explained that the main purpose of this new pricing was to shift the Lebanese pharmaceutical market to a generic market since a vast segment of the Lebanese population is not covered. However, there were double the units sold for some brands. Changing the habits of the main prescribers were our mission. In our case, promoting and assuring the quality of our products have led to an increased number of units sold and sometimes the double. Not all the populations can
buy branded products, some patients have stopped their chronic treatments because of the prices. On the other hand, the reduction of brands prices encouraged some patients to prefer the brands over generics, while others are satisfied with the generic if it offers the same quality which reflects our case. To our benefit, our main products are categorized under the chronic treatment where the patients have to take the treatment for life. Thus, the cost of treatment matters, which encourage them to go for generic medicines. This validates the hypothesis H1 where the decrease of prices increases the number of units sold.

For hypothesis testing of H3 and H4, a correlation coefficient is used to assess if price reduction and purchase habits are correlated. A bivariate correlation was used.

**H3: Price reduction of branded medicines decreases the purchase of generic medicines.**

<table>
<thead>
<tr>
<th>Table 1: Pearson Correlation</th>
<th></th>
<th>Does the reduction in the prices of brands will affect your current purchase</th>
<th>If branded medicines were slightly priced differently, would you still buy generic brands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Correlation</td>
<td>1</td>
<td>.491*</td>
<td>1</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.028</td>
<td></td>
<td>.028</td>
</tr>
<tr>
<td>N</td>
<td>50</td>
<td></td>
<td>50</td>
</tr>
</tbody>
</table>

According to the results, there exists a moderate negative correlation between current purchase and potential purchase ($r = -0.491$). This negative correlation indicates that there is an inverse relationship between the current purchase and the potential purchase after brand price reduction. As brand price reduces, and if the brand is slightly priced differently than the brand generic, patients will consider revising their purchase, will not purchase the brand generic and will prefer the brand. These results confirm the hypothesis H3 that says Price reduction of branded medicines decreases the purchase of generic medicines.

**H4: The decrease of medicine pricing encourages low-income earners to stop avoiding buying branded medicines.**
Based on this table, there is a strong negative correlation between income and branded medicine purchase (-0.675). A negative Pearson correlation indicates that as income decrease, patients will buy branded medicines at their reduced prices. This result is valid since the value of Pearson Sig. 2 Tailed is approximately 0.035 which is less than 0.05 thus results are valid. As a result, our hypothesis H4 (The decrease of medicine pricing encourages low-income earners to stop avoiding buying branded medicines) is validated and proved.

**CONCLUSIONS**

This study investigates the challenges faced by Lebanese Pharmaceutical companies after the new pricing strategy adopted by the ministry of health. To be able to recognize and identify the issues behind the problem and its effect on patients, a one to one interview was conducted with the general manager of a Lebanese brand generic company and a survey were distributed to 50 patients. This interview validated the H1 that price reduction of pharmaceutical products will increase the number of units sold. Based on the data gathered, the author validates the negative correlation between price reduction and branded medicine purchase from one side, and the income and branded medicine from the other side.

**RECOMMENDATIONS**

First of all, pharmaceutical companies need the required funding, skilled employees, processes, infrastructure and strategy to achieve the desired results. For this reason, at the country level, the company has to understand the cultures, the law, the supply chain and the people and at the organizational level, the company has to understand what motivates its employees for better creativity and productivity, and moreover it has to engage employees in the management department to make them feel as partners. The leaders of the companies are characterized by their skills, their knowledge and their IQ with the EI (Emotional Intelligence) needed to adapt to all psychological and sociological factors. For a successful future of pharmaceutical companies, they have to work on the
promotional ways to deliver medicines and solutions for the disease of today and the future. Science and technology are the most efficient ways that should fit with the business need to achieve a benefit for all stakeholders. The focus should be on the long-term needs of patients to ensure the long-term profit and benefit.

The loss that pharma companies have hemorrhaged is not valued in actual dollars but in the opportunity costs for the areas where they can find potential opportunities to invest. The revenue growth should include the following:

1-A better knowledge of the market and culture. This allows the company to better perceive and position their brands in the market.
2-Understanding the laws and the way the interpret and implement these laws.
3-A better vision for the political instability that might threaten their huge investments where they can find different approaches.
4-To better focus on the developed market who are the major providers of revenues and instability better than focusing on countries in emerging markets.
5-Focus on achieving an acceptance from the target populations to ensure the growth. This is can be done through understanding the patient’s needs, their medicinal needs and making them feel as part of the business and not as revenue potential.
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ABSTRACT

This paper discusses the product life cycle (PLC) and the industry life cycle (ILC) and sectoral systems of innovation (SSI) theories about the evolution of innovation in solar photovoltaics. PLC-ILC predicts that, over time, firms invest more efforts in process innovation, while the number of firms and the rate and diversity of product innovation eventually wither. In the sectoral innovation system perspective, taking into account that high-tech sectors are variation intensive, and that they receive institutional (public) support, the opposite may be true: over time innovation increases, new products appear, and products become more complex, by the addition of new functionalities, different applications to new market segments, and the arrival of different types of innovators. We contend that the SSI theoretical model can explain evolutionary patterns in many high-tech sectors, including biotechnology, ICT and nanotechnology. This paper is about industrial variation in the solar PV sector, and rapid growth of its market.
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INTRODUCTION

There are two basic models to study industry evolution: industry life cycle models (ILC), based on the product life cycle (PLC) and history-friendly models (Malerba, 2007). Since the late 1960s, several studies using the PLC-ILC model have pointed to the fact that a large number of industries follow a life cycle in which a radical innovation and the related entry of small new producers that introduce new products is followed by demand growth, a greater emphasis on process innovations and a selection process which ultimately leads to a concentrated market structure, and the decline of innovation (Abernathy and Utterback, 1978; Utterback, 1994). But it has been convincingly indicated that that the dynamic sequences are different from one industry to another (Klepper, 1997; Geroski, 2003, Malerba, 2007). Thus, individual-industry case studies are necessary to see the real industrial dynamics, particularly in high-technology sectors such as biotechnology, information technologies,
nanotechnology and solar photovoltaics; these sectors became noticeable after the PLC had adopted its canonical form in the 1960s and 1970s. In the meantime, some cases studies have been developed, using history friendly models, for example the computer industry (Malerba et al., 1999, 2001), the pharmaceutical industry (Malerba and Orsenigo, 2002), as well as for other industries such as software and chemicals.

This paper explores the contours of the solar photovoltaic sector, a high-tech one that, like other science-based industries, shows uninterrupted innovation from its modest start in the 1950s to the present day. Like aerospace, biotechnology, ICT, and nanotechnology, the solar PV sector does not see innovation stagnate and decline, as argued by the PLC-ILC approaches, but on the contrary, it shows continuous novelty and its branching into new paths and the creation of new products for new markets. The institutional environment, and particularly the public policy one, can explain the “anomaly”. Such institutional milieu is absent in the PLC-ILC perspective, but is a central element in the innovation systems approach.

1. THE SOLAR PV SECTOR

In the solar PV sector we can find several periods. The first one was – after the creation of the solar cell converting sunlight into electricity in the Bell Labs in 1954 - its application into satellites and aerospace products that require electrical supply out of grid production. The United States hosted the main inventors and innovators in such companies as Hoffman Electronics, Signal Corporation, Communications Satellite Corporation, and Raytheon. The first solar cell powered satellite was launched in 1958 and was a total success (Perlin, 2002). At this time, specialised companies produced most solar cells and innovation.

In a second wave of innovation, in the 1960s and 1970s new types of innovators appeared; they were companies producing pocket calculators, and other electronic material such as Canon, Sharp and Toshiba in Japan, RCA and Texas Instruments in the United States. At the same time, some large energy companies, such as Exxon, and then ARCO in the United States became interested in solar energy for powering offshore oil and gas exploration and production. In Europe, Telefunken and other firms involved in the production of satellites became interested in solar PV technologies and conducted R&D and innovation. Australia also invested in solar PV in order to power telecommunications equipment in remote zones. The new wave of applications brought new innovators, most of them being both users and manufacturers.

The cost of producing solar energy declined as novelties piled up and new innovators launched their inventions in the market. A third wave of innovation arrived in the late 1980s and 1990s, were earthly applications boomed. Rooftop solar panels and the first solar power plants connected to the grid...
appeared in California. Western European countries such as Germany, Italy and Spain adopted policy incentives, mostly feed-in tariffs (FIT) to increase the production of photovoltaic energy and reduce pollution through the use of clean technologies.

In the present, fourth wave, several Asian countries such as China, Taiwan, Japan and South Korea have taken the relay. Not only they manufacture the majority of solar PV equipment, but they are also implementing incentives to produce more photovoltaic energy at home. However, the United States is still the most innovative country, and China and Taiwan do not produce the most advanced solar equipment but rely on economies of scale; thus the rapid increase in adoption of both rooftop and grid-connected solar panels “crowds out” the most advanced but more expensive US-produced equipment. Yet, the US Department of Energy (through its National Renewable Energy Laboratory) predicts that in 2020 solar PV energy will be competitive almost everywhere with conventional sources of energy (US DoE, 2010). It is already competitive in most areas of Spain, Portugal, Italy, California, Texas and large portions of Africa and Central and South America.

In addition to these user-manufacturer innovators, universities and government laboratories have for over sixty years contributed to the development of the solar PV technology. Among them, If at the beginnings of the sector the University of Delaware was a major contributor, later on the National Renewable Energy Laboratory in the United States, the Fraunhofer Institute in Germany, the University of New South Wales School of Photovoltaic and Renewable Energy Engineering and its ARC Photovoltaics Centre of Excellence, the MIT Photovoltaics Research Laboratory and others have become more prominent.

2. THEORIES AND HYPOTHESES

The analysis of the evolution of industries has been captured by the PLC-ILC set of models for several decades. In these models, innovation starts centred in products, then product innovation declines and process innovation takes the relay. But after a certain number of years, both product and process innovation decline, the industry concentrates and it often moves to countries where the labour force is cheaper. This is the story of textiles, garment, furniture, in the past, and now bicycles, car, electrical equipment and other industries today. In the PLC-ILC theories, innovation is the result of the search activity of a particular group of firms, who are at the same time users and manufacturers. Companies produce novelty to integrate it in their product lines.

Governments have an occasional role in the process but usually they keep their hands off the product life cycle. Klepper, the father of the ILC theory, makes it very clear:

“In summary, apart from an occasional influence of the government/military, the evolution of the six products through their formative eras largely conforms with the PLC.” (Klepper, 1997)
On the contrary, the group of innovation system models that Malerba and others have pioneered, are more attentive to the specific contours of each set of industries or sectors, where particular cost structures, natural or built competitive advantages, particular policy incentives or market sizes and structures can affect the evolution of the sector. The type of models allows for different sequences in the role of innovators, different types of demand structures and knowledge flows, and different institutional settings. The general argument that we put forward here is that science-based industries and sectors (SBIS) show a fairly different set of evolutionary patterns compared to more traditional industries. In SBIS, product variation is overwhelming, the branching out of new industries and the rise of new market segments if widespread. Thus, SBIS are more prone to innovation cascades than low and medium-tech industries (Niosi, 2015).

This paper argues – like Lundvall (1992) Malerba (2004), Nelson (2005), Niosi (2010) and others have done in the past – that institutions play a key role in the development of high-tech industries. This role has specifically been studied in biotechnology (McMillan et al, 2000, Whitley, 2003), in computers and software industries (Mowery, 1996), and nanotechnology (Roco and Bainbridge, 2005; Niosi & Reid, 2007). Governments subsidize these industries in order to improve human health, industrial competitiveness, and aiming at other societal benefits. They do it through public laboratories (think at the National Institutes of Health or the New Renewable Energy Lab in the United States), through academic subsidies to R&D, and through multiple incentives to private-sector innovation, including reimbursable and non-reimbursable subsidies, tax credits for R&D, and others, including subsidized tariffs.

In addition, increasing variation is a characteristic of one type of industries, as opposed to Schumpeter Mark I and Schumpeter Mark II sectors, as well as PLC-ILC sectors. The following insert summarizes the argument.
Insert: Four stylized cases of industry evolution

<table>
<thead>
<tr>
<th>Initial conditions</th>
<th>Concentrated</th>
<th>Dispersed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long-term trend</td>
<td>Increased</td>
<td>Increasing returns industries</td>
</tr>
<tr>
<td></td>
<td>or sustained</td>
<td>(Kaldor-David-Arthur sectors)</td>
</tr>
<tr>
<td>concentration</td>
<td>1996</td>
<td>Cases: pharmaceutical drugs,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>computer software services</td>
</tr>
</tbody>
</table>

Based on Niosi, 2000

3. SOME DEFINITIONS AND METHODOLOGY

3.1. Definitions

In order to describe industry evolution in the most precise way, the following concepts are defined for the paper:

---User innovators are the companies who directly benefit from the use of the new technology. In our case, some firms produce solar PV cells, panels and other complementary equipment, but also conduct R&D and patent at least some of the results of their R&D investment. Thus companies such as Boeing, Canon, EXXON, or Siemens are user innovators. Public laboratories and universities, as well as specialised small and medium sized enterprises conducting research and patenting, or those that install panels for individual or industrial companies and do not conduct research are not user innovators. In our definition, users and manufacturers may coexist under the same roof and within the same enterprise (Block et al, 2016).

---Integrator: solar cells are the heart of the solar photovoltaic systems, but are not the final product for most users. Other companies integrate the solar PV technologies into their products (i.e. Solar panels) and then sell to the consumers via EPC (engineering, procurement and contractor) firms; these users include producers of solar roof panels, clocks, watches, pocket calculators, satellites, aircraft, mechatronics lightning equipment used in highways, telecommunications equipment and the like.

---Related diversification: the large companies usually spin-off dedicated firms to produce the solar PV products to the end consumers in other applications;
---Mass market: the end consumers are individuals and commercial organizations that buy solar panels for houses, industrial firms or highways; also, companies producing portable electronic products such as clocks, and pocket calculators.

---Niche market: the end consumers are in such special industries as aircraft, satellites, or other specific products.

---Specialized manufacturer: they are manufacturers just focusing on solar PV cell or solar panels manufacturing, without other focus or integration plan.

-- Feed-in-Tariffs (FIT); “A feed-in tariff (FIT) is an energy supply policy that promotes the rapid deployment of renewable energy resources. A FIT offers a guarantee of payments to renewable energy developers for the electricity they produce. Payments can be composed of electricity alone or of electricity bundled with renewable energy certificates. These payments are generally awarded as long-term contracts set over a period of 15-20 years.” (US DoE, 2010) Those FIT are used not only to create incentives for the adoption of solar PV technologies, but also for wind and other renewable energies. They were adopted in Germany, Italy, Spain, Japan, and lately in China. In the USA, six states have implemented such tariffs.

3.2. Sampling and data collection

In order to review the industry evolution of the solar PV industry in terms of innovation, the patent data in United States Patent and Trademark Office (USPTO) are employed as the sample selection criteria. The data in USPTO are selected because the United States assignees own nearly 50% of the solar PV patents, and innovators based in Japan, Germany, Taiwan or the Popular Republic of China also patent their inventions in the United States in order to protect them from potential infringers.

The key words selected for collecting the patents are the “solar cell”, “solar cells”, “photovoltaic cell” and “photovoltaic cells”.

The samples are established in three categories:
1. The earliest assignees in the solar PV;
2. The top 10 biggest patent assignee companies; and
3. The top 10 biggest manufacturers specialized only in the solar PV cells and other solar system components such as solar high-tech glass, and solar energy storage systems.

For each samples in the above groups, we explore the information from their websites and the open information including the internet, the reports and the journals to find the major business, the solar PV business and their marketing positioning.

Table 3 shows that large firms (over 500 employees) dominate technology invention in the solar PV sector. This is true for all major metropolitan areas except for Taiwan, where the three largest clusters have the Industrial Technology Research Institute (ITRI) as the main owner of solar PV technology.
Since the 1980s, ITRI has become a major inventor in the area of semiconductors, and solar cells are specialized semiconductors. A capability ITRI developed in one sector of the microelectronics industry could be transferred to another sector of the same industry, for a different application.

Table 3: Solar PV patents by metropolitan areas and type of assignee

<table>
<thead>
<tr>
<th>Metropolitan areas and prefectures</th>
<th>Large firm</th>
<th>Small firm</th>
<th>University</th>
<th>PROs</th>
<th>Individual inventors</th>
<th>Number of patents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Great S. Francisco</td>
<td>219</td>
<td>124</td>
<td>15</td>
<td>10</td>
<td>1</td>
<td>369</td>
</tr>
<tr>
<td>Greater L. Angeles</td>
<td>190</td>
<td>32</td>
<td>9</td>
<td>7</td>
<td></td>
<td>238</td>
</tr>
<tr>
<td>Greater Boston</td>
<td>77</td>
<td>27</td>
<td>21</td>
<td>1</td>
<td></td>
<td>126</td>
</tr>
<tr>
<td>Washington DC</td>
<td>6</td>
<td>88</td>
<td></td>
<td></td>
<td></td>
<td>94</td>
</tr>
<tr>
<td>New York, NY</td>
<td>70</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td>78</td>
</tr>
<tr>
<td>Princeton, NJ</td>
<td>50</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td>55</td>
</tr>
<tr>
<td>Albuquerque, NM</td>
<td>52</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td>54</td>
</tr>
<tr>
<td>Delaware Valley</td>
<td>38</td>
<td>14</td>
<td>1</td>
<td></td>
<td></td>
<td>53</td>
</tr>
<tr>
<td>Seattle</td>
<td>52</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td>53</td>
</tr>
<tr>
<td>Dallas</td>
<td>43</td>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>48</td>
</tr>
<tr>
<td>Tokyo Pref.</td>
<td>216</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td>217</td>
</tr>
<tr>
<td>Nara Pref.</td>
<td>209</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>211</td>
</tr>
<tr>
<td>Kanagawa Pref.</td>
<td>184</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td></td>
<td>188</td>
</tr>
<tr>
<td>Kyoto Pref.</td>
<td>151</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td>152</td>
</tr>
<tr>
<td>Osaka Pref.</td>
<td>105</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td>107</td>
</tr>
<tr>
<td>Hyogo Pref.</td>
<td>73</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td>75</td>
</tr>
<tr>
<td>Shiga Pref.</td>
<td>48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>48</td>
</tr>
<tr>
<td>Munich</td>
<td>99</td>
<td>5</td>
<td>2</td>
<td>16</td>
<td></td>
<td>122</td>
</tr>
<tr>
<td>Frankfurt/Rhine</td>
<td>42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>42</td>
</tr>
<tr>
<td>Seoul</td>
<td>128</td>
<td></td>
<td></td>
<td>15</td>
<td></td>
<td>143</td>
</tr>
<tr>
<td>Taipei</td>
<td>16</td>
<td>16</td>
<td>42</td>
<td></td>
<td></td>
<td>74</td>
</tr>
<tr>
<td>Taoyuan/Zhongli</td>
<td>7</td>
<td>3</td>
<td>32</td>
<td></td>
<td></td>
<td>42</td>
</tr>
<tr>
<td>Hsin-Chu</td>
<td>9</td>
<td>11</td>
<td>28</td>
<td></td>
<td></td>
<td>48</td>
</tr>
<tr>
<td>Total</td>
<td>2084</td>
<td>196</td>
<td>97</td>
<td>194</td>
<td>8</td>
<td>2637</td>
</tr>
</tbody>
</table>

Source: USPTO

OUR HYPOTHESES

From the survey of these two major approaches about industry evolution, as well as authors considering variation in industry structure over time, we have drawn the following hypotheses.

**Hypothesis 1**: the decline in product innovation and the number of firms is not universal as argued by the PLC-ILC theory. In “variation-intensive sectors” (most science-based industries) the opposite is true (Niosi 2000). The number of products tends to increase over time, as new applications and new components appear, and economies of scope settle (See also, Saviotti, 1996)

**Hypothesis 2**: In SBIs, including the solar PV sector, product variety increases as new complementary...
technologies enlarge the number of users and market niches. In science-based industries, variation is overwhelming. The new complementary technologies include mechatronics (i.e. sun-tracking devices), energy storage devices (accumulators, batteries), new high-tech solar glasses, new types of solar cells, and other related equipment, allowing buildings to switch from one type of energy (such as solar PV) to another such as grid provided electricity. New firms appear to grab these technical opportunities.

**Hypothesis 3**: Incentive policies have a major impact on the rate and direction of innovative activity in the sector. They come from public R&D laboratories, targeted policies such as FIT, and others. Policies have generally been assigned a modest role in PLC-ILC theories, but they have a major one in sectoral innovation system models and historical descriptions of the growth of SBIS.

**RESULTS**

Figure 1 shows the recent exponential growth of innovation in the solar PV sector. Such growth started in the 1990s and keeps on rising today. This growth is partly due to government incentives to solar PV adoption, but also the decline of solar equipment due to solar R&D in private firms, academic and public research organizations. The development of complementary technologies has made solar PV increasingly attractive.

**Table 2. Timetable for solar energy policies in the different countries**

<table>
<thead>
<tr>
<th>Year</th>
<th>Germany</th>
<th>Italy</th>
<th>Japan</th>
<th>USA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991</td>
<td>1,000</td>
<td>PV</td>
<td>Rooftop</td>
<td>program</td>
</tr>
<tr>
<td>1992</td>
<td>Energy</td>
<td>Federal</td>
<td>Policy Act</td>
<td></td>
</tr>
<tr>
<td>1994</td>
<td>Official launch of New Sunlight Plan</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1998</td>
<td>100,000</td>
<td>PV</td>
<td>rooftop</td>
<td>program</td>
</tr>
<tr>
<td>2000</td>
<td>Renewable Energy Sources Act</td>
<td></td>
<td>Green Procurement Law</td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>10,000</td>
<td>PV</td>
<td>rooftop</td>
<td>program</td>
</tr>
<tr>
<td>2002</td>
<td>Law on new energy for power generation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>Revised Act on</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Renewable Energy Law

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
<th>Country</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>Conto Energia, 1st version</td>
<td>Revised Energy Law</td>
<td>FIT introduced</td>
</tr>
<tr>
<td>2007</td>
<td>Conto Energia, 2nd version</td>
<td>Revised Energy Law</td>
<td>Subsidy policy restarted</td>
</tr>
<tr>
<td>2008</td>
<td>Newly Revised Act on Renewable Energy Law</td>
<td>PV industry</td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>Conto Energia, 3rd version</td>
<td>Revised Energy Law</td>
<td>10,000,000 PV rooftop Program</td>
</tr>
<tr>
<td>2011</td>
<td>Decreased Feed-in Tariff for 3 times</td>
<td>Conto Energia, 4th version</td>
<td>Renewable energy Law</td>
</tr>
<tr>
<td>2012</td>
<td>Conto Energia, 5th version</td>
<td>FIT introduced</td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>Abolition of Conto Energia, 5th version</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1: Solar cell publications and US patents granted by year, 1954-2013**

![Solar cell publications and US patents granted by year, 1954-2013](image)

Source: Scopus & USPTO

We have found different uses of solar PV technologies in an increasing number of products such as:

- Satellites, aircraft,
- Oil and gas offshore production facilities
- Calculators, watches, and other portable products
- Flat roof rigid panels for individual houses or industrial plants
- Sun-tracking solar systems using mechatronics
- Grid-connected systems (solar parks, photovoltaic power stations)
- Green solar cities
- Emerging technologies
  - Concentrator photovoltaics
  - Floatovoltaics
  - Grid integration systems
  - High-tech glass
  - Solar energy storage

The solar sector thus includes several different industries, and is characterized by large variation, and increasingly complex products. If at the origins, solar panels were covered with ordinary glass, were fixed and unable to track sun movements, today they are becoming increasingly complex products incorporating high-tech glass, mechatronics, and sophisticated inverters transforming direct current into alternate current. Most of these products are supported by the state through national research institutes, academic research, FIT, and the usual panoply of financial support of OECD and emerging country governments for R&D and innovation.

CONCLUSION

We have put together different pieces of research that analyse the evolution of a new sector. The most cited, and decades-old one, is the PLC-ILC approach, proposed in the 1960s by Raymond Vernon at Harvard University and developed by Steve Klepper at Carnegie Mellon in the 1990s. Both see products being launched in the richest countries where the first imitators also grow. These new products consequently adjust themselves to market conditions, through innovation until a dominant design emerges. At this moment, product innovation starts receding while process innovation increases. The new product is exported to less affluent countries where a second cohort of imitators appears. Economic concentration rises and large firms dominate the industry. The entire industry tends to be delocalized to emerging countries where costs are lower than in the original innovating country. The solar PV sector is also being delocalized towards Asia (China, South Korea and Taiwan). Yet, the sectoral innovation system proposed by Malerba (2002) and by Malerba and Orsenigo (1996) argues that the institutions, the markets and the technological conditions under which they are born shape sectors. Thus the history-friendly models proposed by Malerba and Orsenigo do not contradict the PLC-ILC approach, but add an important element: the role of governments in the shaping of the process.
Also, most often sectors are seldom composed by just one industry or one product. The solar PV sector involves a large number of industries from semiconductors to glass, mechanical and other.

In addition, several authors (Niosi, 2000; Saviotti, 1996) have noted the phenomenon of rapid product variation, a phenomenon that does not disappear in science-based industries and sectors, as argued by the PLC-ILC approach, but on the contrary, increases over time, and so does product innovation. Also, product variation induces growth by the expansion of industries (Metcalfe et al, 2006), that translates into aggregate economic growth. Finally, Saviotti and Pyka (2004) argued that economic growth occurs most often by the creation of new sectors. The solar PV sector is a brand new one composed by several industries.
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## APPENDIX

### Table 1: Four periods in the development of the solar PV technology

<table>
<thead>
<tr>
<th>Period</th>
<th>Years</th>
<th>Most innovative nation</th>
<th>Most innovative organizations</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Canon, Seiko, Sharp, Toshiba (JP), ARC, Boeing, Exxon, RCA Texas Instruments (USA), Telefunken (DE)</td>
</tr>
<tr>
<td>The first commercial</td>
<td>1960s-1970s</td>
<td>United States, Germany, Japan</td>
<td>Mainly user-manufacturers, but also public labs and universities</td>
<td>Canon, Seiko, Sharp, Toshiba (JP), ARC, Boeing, Exxon, RCA Texas Instruments (USA), Telefunken (DE)</td>
</tr>
<tr>
<td>applications</td>
<td></td>
<td></td>
<td></td>
<td>MiaSole, Solarex, Solopower, SunPower Corp.</td>
</tr>
<tr>
<td>Large scale applications</td>
<td>1980-1990</td>
<td>United States, Germany, Japan</td>
<td>User innovators, dedicated solar equipment manufacturers; Public labs and universities</td>
<td>MiaSole, Solarex, Solopower, SunPower Corp.</td>
</tr>
<tr>
<td>Wide adoption of</td>
<td>2000-2010</td>
<td>United States, Germany, Japan</td>
<td>User innovators, manufacturers,</td>
<td>First Solar, Solo Power, Solarex, Evergreen Solar, Solaria (US), Samsung, LG (SK), Canon, Sharp, Toshiba (JP)</td>
</tr>
<tr>
<td>solar PV and entry of new</td>
<td></td>
<td></td>
<td></td>
<td>First Solar, Solo Power, Solarex, Evergreen Solar, Solaria (US), Samsung, LG (SK), Canon, Sharp, Toshiba (JP)</td>
</tr>
<tr>
<td>component innovators</td>
<td></td>
<td></td>
<td></td>
<td>First Solar, Solo Power, Solarex, Evergreen Solar, Solaria (US), Samsung, LG (SK), Canon, Sharp, Toshiba (JP)</td>
</tr>
</tbody>
</table>

Global and national business theories and practice: bridging the past with the future
Table 5. The inventors of the solar cell technologies till 1976

<table>
<thead>
<tr>
<th>Patent assignees till 1976</th>
<th>Year of the first patent in solar cell</th>
<th>Founded Year</th>
<th>Specialized industry</th>
<th>Roles in the industry</th>
<th>Number of patents till 1976</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lockheed Martin</td>
<td>1972</td>
<td>1912</td>
<td>Aerospace</td>
<td>Integrator</td>
<td>1</td>
</tr>
<tr>
<td>Rockwell International</td>
<td>1972</td>
<td>1928</td>
<td>Mechanical engineering &amp; aircraft &amp; satellite</td>
<td>Integrator</td>
<td>1</td>
</tr>
<tr>
<td>Communications Satellite</td>
<td>1973</td>
<td>1962</td>
<td>Satellite</td>
<td>User</td>
<td>12</td>
</tr>
<tr>
<td>Raytheon</td>
<td>1973</td>
<td>1922</td>
<td>Defense contractor</td>
<td>Integrator</td>
<td>9</td>
</tr>
<tr>
<td>Motorola, Inc.</td>
<td>1973</td>
<td>1928</td>
<td>Telecommunications</td>
<td>Integrator</td>
<td>2</td>
</tr>
<tr>
<td>Toshiba</td>
<td>1973</td>
<td>1875</td>
<td>Electrical Equipment</td>
<td>Integrator</td>
<td>2</td>
</tr>
<tr>
<td>Seiko Group</td>
<td>1973</td>
<td>1881</td>
<td>Instrument, watch</td>
<td>Integrator</td>
<td>2</td>
</tr>
<tr>
<td>US Government labs</td>
<td>1975</td>
<td>1975</td>
<td>R&amp;D</td>
<td>User</td>
<td>7</td>
</tr>
<tr>
<td>Dow Corning Corporation</td>
<td>1975</td>
<td>1943</td>
<td>Chemicals, silicon derived polymers</td>
<td>Integrator</td>
<td>3</td>
</tr>
<tr>
<td>RCA Corporation</td>
<td>1976</td>
<td>1919</td>
<td>Electronics (ceased operation in 1986)</td>
<td>Integrator</td>
<td>5</td>
</tr>
<tr>
<td>Texas Instruments Incorporated</td>
<td>1976</td>
<td>1951</td>
<td>Electronics, semiconductors</td>
<td>Integrator</td>
<td>3</td>
</tr>
<tr>
<td>Alcatel-Lucent</td>
<td>1976</td>
<td>1872</td>
<td>Telecommunications equipment</td>
<td>Integrator</td>
<td>2</td>
</tr>
<tr>
<td>Hughes Aircraft Company</td>
<td>1976</td>
<td>1932</td>
<td>Aerospace and defense</td>
<td>Integrator</td>
<td>2</td>
</tr>
<tr>
<td>Bell Lab</td>
<td>1976</td>
<td>1925</td>
<td>Telecommunication</td>
<td>Integrator</td>
<td>2</td>
</tr>
<tr>
<td>The Boeing Company</td>
<td>1976</td>
<td>1916</td>
<td>Airplanes, rockets and satellites</td>
<td>Integrator</td>
<td>1</td>
</tr>
<tr>
<td>General Electric</td>
<td>1976</td>
<td>1892</td>
<td>Power generation</td>
<td>Integrator</td>
<td>1</td>
</tr>
<tr>
<td>Dresser Industries, Inc.</td>
<td>1976</td>
<td>1880</td>
<td>Energy and resources</td>
<td>Integrator</td>
<td>1</td>
</tr>
<tr>
<td>Westinghouse Electric</td>
<td>1976</td>
<td>1886</td>
<td>Nuclear company power company</td>
<td>Integrator</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 6. Top 10 patents assignees and specialized mass-market manufacturers

<table>
<thead>
<tr>
<th>Top 10 User firms in terms of patents in solar PV</th>
<th>Number of patents in solar PV until 2013</th>
<th>Top 10 solar PV firms in terms of patents in solar PV</th>
<th>Number of patents in solar PV until 2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon</td>
<td>207</td>
<td>SunPower Corp.</td>
<td>64</td>
</tr>
<tr>
<td>Sharp</td>
<td>91</td>
<td>SoloPower, Inc.</td>
<td>46</td>
</tr>
<tr>
<td>Samsung Group</td>
<td>84</td>
<td>MiaSole</td>
<td>26</td>
</tr>
<tr>
<td>Applied Materials</td>
<td>81</td>
<td>Solarex Corp.</td>
<td>21</td>
</tr>
<tr>
<td>E. I. du Pont de Nemours</td>
<td>78</td>
<td>Evergreen Solar</td>
<td>13</td>
</tr>
<tr>
<td>Boeing</td>
<td>65</td>
<td>Mobil Solar Energy Corp.</td>
<td>12</td>
</tr>
<tr>
<td>Mitsubishi Group</td>
<td>64</td>
<td>Solexel</td>
<td>12</td>
</tr>
<tr>
<td>Siemens, AG</td>
<td>63</td>
<td>Solyndra</td>
<td>9</td>
</tr>
<tr>
<td>Sanyo Electric Co.</td>
<td>63</td>
<td>Solaria Corp.</td>
<td>8</td>
</tr>
<tr>
<td>Raytheon</td>
<td>52</td>
<td>Stion Corp.</td>
<td>6</td>
</tr>
</tbody>
</table>

Source: USPTO
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ABSTRACT

The creation and development of startups have been the focus of scientific contributions aimed to explore and identify the key success factors having a significant impact on their creation, survival and performance (e.g., Gilmore et al., 2004; Schutjens and Wever, 2000; Watson et al., 1998).

Considering the areas that in the earlier years have achieved the best results in the birth and the development of innovative startups, we can identify several factors responsible for the success or the failure of new ventures. Some of these factors are related to the capability of the entrepreneur to attract, combine and develop IC. A more comprehensive analysis, however, should consider the external conditions which can influence (positively or not) the environment chosen to root and to start a new business.

External conditions can be investigated adopting the perspective of business ecosystems. Moore (1993) creates the term “business ecosystem” and Iansiti and Levien (2004) underline that “like biological ecosystems, business ecosystems are formed by large, loosely connected networks of entities. Like species in biological ecosystems, firm interacts with each other in complex ways, and the health and performance of each firm is dependent on the health and performance of the whole. Firms and species are therefore simultaneously influenced by their internal capabilities and by their complex interactions with the rest of the ecosystem.” (p. 35).

Startups can contribute to economic growth through different ways, such as diverse innovation paths/processes, new technologies and know-how, original resource combinations, new entrepreneurial culture and new competencies and capabilities (Malone, 2003; Wong et al., 2005). In fact, these factors are assuming a relevant role in entrepreneurship and innovation, helping to job creation, technological progress, high level of creative work, internationalization and alternative forms of employment (ESM, 2016).

Exploring IC in the business ecosystem perspective, the paper intends to examine the roles and the contributions of several “enabling” factors, which can differently influence the creation and development of innovative startups. The most significant of these are the commitment of institutions and organizations that are able to sharpen the skills relevant for new entrepreneurship; simplification
of rules and granting incentives; enhancing the intellectual capital of entrepreneurship and accessible financing methods.

The adopted perspective is coherent with the conclusions of a public consultation launched by the European Union summarized in the Startup and Scale up initiative that has identified which enabling factors the Member States could enforce to realize a suitable business ecosystem, supporting the growth and the development of innovative startups.

By exposing a theoretical framework this paper intend to derive some relevant implications for management, to strengthen and improve the main enabling factors, and for policy makers, to encourage and sustain new entrepreneurship.

*Keywords: startups, business ecosystem, enabling factors, new entrepreneurship, incentives, patent box, inspiring entrepreneurs, educational institutions, financing methods.*
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MARKET DOCTRINE (MD), CREATIVITY, AND NEW PRODUCT PERFORMANCE IN INTERNATIONAL MARKETS
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ABSTRACT
Market doctrine (MD) is a relatively new concept in the marketing literature. When first introducing, Challagalla, Murtha, and Jaworski (2014; CMJ hereafter) defined MD as "a firm’s unique principles, distilled from its experiences, which provide firm-wide guidance on market-facing choices" (p. 4). Thus, MD ensures consistent decisions across firms’ departments. MD's importance was recognized by the Journal of Marketing, which bestowed the 2014 Harold H. Maynard Award on the authors, citing their paper as the most significant contribution to marketing theory and thought of that year. CMJ viewed marketing creativity as an outcome of MD. Such creativity, in tandem with new product creativity, is an antecedent of new product performance (Im and Workman 2004). Thus, given that MD is a new concept with a potential impact on the success of new products, it is important to study this relationship.

RESOURCE BASED VIEW
According to the resource-base-view (RBV), a firm can achieve a sustainable competitive advantage (SCA) by controlling resources that are rare, valuable, inimitable, non-tradable, and non-substitutable, as well as firm-specific (Barney 1999).

MARKET DOCTRINE
MD provides guidelines to firms that face marketing challenges. It constitutes a common firm-wide approach for marketing-related decision-making. When firms use them, employees tend to rely on MDs’ guidance rather than on personal tendencies, cultural customs, or ideologies (Bailey and Maltzman 2008). CMJ described MD as four sets of principles. Principles should (1) be firm-specific (2), be experienced-based, (3) guide firm-wide marketing decision-making, and (4) include market-facing choices.

Four elements contribute to the development of MD. The first is international diversification, Related-product, decentralization of marketing authority, and decentralization of marketing activities. Regarding MD’s consequences, it improves the consistency of decision-making processes and leads to enhanced marketing-program creativity, reduced marketing impulsivity, enhanced perceived value of
marketing, and better international performance.

**NEW PRODUCT CREATIVITY (NP CREATIVITY)**

New product innovation (creativity) was identified as "the key to firms’ marketplace success, profit and survival" (O’cass and Sok 2014, p. 156). NP creativity enables firms to develop new products in response to changes in customer needs and to continuously create and embed enhanced value in their products (Ngo and O'Cass 2009). Therefore, continuous renewal of market offerings (in the form of NPs) is required in order to achieve market superiority. NP creativity provides a platform for the development of new products with beneficial attributes that closely matches customers’ needs, resulting in superior performance (Kohli and Jaworski 1990; Shoham 2002; Slater and Narver 1995).

**NEW PRODUCT PERFORMANCE (NPP)**

New product performance is an outcome of creative processes (Calantone and Cooper 1981). Im and Workman (2004) renamed NPP as NP success, which can be viewed as leading to better market (relative market share, relative sales) and financial outcomes (relative return of investment; in general, profits, market share, sales, return on investment, relative profitability) (Cavusgil and Zou 1994), as well as to customer satisfaction (Andrews and Smith 1996).

**SUMMARY**

The discussion above leads to a model flowing from MD to Creativity and New Product Performance. The model is depicted below.

*Keywords: Resource Based View, Market Doctrine, New Product Creativity, New Product Performance*
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ABSTRACT
This research focuses on comparison of derogation effects of using successful versus attractive male spokesperson in advertising on male consumers in two culturally different countries -Netherlands and Brazil. According to the results, when a male consumer compares himself to attractive male spokespersons, the attitude towards the ad is significantly positive; when he compares himself to successful male spokespersons, the attitude toward the ad is significantly negative. Thus, men who compare themselves with a successful spokesperson do show a similar derogation effect as women who compare themselves with an attractive model. This is not the case for men who compare themselves with an attractive spokesperson. Brazilians showed more negative attitude towards the ad than the Dutch did if they compare themselves to a spokesperson. However, among non-comparers, Brazilians were more positive towards all ads than the Netherlanders were. Therefore, the derogation effect occurs for Brazilians among comparers, but not among non-comparers.

INTRODUCTION
Message delivered by a physically attractive source will tend to be more persuasive than the one by a less physically attractive source (Petty et al. 1983). However, the use of highly attractive spokespersons might backfire (Bower, 2001): the use of highly attractive models in an ad leads to derogation of the ad and of the brand. The reason was explained by the social comparison theory (Festinger, 1954). According to this theory, consumers compare themselves with idealized advertising images. The idealized images in ad raise the individuals’ comparison standards for attractiveness and lowers satisfaction with their own attractiveness (Richins, 1991). This lower satisfaction leads to negative attitude towards the ad, resulting in lower purchase intention (Bower, 2001). However, Bouwer’s study included only females and mixed results stemming from comparison to highly attractive models on advertising effectiveness. That is why we want to retest the effects of exposure to attractive models in ads on ad effectiveness for males. Besides, we wonder how using a successful male spokesperson influences ad effectiveness and which derogation effect –attractive versus
successful male spokesperson needs an attention of companies. Gulas and McKeage (2000) found that exposure to advertising containing idealized images of financially successful males reduced male viewers’ level of self-esteem. However, this study investigated only negative effects in terms of self-perceptions, but not advertising effectiveness. More importantly, they did not investigate whether exposure to an attractive versus successful spokesperson causes higher derogation. That is what the contribution of this study to marketing knowledge.

Success plays an important role in how men see themselves. Whilst men select their partners based on physical attractiveness, women select partners based on their social power and their financial ability (Willis and Carlson, 1993). Therefore, financial success can be considered an important feature of males. Moreover, besides attractiveness, social status among boys is also associated with high expected earning power (Dong et al., 1996). This leads to wondering whether financial success is for men what attractiveness is for women.

On top of these, we compare the derogation effects in two culturally different countries: Brazil and the Netherlands. There are two main reasons of these choices. First, globalization has increased the importance of understanding whether the same advertising strategies of developed economies can be also used in emerging economies. So far, a few studies indicate that consumers from economies in transition have different attitudes regarding advertising than do consumers from developed counties (Feick and Gierl, 1996). With respect to advertising the influence of cultural differences is very pervasive since “as a form of social communication, advertising is considered to be particularly reflective of culture” (Hong et al., 1987). Second, these two countries are strikingly different in terms of Hofstede cultural dimensions. Brazil is more collective, masculine country with higher power distance. All these dimensions can reflect on how people view a successful person and it is therefore expected that Brazilian consumers exhibit higher levels of derogation toward a successful person in an ad than Dutch consumers.

The research objective is therefore to investigate the level of derogation effect caused by exposure to a successful versus an attractive male spokesperson while controlling social comparison. Additionally, cross-country differences of consumers towards an ad with a specific spokesperson will be investigated. This will be useful for companies when deciding whether to adapt a specific ad to a different culture or to change it completely. The results of this research will make it possible to know which type of spokesperson will be more effective for an ad, and thus the type of spokesperson that can generate higher likability and success for the ad.

METHODOLOGY
Four fictional ads were created: 1) a successful and attractive male spokesperson, 2) a successful and non-attractive male spokesperson, 3) a non-successful but attractive spokesperson, and 4) an average looking and not successful spokesperson. The participants were exposed to one ad of four experimental conditions randomly (2x2 between-subject design). The data was gathered with an online survey from only males. A total of 257 respondents, 131 Dutch and 126 Brazilians, were used in the analyses.

FINDINGS

The empirical findings indicate when a male consumer compares himself to an attractive male spokesperson, ad attitude is significantly positive; when he compares himself to a successful male spokesperson, ad attitude is significantly negative. Thus, men who compare themselves with a successful spokesperson do show a similar derogation effect as women who compare themselves with an attractive model. This is not the case for men who compare themselves with an attractive spokesperson. Brazilians indicate more negative ad attitude than the Dutch do if they compare themselves to a successful spokesperson. However, Brazilians are more positive towards all ads than the Netherlanders among non-comparers. So, the derogation effect occurs for Brazilians among comparers, but not among non-comparers.

Keywords: Attractive/Successful spokesperson, Social Comparison, Derogation effect, Cultural Differences, Advertising Effectiveness
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INTERNATIONAL DIFFERENCES IN SPORT EVENT SPONSORSHIP EFFECTIVENESS
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ABSTRACT

Major sports events such as the Olympic Games and FIFA World Cup have achieved global reach through extensive media coverage and the involvement of multinational sponsors. Sports provide a highly attractive mix of drama, emotion and information that attract very loyal customers: sports fans. The need to engage sports fans in meaningful ways that involve sponsors has been an ongoing focus of sports marketing research. However, relatively few studies have focused on how the effectiveness of sport event sponsorship might differ internationally and across national cultures.

Our field-based study offers an important extension to current research. Specifically, we conducted an international survey of Euroleague Basketball’s fans and gathered data from 4365 respondents across ten European countries to identify country-specific patterns. The questions in the survey included fan demographics, behaviour, opinions and attitudes towards sponsors. We conducted multilevel modelling using individual and country level variables and investigated the determinants of sponsorship effectiveness, namely brand affect, and the differences among them.

The findings indicated the positive effect of perceived fit, sponsor brand familiarity, attitude sponsorship, brand association, event involvement, the success of fan’s team, the number of traditional media used to follow games, and finally product/brand category usage on brand affect. Team loyalty, sport involvement, age and gender have a negative effect on brand affect. From our findings, when sport involvement and team loyalty increase, brand affect decreases. When a sport consumer uses traditional media to follow the Euroleague, brand affect increases. Interestingly, we did not observe the same effect for new media. There were differences in the effects of perceived fit and brand familiarity across countries. When country’s indulgence increased, brand affect also increased while the opposite effect was observed for masculinity. There were significant differences in brand affect across ten countries based on fixed effect model. We further explain cross-cultural differences in sponsorship effectiveness and additionally provide several implications for marketers.

INTRODUCTION

Major sports events have become an integral part of the global entertainment industry through increasing exposure through multiple media channels. These events, such as the Olympic Games and
FIFA World Cup or the regular fixtures in the NBA or English Premier League, are used by commercial sponsors to reach large live audiences and clearly defined customer segments as part of wider marketing and communication strategies. Worldwide spending on sport sponsorship has reached to $62.8 billion in 2017, and along with the sales of media rights is one of the key revenue streams for sports organizations (IEG, Statista, 2017). Sponsorship in sports has been the focus of numerous studies, many of which focus on consumers’ ability to recall sponsors’ brands and the Return On Investment (ROI) that sponsorship provides sponsors (Deitz et al., 2013). The literature to date reveals a concern for the relative effectiveness of sponsorship as a promotional strategy and whether the high priced deals at the top end of the industry provide value for money. However, the effectiveness of sports sponsorship in terms of cross-cultural comparison has received little attention by scholars to date. Indeed, sports marketing research literature have mainly focused on the antecedents of effectiveness which can be listed as: perceived sponsorship fit (Simmons and Becker-Olsen, 2006); attitude toward sponsorship (Meenaghan and Shipley, 1999); sport involvement (Gwinner and Bennett, 2008); familiarity with the sponsoring brand (Chanavat and Martinent, 2009). Although sponsorship has attracted a lot of interest in the academic world so far, research of sponsorship effectiveness concerning multiple countries is rare up to this point (Meng-Lewis et al., 2013; Lee and Mazodier, 2015; Séguin et al., 2005). Most studies concentrate on the domestic region of the sponsored property (i.e. the country where an event is hosted or where a team comes from) and limited to generalizability.

Our study is based on a sample of 4365 respondents from an international survey of Euroleague Basketball’s fans conducted in 2015 and provides new insights on: 1) sponsor equity in terms of brand affect in ten different countries in an international sports league, and 2) the role of several antecedents of sponsor equity (perceived fit, sponsor brand familiarity, involvement with the event, sport, and team, attitude towards sponsor, the success of fan’s team, traditional/new media, product/brand usage, age and gender) in an international sponsorship. The study was conducted in the context of the Euroleague Basketball, which is the leading professional basketball competition in Europe comprising teams from up to eighteen countries. The findings provide insights for sponsors and sports organizations and inform decision-takers as to the level of standardization of their sponsorship-linked marketing communications by revealing to which extent consumers’ attitudes to and perceptions of sponsorship differ between countries.

We conducted multilevel modelling using individual and country level variables and compared the results to fixed/random effect and multiple linear regression analysis. We observed significant differences in brand affect across ten countries using fixed effect model. Using the multilevel model, we concluded that there are differences in effects of perceived fit and brand familiarity across ten
countries. When Hofstede’s culture dimension “masculinity” increased, brand affect decreased. However, when indulgence increased, brand affect also increased. The most important variable explaining brand affect was perceived fit. The significant positive effects on brand affect were perceived fit, sponsor brand familiarity, attitude sponsorship, brand association, event involvement, the success of fan’s team, the number of old media to follow games, sponsor brand category usage. The negative effects on brand affect were team loyalty, sport involvement, age and gender. That is, when sport involvement and team loyalty increases, brand affect decreases. While the usage of traditional media increased brand affect, interestingly we did not observe the same effect for new media.

Keywords: Sponsorship, brand affect, cross-cultural, fit, brand familiarity, involvement, new media, multilevel model, masculinity, indulgence
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ABSTRACT
This research examines the influence of shopping motivations on impulse buying behaviour and compares these effects in emergent and mature markets. Shopping is becoming a gradually hedonic activity worldwide with an increasing number of multichannel buying opportunities. Unexpectedly, the research on the relations between shopping motivations and impulse buying does not exist, yet. Impulsive buying behaviour is a widely recognized phenomenon in mature markets. It is even estimated that 40 percent of all money spent is through impulse buying. While impulse buying has been much studied in mature markets, especially in the U.S., there have been a few studies in emergent markets. Data were collected from 520 female shopping mall visitors in four countries representing two mature markets (the Netherlands and Germany) and two emerging markets (Turkey and Russia) and analysed with structural equation modelling. There were significant differences in the effect of gratification, adventure, value, and quality seeking motivation on impulse buying, but not the ones of role play, social and idea. Adventure and gratification motivation influenced positively impulse buying both markets. Value motivation negatively influenced impulsive buying in mature markets, but opposite of it in emerging markets. Value motivation was not hedonic in mature markets; however it was both hedonic and utilitarian value in emerging markets. The effect of quality seeking motivation on utilitarian value was only significant in emerging markets. We additionally discuss several implications for marketers.

INTRODUCTION
As a phenomenon of modern society, more and more purchase decisions result from consumers spontaneously giving in to a sudden “urge to buy” (Rook, 1987). For instance, in the United States, even about 62% of supermarket sales and 80% of luxury-goods sales were estimated as a result of impulsive buying (Agins, 2004). Thus, we can state that impulse buying is an essential source of profits of retailers. Recently, some researchers have begun to ask “when” and “why” impulse buying occurs (Vohs and Faber, 2007). Our study contributes to this stream by examining shopping motivations that cause impulse buying. Shockingly, none of the existing studies on impulse buying have been investigated the relationship between shopping motivations and impulse buying so far.
Additionally, most of the studies about the precursors of impulse buying have been conducted only in mature markets, especially in the United States. In fact, the importance of emerging economies on profits of multinational brands has been gradually increasing. More than 80% of the world’s consumers live in emerging markets and transitional economics (ECMs) (Steenkamp and Burgess, 2002). Many emerging countries have been experiencing large changes in their retail environment parallel to their steadily rising income levels as a result of continuing economic growth.

Shopping motivations influence key retail outcomes, namely loyalty, positive word of mouth, and satisfaction with the retailer (Jones et al., 2006). Shoppers differ significantly in terms of why they shop, what they look for, how they evaluate shopping experience, how they shop and purchase. Culture and economic welfare may have a strong influence in what aspects of shopping consumers find important (Kacen and Lee, 2002). There is a strong need to understand how consumers behave in emergent markets and especially, understanding their shopping motivations and whether these motivations differ from consumers’ motives in mature markets is essential. In practice, which motivations cause impulse buying in emergent and mature markets can be beneficial for multinational companies to understand whether they need different marketing strategy than the ones from mature markets. Since we conceptualize that shopping motivations can contain both hedonic and utilitarian value, some motivations might be hedonic in mature markets, but utilitarian in emergent markets; so that some motivations can influence impulse buying while not in other market. The current study fills in this gap and contributes to literature by investigating hedonic and utilitarian motivations in both markets and comparing the effects of them on impulse buying. This study focuses on both utilitarian, namely quality seeking motivation and hedonic, namely adventure, social, gratification, idea, role, and value motivations which are conceptualized by Arnold and Reynolds (2003) in a mature market (i.e. USA).

**METHODOLOGY**

Data were collected in shopping malls from only female shoppers in four countries, representing two leading Western mature markets (the Netherlands and Germany) and two important emerging markets (Russia and Turkey). After testing the cross-cultural invariance (configural and metric invariance) with multi-group confirmatory factor analysis, we examined the equivalence of structural paths in two markets with the chi-square difference tests on multi-group structural equation model (LISREL 8.8; Jöreskog & Sörbom, 1999).
FINDINGS

Our findings indicated that there are significant differences in the effect of gratification, adventure, value, and quality seeking motivation on impulse buying, but not for role play, social and idea ones. While the effect of gratification on impulse buying in mature markets was larger than the one in emergent ones, the effect of adventure on impulse buying in emergent markets was larger than the one in mature ones. Interestingly, value motivation negatively influenced impulse buying in mature markets, but no significance observed in emergent ones. This is due to the fact that value motivation was both utilitarian and hedonic value in emergent markets, while it was more utilitarian than hedonic value in mature markets. Social, idea and role play motivation were hedonic value in mature markets, but they were not in emergent markets. Quality seeking was significantly utilitarian in emergent markets, but neither hedonic nor utilitarian in mature ones.

Keywords: Impulse buying, gratification, value, role play, adventure, social, quality seeking, structural equation model, emergent markets
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THE IMPACT OF EXISTENTIAL GUILT APPEAL ON CONSUMER INTENTION TO PURCHASE CAUSE-RELATED PRODUCT OR TO DONATE TO CHARITY
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ABSTRACT
Charity support behavior increasingly attracts more and more debates of researchers in the scientific literature. The interest in this topic is also encouraged by charity organizations which are constantly looking for ways of attracting more support for their sponsored charity types and projects. An advertising campaign is one of the most important elements for the existence of charitable organization (Burt, 2012). In order to make it more effective different appeals are used. Guilt appeals are commonly used by charity organizations to evoke donation to charities (Huhmann and Brotherton, 1997). Moreover, a huge number of research had examined the impact of guilt appeals on charitable donations (Lwin and Phau, 2014; Hibbert et al., 2007; Basil et al., 2006; Bozinoff and Ghingold, 1983). The critical question is whether the existential guilt appeal differently impacts the most analysed types of charity related behaviour: direct donation to charity and purchase of cause – related product. Previous studies did not analyse this relationship.

The purpose of this paper is to examine the impact of existential guilt appeal on consumer intention to donate or to buy cause-related product. The study included two steps: a pilot study in order to find the suitable form of an advertisement to be used as a stimulus for inducing existential guilt, and the main quantitative study. Online survey and non-probability (convenience) sampling were used for the main study. This study is based on a survey of 374 respondents from Lithuania. Respondents received an advertising message designed to induce existential guilt and reported their behavoural intentions provoked by this manipulation.

Results confirmed that existential guilt had direct positive impact on both charity related consumer behaviour forms: purchase of cause-related product and donation to charity. However, this relationship was stronger in the case of direct donation to charity.

The analysis enriches a scientific knowledge gap in the consumer choice between donation to charity and purchasing cause-related product. Most researches analyse only one of behavioural cases, that is: which factors determine either the donation to charity, or consumer intention to purchase cause-related product, though the two behaviours include certain similarities. This study provides new insights into the knowledge about similarity between the donation to charity and purchasing cause-related products, confirming the importance of existential guilt in both instances. From the managerial...
perspective, it was confirmed that existential guilt induced by advertising helps raise funds both by direct donations and by cause-related purchasing. Moreover, the results confirmed previous studies suggesting that negative emotional appeals are considered as an effective way to lead to a greater intention to donate to charity (Chang and Lee, 2009; Anik et al., 2011).

**Keywords:** cause-related marketing, cause-related product, existential guilt, donation to charity.
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ABSTRACT

INTRODUCTION

The job of healthcare professionals is highly regarded (Mechanic, 2003) but stressful (Firth-Cozens, 2003). Many occupational stressors like long/odd working hours leading to poor sleeping habits, high performance expectations, and time pressures contribute to higher stress levels on physicians (Clever, 2002).

Excessive level of stress leads to reduced feeling of mental well-being (Chandraiah et al., 2003). Many studies have shown that healthcare professionals have high rate of mental health problems like anxiety (Kroenke et al., 2007) and depression (Firth-Cozens, 2006). Due to odd working hours, unpredictability of work commitments and lack of control over professional life, doctors also face high level of work family conflicts. It again affects their mental well-being (Elston, 2009; Hughes and Bozionelos, 2007).

Job satisfaction is regarded as an attitudinal variable and considers the extent to which people like or dislike their jobs (Spector, 1997). The issue of job satisfaction of physicians is very crucial since it affects not only their own health, but also health of their patients (DiMatteo et al., 1993). Previous research suggests that job satisfaction of physicians leads to greater productivity, better patient care and their own health and mental well-being (Judge et al., 2001). In addition to job satisfaction, career satisfaction (Parasuraman et al., 1996) also forms an important element of the way healthcare professionals view their work. The study is undertaken to understand if stress, work family conflict, career and job satisfaction of physicians have an impact on their mental well-being.

LITERATURE REVIEW AND HYPOTHESIS

Due to nature of job, healthcare professionals have to face multitude of occupational stressors. Number of studies have found that stress in doctors is inversely related to their job satisfaction (Cooper, 1989; Richardson, 1991). Excessive stress among healthcare professionals is harmful to themselves, as it creates conflicts between various life roles, contributing to the feeling of “overload”
and reduced physical and mental well being (Sekaran, 1983; Greenhaus & Parasuraman, 1986). Thus, it is hypothesized that

**H1** - *If perceived stress of physicians is high, their mental well being, global job satisfaction and career satisfaction will be low.*

Due to numerous reasons like long working hours and emergency on call services, medical profession is vulnerable to work interference in family life. This work family conflict has adverse impact on well being of physicians (Elston 2009). Job dissatisfaction is regarded as indirect cost due to work family conflict. (Quick, et al., 1997)

**H2** - *If work family conflict of physicians is high, their mental well being, global job satisfaction and career satisfaction will be low.*

Previous research has found that, job satisfaction is related to health and mental well being of employee. (Rathi and Rastogi, 2007). When job dissatisfaction increases, it boosts feeling of burnout, which ultimately leads to reduced mental well being (Arnetz et al., 1987).

**H3** – *If global job satisfaction and/or career satisfaction of physicians is high, mental well being will also be high.*

In fact, if the job satisfaction or career satisfaction is high, it may help physicians to cope with various stressors and support their well being (Bliese et al., 2017). It is expected that

**H4** – *Global job satisfaction and/or career satisfaction will mediate between perceived stress and mental well being.*

**H5** – *Global job satisfaction and/or career satisfaction will mediate between work family conflict and mental well being.*

![Figure 1: Research Model](image)

**METHODS**

**Sample** – Data was collected through a survey form 100 senior health professionals. Respondents were contacted either personally or via e-mail and were explained the purpose of the questionnaire and
ensured confidentiality of responses. Of the 600 questionnaires that were distributed/ emailed, 100 arrived by the data analysis deadline date and/or were usable.

Measures

Mental Well Being (MWB) was measured with a 14-item scale developed by Tennant et al. (2007). Global Job Satisfaction (GJS) and Career Satisfaction (CS) were measured using scale reported by Linzer et al., (2000). This scale measures 13 aspects of job satisfaction. For the purpose of this study, two sub scales – 5-item Global job satisfaction and 4-item Career satisfaction were considered. Perceived Stress (PS) was measured using 14 items scale by Cohen et al. (1983). Work Family Conflict was measured using a 5 item scale developed by Netemeyer et al. (1996). All scales had reliabilities above 0.70 (Table 1).

ANALYSES AND RESULTS

Mean, standard deviations and correlations are reported for all variables in Table 1. Moderate to strong correlations are found between mental well being, global job satisfaction, career satisfaction and perceived stress. Work family conflict does not show correlation with mental well being and perceived stress of physicians.

Table 1- Mean, Std. Deviation and Zero Order Correlations among study variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>MWB</th>
<th>GJS</th>
<th>CS</th>
<th>PS</th>
<th>WFC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental Well Being</td>
<td>3.85</td>
<td>.73</td>
<td>0.92</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global Job Satisfaction</td>
<td>3.75</td>
<td>.84</td>
<td>.500**</td>
<td>0.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Career Satisfaction</td>
<td>3.52</td>
<td>.81</td>
<td>.387**</td>
<td>.634**</td>
<td>0.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Stress</td>
<td>1.96</td>
<td>.76</td>
<td>-.389**</td>
<td>-.374**</td>
<td>-.218*</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>Work family conflict</td>
<td>3.50</td>
<td>1.74</td>
<td>-.172</td>
<td>-.365**</td>
<td>-.448**</td>
<td>.033</td>
<td>0.92</td>
</tr>
</tbody>
</table>

*p<.05    **p < .01

The results of hierarchical multiple regressions (controlling for gender, age & educational qualification) shows H1, H2 and H3 were supported though perceived stress did not significantly predicts career satisfaction. Since WFC did not appear to be significantly correlated with MWB, we could not test for mediation (H5 not supported). Results of Sobel Test for mediation reports that global job satisfaction partially mediates between perceived stress and mental well being of physicians (Z = -2.944, SE = 0.058, p value <.01). However, career satisfaction did not play a mediating role (H4 partially supported).

DISCUSSION

This study suggests that the nature of work for physicians may require them to manage stress and various time and resources related challenges. However, Structuring the work environment and
context may help them cope with these stressors and ensure that their well-being is not negatively impacted.

Keywords: Mental well being, perceived stress, job satisfaction, career satisfaction, work-family conflict
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ABSTRACT

This research examines the concept of family business efficacy which can provide a better understanding of the role of family business efficacy beliefs in delivering success and providing high levels of family firm performance. Through the concepts of family and collective efficacy and by exploring relevant antecedents of FBE from various domains. In this context, it is relevant to study the family business sphere from social and psychological perspective using the social cognitive approach. Family business efficacy as a construct has not been studied before; this study will therefore define and develop a scale.

The concept of family business efficacy is theoretically generated from the efficacy theory proposed by Bandura (1977). The focal purpose of this development is to understand the family firm’s productivity from an organisational psychology perspective, specifically from Bandura’s social cognitive approach. Self-efficacy theory is central to Bandura’s view and is related to a person’s perception of their ability to reach a goal. Therefore, Bandura (1977) defines self-efficacy as “the extent or strength of one’s belief in one’s own ability to complete tasks and reach goals”. Self-efficacy is widely applied in different fields, including business, education, psychology, media and medicine.

To address the research objective, a mixed method research design will be adopted, following Churchill’s (1979) paradigm to develop a reliable measurement scale. A qualitative method will be applied in the early stages of the research, in order to understand in depth the nature of the research problem. It will also help to improve the research model and hypothesis. This research intends to apply the collective efficacy scale to different overlapping organisations and the social capital of individuals as well as groups, to highlight the relationship between the overall efficacy of families and family businesses. Therefore, a quantitative approach will be also used to measure each construct established on the basis of the existing literature. The data will be gathered in family-owned businesses in the UK and Saudi Arabia, focusing on founders and CEOs of different levels and industries of family firms.
Fig.1 Conceptual model

Key words: Social cognitive approach, efficacy beliefs, family businesses.
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ABSTRACT

Detecting earnings management commonly involves the estimation of discretionary accruals, i.e. accounting estimates that are subject to managerial discretion. Discretionary accruals are modeled as total accounting accruals less expected, or normal, accruals. This indicates that the measurement of the discretionary portion of accruals relies on a fully-descriptive model of the normal accruals generating process. Moreover, a sample of firms used to estimate “normal” accruals necessitates that the firms within that sample are sufficiently homogenous with respect to the overall earnings process and the economic fundamentals that govern that process.

When normal accruals estimates are misspecified, discretionary accruals are also measured with error, which reduces the power to detect earnings management. Thus, increasing the homogeneity of the sample of firms used to determine the normal accrual process (Ecker et al., 2013; Zarowin 2015) enhances estimations of normal accruals and detection of earnings management. While prior literature has used industry and/or size to group firms, we propose firm life cycle stage as another economic characteristic upon which to organize firms. Refining the grouping of firms to increase sample homogeneity allows financial statement users, as well as regulators, to develop more accurate expectations about normal accruals, which lead to better estimates of discretion. The improvement in estimates of potential earnings management leads to better understanding of earnings quality and, as a result, a more efficient allocation of resources.

We use a combination of simulated and actual earnings management to compare earnings management detection ability using several common models of discretionary accruals and across varying estimation partitions of firms (i.e., year, industry, size, life cycle stage, and multiple combinations of those characteristics). Specifically, we seek to complement the prior literature by examining an alternative fundamental characteristic, firm life cycle stage, in place of (and in later tests in addition to) industry and size. We posit that firms in similar life cycle stages face similar strategic concerns, managerial pressures, growth prospects, etc. and expect the similarity in these factors to drive homogeneity in the “normal” accruals generating process. To measure these strategic concerns, pressures and prospects, we identify firm-specific life cycle stage using the cash flow pattern proxy developed by Dickinson (2011).
We predict homogeneity within each life cycle stage ultimately reduces measurement error in estimating the discretionary portion of accruals by capturing the magnitude of managerial pressure to use discretion to achieve earnings targets conditional on the various stages of operating performance and economic growth (i.e., life cycle). We also assert that industry and/or size characteristics do not fully capture these stages of performance. Dickinson (2011) demonstrates that firm life cycle is not merely an industry effect or linearly related to firm size, and thus represents a different construct. Therefore, we suggest that using life cycle to organize firms will improve the homogeneity of the accruals estimation procedure and the resulting measurement of managerial discretion over and above industry or size alone.

We examine the efficacy of firm life cycle stage to improve the estimation of discretionary accruals using several models. Common discretionary accruals models include the Jones model (Jones 1991) and the modified Jones model (Dechow et al., 1995). Stubben (2010) models discretion based on the receivables accrual to capture premature recognition of revenue as revenue management is the most prevalent form of earnings management found in the Security and Exchange Commission’s (SEC) Accounting and Auditing Enforcement Releases (AAERs).

To conduct our tests, we simulate earnings management in varying estimation groupings (industry, size, life cycle, and a combination thereof) across the three discretionary accruals models to determine whether life cycle stage improves homogeneity of the normal accruals process for both revenue and expense manipulation. We find that estimating managerial discretion by firm life cycle stage produces estimations with less bias and measurement error than estimates modeled either in the cross section or by industry or size. Next, we investigate whether life cycle stage improves estimation models in instances of actual accrual manipulation using AAER data and find that varying types of accruals management are more easily detected in certain life cycle stages. While detection varies for expense and revenue manipulation by life cycle stage, overall, we find firm life cycle stage improves the homogeneity of estimation samples and thus the detection of earnings management for the majority of the population.

Finally, and perhaps more critically, we examine the rejection rates by life cycle stage when no manipulation is present. We find the revenue model to be misspecified for all life cycle stages and the Jones models to be misspecified for all stages other than growth when life cycle measures are not included. The revenue model over-identifies introduction and decline firms, while under-identifying growth, mature and shake-out firms as manipulators. The Jones and modified Jones models over-identify introduction, shake-out, and decline firms while under-identifying mature firms. Including firm life cycle information remediates or improves the misspecification resulting in better-performing models. Thus, including firm life cycle information not only decreases Type II errors, but also reduces
Type I errors. Collectively, the results offer strong support that firm life cycle increases sample homogeneity and enhances model performance.

It is important for financial statement users and other interested parties (e.g., auditors, standard setters, regulators, and researchers) to understand how and to what extent managers use discretion when estimating accounting earnings. Refining the sample selection on which to estimate the accruals generating process increases the accuracy of the identification of manipulators. This study contributes to the literature by providing a more complete picture of which firms manage earnings and how that earnings management relates to particular economic circumstances. In turn, this knowledge aids standard setters in revising existing standards or requiring additional disclosures to increase the faithful representation of financial reporting.

**Keywords:** accruals, life cycle, earnings management, industry-adjusted
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EXPLORING THE EFFECTS OF BRAND COMMUNITY CENTRIC MODEL ON FANDOM AND BRANDOM OF FOOTBALL FANS
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ABSTRACT

INTRODUCTION
Football (soccer) clubs have emerged as significant brand communities that provide a complex social context in which multiple relationships are formed, and where media concerns, branding practices and financial interests collide with fan enthusiasm and community affiliation (Hewer, Gannon & Cordina, 2015). The need to understand and leverage sports fans-brand relationships has become especially critical for sports marketers dealing with marketplaces characterize by increasing commercialization (Crawford, 2004). Although there is a growing research corpus on the cultural and social aspects of football club fandom (e.g., Healy & McDonagh, 2013; Guschwan, 2012), researchers do not have a good understanding of the various levels of relationships that shape these communities. Thus, although many sport clubs strive for the brand genuineness, marketing competence and fans commitment that strong fandom provides, not many comprehend what it takes to achieve such advantages.

CUSTOMER-CENTRIC MODEL OF BRAND COMMUNITY
McAlexander, Schouten and Koenig (2002) suggested that brand community from a customer-experiential perspective is a fabric of relationships in which the customer is situated. Employing the basic premises of the customer-centric model of brand community, our study measured four sports fans-centric relationships: Fans-Fans Relationships, Fans-Management (firm) Relationships, Fans-Team (brand) Relationships, and Fans-Product (sport, e.g., football) Relationships. Following McAlexander, Schouten and Koenig (2002), it is assumed that the more each relationship is internalized as part of the fan’s life experience, the more the sports fan is integrated into the brand community and the more loyal the fan is in consuming the sports team brand.

BRANDOM VERSUS FANDOM
Nowadays, the majority of the sports teams around the world are not community-based organizations as it used to be in the past, but rather they are commercialized corporations with business orientation
(Crawford, 2004). Following Guschwan (2012), this study approaches sports team supporters from two lenses:

1. The Brandom lens, which defines supporters as loyal customers and potential commodities. Guschwan (2012) offered the term brandom to describe the pseudo-fan culture engineered by brand managers eager to cultivate consumer loyalty. Accordingly, sports team support is considered as a consumption activity, since it involves the choice and preference of one alternative over the other, which is reflected in purchasing tickets for specific games and seasonal subscriptions, attending a team’s games, connecting to dedicated sports channels, and purchasing merchandise. Branding creates an identity for a sports club and differentiates the sports club from competitors (Schilhaneck, 2008). Thus, building sports club brand equity involved the consideration of intangible factors, such as: actual or aspirational fans imagery, the type of personality the sports club portrays, the feeling that the sports club tries to elicit in fans, and the type of relationship it seeks to build with its fan base (Keller, 2003).

2. The Fandom lens, which understands supporters as agentive meaning-producers who use fandom for their own uses. According to Guschwan (2012), "Participatory fan culture … offers freedom of expression and a measure of independence" from the club management "and the hegemony of the market that brandom lacks" (p.26). Indeed, Healy and McDonagh (2013) emphasize the culture and value co-creative roles played by football fans. The communal-social aspect is at the heart of fandom. Thus, fandom can allow individuals the opportunity to feel a sense of togetherness and cohesion with fellow supporters (Fillis & Mackay, 2014).

RESEARCH METHODOLOGY

The current research employed a survey to examine the impact that different levels of fans-centered relationships have on sport team supporters’ brandom and fandom and the effect of these constructs on brand loyalty and intentions to attend games. The respondents were 776 Israeli football fans.

RESULTS

The hypothesized model was analyzed with AMOS 18.0 structural equation modeling (Arbuckle, 2009) using the maximum-likelihood estimation method. It was demonstrated that all four types of fan relationships were significantly correlated with each other, and in general, the correlations between fans-product relationship and the other three types of relationships were weaker than the correlations between the other types of relationships. In addition, it was demonstrated that three of the four types of relationships significantly predicted both brandom and fandom, and fans-product relationships...
had the strongest effects on both of these variables. Only the fans-management relationships were not linked to brandom and fandom. Brandom also significantly predicted levels of fandom, and both these variables predicted both loyalty and intentions to attend games.

**DISCUSSION**

The findings of this study reveal important theoretical implications. First, the focus of the current study on understanding the social and cultural context of sport clubs as brand communities has the potential to reframe and revitalize some of the basic knowledge on sports clubs loyalty and fans experiences. In addition, following Guschwan (2012), this study has juxtaposed the language of fandom with the language of branding. Moreover, this study deviated from previous research on sports club fandom by distinguishing different levels of fans-centered relationships and by investigating the impact that these different relationships have on sport team supporters' brandom and fandom and the effect of these constructs on brand loyalty and intentions to attend games. In addition, the current study provides some significant managerial implications. Providing that the current study emphasizes that fan-product relationship play a significant role in fan identification (Fandom) and sports club's brandom, it is recommended that managers should allocate major resources on activities that enhance fan-product relationships in order to increase fan identification, loyalty and repatronage intention.
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AN ASSESSMENT OF CUSTOMER RETENTION WITH SELF-SERVICE TECHNOLOGY: A COMPARATIVE STUDY BETWEEN INTERNET BANKING AND MOBILE BANKING IN SAUDI ARABIA
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ABSTRACT
Self-service technologies (SSTs) are systems that allow customers to independently access banking services at a time and a place of their choice. Such technologies have been widely integrated into banking logistical systems to raise the geographical coverage, decrease labour costs and provide customers with a better service, thereby enhancing their satisfaction and retention.

However, the retention of SSTs is not ideal, especially in developing countries, and the growth in the adoption of such technologies is still sluggish. Therefore, several studies relating to SSTs have been conducted, and numerous factors have been examined and many theories formulated. However, there is still a need to select a theoretical framework that is appropriate for the customer (i.e. individual consumer) context. Furthermore, in Saudi Arabia, there are a limited studies examining the use of SSTs (e.g. Internet banking and Mobile banking), but none examining retention. Thus, the fundamental aim of this thesis is to propose and examine a conceptual model that best explains the key factors influencing Saudi customers’ retention of SST banking channels: Internet banking and Mobile banking. The conceptual model proposed was based on the Technology Acceptance Model (TAM) and Expectation Confirmation Theory (ECT). This was extended by adding perceived risk and culture as an external factors.

TAM proposes that users’ behavioural satisfaction determines their acceptance and adoption of new technologies. In turn, behavioural satisfaction is determined by users’ perceptions of the technology, namely usefulness and ease of use. Perceived usefulness is the extent to which individuals consider that using a specific technology will result in improving their productivity. Perceived ease of use, on the other hand, is the degree to which people think that using a specific technology requires minimal effort (Venkatesh et al, 2003). The second theory used is Expectation Confirmation Theory (ECT), the expectation-confirmation paradigm has been one of the most robust theories established in this regard (Churchill and Surprenant, 1982). Its objective is to provide an insight into consumer satisfaction and repurchasing behaviour of a product or service. ECT hypothesises that the satisfaction of a consumer to repurchase a product or service is determined by his or her level of satisfaction with it. This level of
satisfaction, on the other hand, is determined by two things: firstly, the initial consumer expectations (pre-purchase expectation), while the second determination is after-purchase differences found between initial expectations and the performance of the product or service (confirmation).

Following a positivist paradigm, this study will employ a quantitative data collection method as it is the most suitable research paradigm for the current study (Bhattacherjee, 2012; Orlikowski and Baroudi, 1991) for these reasons: First, the SST is a mature research field, where there are several theories and models that have been well-validated; they therefore can be used to explain individual perception towards technology (Orlikowski and Baroudi, 1991; Venkatesh et al., 2003; 2012). In other words, the existence of strong theoretical foundations (e.g. TAM, UTAUT, TPB, TRA, and ECM) allows the researchers to pick up the relevant factors, either dependent or independent, that could be used to predict individuals’ intention and perception towards emerging systems (Orlikowski and Baroudi, 1991; Venkatesh et al, 2003; 2012). With regard to the current study, as presented in Chapter 3, the conceptual model and research hypotheses comprised in this model are based on existing theory (TAM), ECM model and other factors derived from SST literature (i.e. perceived risk and culture).

Second, the focus of the current study is on conducting an objective test for the main factors influencing consumers’ continuous intentions and use of SSTs. This is more likely to be attained by adopting the positivist approach, which usually has a higher degree of objectivity in methods and in researchers (Bhattacherjee, 2012; Bryman and Bell, 2007; Easterby-Smith et al., 2002; Orlikowski and Baroudi, 1991). The main factors included in the proposed model have been selected according to theoretical and logical justification, not the researcher’s beliefs and thoughts. The current study uses an online questionnaire, allowing respondents to answer the questions separate from the researcher, and such data is more objective and would not to be affected by the researcher’s own beliefs.

Thus, a quantitative approach was selected as an appropriate approach to the nature and aim of this study. Structural equation modelling (SEM) will be conducted using AMOS 21 to analyse the data that will be collected from the field online survey questionnaires to a convenience sample of Saudi banking customers. The model fitness and the constructs’ validity and reliability will be tested, followed by the validation of the conceptual model and research hypotheses. The results will be explained thoroughly to show the significant and insignificant relationships in the conceptual model.

This study makes an important contribution by applying TAM and ECT to examine new technology (SSTs) in a new context (Saudi Arabia). By including perceived risk and culture alongside the TAM and ECT constructs and adding new relationships. Further, in an attempt to address the lower usage
rate of SSTs, this study will offer Saudi banks some guidelines for designing and marketing SST channels in order to enhance their acceptance and retention by Saudi customers.

**Keywords:** Self-Service Technology, Customer Retention

**Figure 1: Proposed Research Model**
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INTENSIFYING THE POWER OF THE PORTUGUESE LANGUAGE:
COMMUNICATING ON SCIENCE
Alves, Gisela; Martins, Moisés de Lemos
CECS, University of Minho, Braga, Portugal

ABSTRACT
Given the European overseas expansion of the 15th and 16th century, Portugal has been considered a pioneer country in globalization together with the Portuguese language have a vast impact on an economic, financial, political and cultural level. The aim of this paper is to identify and intensify the power of the Portuguese language in the communication of science, understand the way that the Portuguese language impacts on scientific dissemination and how editors of Portuguese journals may improve the impact factor of their journals.
We propose to analyse three scientific journals in which Portuguese is the official language of scientific dissemination and three scientific journals in which English is the official language of scientific dissemination. The journals have the highest scientific impact according to the Google Scholar metrics.
Methodologically, this is a qualitative analysis as well as a documental analysis which checks different sources and a quantitative analysis; a mixed methodology.
The implications of this research will occur at the level of the features that contribute to a better and more visible scientific dissemination. We hope that the results will define strategies which will allow one to make the most of the importance that is represented in the diversity and richness of the Lusophone cultures and arts to intensify their representation in the European Union and the world.
The aim of this paper is to provide the features that editors of Portuguese journals should demand in order to make their journals better qualified in international rankings.
This paper aims to comparatively research 6 scientific journals in two different languages, with a scientific impact, in order to understand which features, have an impact in their dissemination, thus contributing to fill in this gap.

Keywords: Language of science; Strategic Communication; Lusophony; globalization.
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ABSTRACT
PURPOSE- The purpose of this paper is to examine how trust and cooperation have an impact on international business. First, the author examines how trust affects cooperation and how cooperation affects trust. The aim is to study if there is retro-feeding between trust and cooperation and how it affects international business.

DESIGN/METHODOLOGY- In terms of the methodology, the author chose a qualitative analysis: a case study of a shoe exporting company. Interviews with the manager/CEO of the exporting company and the employee in charge of the exporting activities were carried out to obtain answers for the research questions. This study used a qualitative methodology, an inductive method, the paradigm was constructive and different sources were checked. FINDINGS- Trust is reflected on cooperation and cooperation is reflected on trust. There is retro-feeding between trust and cooperation. The empirical findings largely support the conceptual framework. As expected, trust is reflected on cooperation and cooperation is reflected on trust. Most importantly, the author also found a significant interaction effect between the retro-feeding of trust and cooperation.

PRACTICAL IMPLICATIONS- Relationship Marketing, trust and cooperation have become an important strategic priority for managers. This study allows managers to make more informed decisions regarding the cooperation initiatives of their organizations and establish international successful business relationships.

ORIGINALITY/VALUE- This study connects trust literature with cooperation literature, both of which are very important in relationship marketing literature. This study addresses a gap in the literature in relation to issues of trust and cooperation. Viewed through a signaling theory lens, this study provides new insights as to how positive and negative trust and cooperation messages and behavior may help or hurt the firm.

Keywords: Cooperation, Trust, International Business, Relationship Marketing
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MULTI-CHANNEL AND OMNICHANNEL MARKETING: THE NEW TRENDS IN DIGITAL MARKETING COMMUNICATIONS
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ABSTRACT

Minsker (2014) and Heinze et al. (2017) believe that traditional marketing campaigns are becoming obsolete after the widespread propagation of digital technologies such as social media and mobile devices which transform passive brand consumption to active brand engagement and passive consumers to active digital consumers. Snyder (2011), Amirkhanpour et al. (2014), Yadav et al. (2015), and Lamberton and Stephen (2016) believe that mobile marketing fails as an isolated channel; it works best when integrated with other digital channels especially social media to form a multi-channel marketing strategy. In multi-channel marketing, marketers directly invest in several channels such as social media, email, mobile apps, a physical and/or online store to target customers. Smith (2017) states that the goal of multi-channel marketing is to build a strong and unique marketing strategy for each channel to target customers based on their specific preferences (Figure 1).

![Figure 1: Illustration of Multi-Channel and Omnichannel Marketing](source)

As shown in Figure 1, omnichannel marketing is an advanced form of multi-channel marketing with a balanced approach. This form of marketing views the entire business experience from the customers’ perspective because it keeps the customer at the centre of its business model by seamlessly coordinating positive customer experience across multiple channels. Marketers are increasingly combining mobile marketing with social media to deepen their interactions with consumers because it is estimated that by 2023, more than a billion people will access their favourite social networks using smartphones. Therefore, marketing campaigns should pay extra attention to this fundamental
transition by first understanding the preferences of their digital customers (Charlesworth, 2015; Vrontis et al., 2016; Brown, 2017; Hogberg, 2017).

The purpose of this research is to investigate the role and importance of the new trends in digital marketing communications especially within the mobile marketing domain. This will be achieved by exploring the significance of adopting a multi-channel or omnichannel marketing approach; investigating the role of social media and advanced mobile devices such as smartphones in selecting the appropriate marketing strategy; and proposing a conceptual framework towards its utilization in the wider context of strategic marketing. The research at this stage of development is theory-based and enhanced by secondary data. Theoretical considerations from the literature are further conceptually developed to construct a mobile marketing provisional framework for empirical validation. Furthermore, the research presents some gaps and inconsistencies which were identified by the researchers during the systematic review of qualified literature sources. The most important research gap is that the topic of mobile marketing via smartphones has attracted little attention even though it is important to both marketing executives and marketing researchers, but marketers are simply basing their decisions on anecdotal case studies and reports published in the popular press (Persaud and Azhar, 2012). Moreover, there is no commonly accepted framework for mobile marketing because a proper conceptualization of mobile marketing is still missing. Vrontis et al. (2016) and Smith (2017) state that there is no agreement on an explicit definition of mobile marketing that captures the true nature of the phenomenon. Therefore, the scope of mobile marketing is still vague. The mobile marketing domain requires continual researcher attention due to the rapidly changing nature of the technology infrastructure and the business environments because the existing strategies and business models can quickly become obsolete due to the emergence of new technologies and consumer trends (Oztas, 2015; Seema and Joyce, 2015). Although there is substantial progress in the field of mobile marketing, academic research is still in its infancy and can offer fruitful research avenues.

Methodologically, the research is theory based and enhanced by secondary data. The theoretical findings are further conceptually developed to construct a digital marketing provisional framework which will be mainly based on mobile marketing communications. Both the framework and its underlying theoretical foundation will be primarily validated through interviews with specialists and customer online surveys. The interviewees act as controls and enhancers of the theoretical development and framework. The research outcomes do add to the growing knowledge concerning mobile marketing and its role as a new digital channel in brand innovation. Furthermore, they will set the basis for a more refined understanding through a more comprehensive perspective on the topic.
Keywords: marketing communications, digital marketing, digital channels, multi-channel marketing, omnichannel marketing, social media marketing, mobile marketing, digital consumers
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ABSTRACT

Tourism plays a relevant role in increasing the national GDP while fostering the local economies (Cortés-Jiménez, 2008; Economics, 2016; Polo & Valle, 2008; Rosignoli et al., 2013; Seetanah, 2011; UNWTO, 2013; Zhang et al., 2007). According the WTTC, the international tourism revenues in 2016 reached 2.306 billion dollars (WTTC, 2017) representing the 3.1% of the global GDP. This data is forecasted to rise by 3.8% to USD 2,394.2bn in 2017. Tourism represents a very peculiar industry since its offering includes a combination of different products and services; in fact, the opportunity to combine and diversify the basket of goods offered to tourists generates incomes over many sectors (Archer, 1984; Candela & Figini, 2012; Frechtling, 2013; Murillo et al., 2013). Tourists’ per capita expenditure doubles or even triplicates when adding to the overnight costs the amount they spend making purchases on the territory (Europa Inform, 2004). Nevertheless, despite its importance for the national economies, it is problematic to estimate its impact for the lack of appropriate and exhaustive methodologies.

Due to the cultural and artistic richness and the variety of its landscapes, tourism is of high relevance also in Italy where the most reliable and acknowledged tourism data sources are those provided from Italian National Institute of Statistics (ISTAT) and from the Bank of Italy’s Italian Exchange Office (UIC). There are also important surveys carried out from public organizations like the National Tourism Observatory (ONT), the Regional Observatories on Tourism or conducted by private institutes like the Tourism Studies Center (CST) in Florence, the International Center of Studies on Tourism (CISET) in Venice, the Italian Touring Club, Unioncamere’s National Tourism Research Institute (ISNART) and the private research center Mercury – Turistica.it. However, according the OCSE reports (2011), the Italian statistics are patchy, unreliable, not timely, neither detailed; as a consequence, they are of little are unsuitable and insufficient to provide a measurement of the overall impact that tourism has on the national economy.

In order to overcome these limits, different methods have been proposed such as the “Tourism Satellite Account” (TSA); thus in 2012 ISTAT set up the ‘Italian Conto Satellite sul Turismo’ (CST). The CST allows to measures the revenues generated by the touristic demand of services and goods while...
considers in details the components of the touristic demand and how this is related to other industries. The CTS is designed according the QMR 2008 standards developed by Eurostat, the United Nation Statistics Division, OCSE and UNWTO and consists of 10 indexes of which the Italian CST takes into account only the first 6. On the demand side CST considers inbound tourism, domestic tourism, outbound tourism and the internal tourism. On the supply side, CST takes into account the internal production and the added value by branch of activity. Finally, putting together the data on the internal touristic consumption together with those on the touristic supply, the CST determines the VAT of the tourism industry. Thanks to the CST, in 2010 it is calculated that the added value produced by the tourism related industries was € 82,833 million, corresponding to the 6% of the entire Italian added value. Tourism in Italy represents the 76, 8% of the entire VAT, underlying how this sector is important (ISTAT, 2012).

Through a desk research and secondary data analysis, the paper discusses and compares the potentialities and limits of the official statistics and those offered by the CST methodology.

The finding outlines that CTS system overcomes some of the limitations of the existing statistics, but only measures the direct effects of tourism on other sectors, while it is still not possible to estimate the economic effects of tourism, in particular the indirect revenues. The reasons are many: a) the available official statistics does not fully capture the entire economic impact, as they cannot estimate the actual tourists’ consumption; b) the tourism sector is a synthetic industry (Candle and Figini, 2012) that is tourists’ demand for goods and services is satisfied by the offering from traditional and heterogeneous industries; c) the demand for tourist goods and services in a territory is difficult to distinguish from the demand for goods and services of residents; d) statistics cannot take into account when the local consumers became local visitors.

The main contributions of this work are: a. to provide an extensive and systematic overview on the existing official statistics, highlighting their features, potential and limits; b. to understand vantages and drawbacks of the TSA approach as implemented by the Italian CST.

The research outcome supports researchers and practitioners in identifying the tool that better fits with their information needs; the review, mapping the existing methodologies, supports also the private and public operators and the government in their decision-making and in the elaboration of effective business and policy strategies.

Keywords: Tourism, Economic Impact, Tourism Satellite Accountant, Italy.
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ABSTRACT

This study aims to measure the level of University-Business Cooperation (UBC) in Greece from the perspective of the Higher Educational Institutions (HEIs). In addition the study investigates the factors influencing UBC and the level of development of the mechanisms that support and promote UBC, coming from strategies and policies of the HEIs.

INTRODUCTION

The interactions between HEIs and Business have been described in the “Triple Helix” theory, according to which the linking of university-industry-government, is considered an important driver of knowledge-based economies, fostering innovation and economic development (Etzkowitz & Leydesdorff, 2000). In addition to teaching and research, universities are increasingly expected to take on technology transfer and commercialization as part of their mission (Rasumsen, 2006). Universities’ relationships with industry are formed through a series of sequential transactions though the mechanisms of technology transfer, such as sponsored research, licenses, spin-off firms and the hiring of students (Bercovic & Feldman, 2006).

In the framework of European Union’s growth strategy there is a clear emphasis on the development of linkages between Universities and Business, as a necessary contribution for the development and competitiveness of the European economy (European Commission, 2006). The “Innovation Union” flagship initiative of Europe 2020 Strategy, aims to improve framework conditions and access to funding for research and innovation so as to ensure that innovative ideas can be turned into products and services that create growth and jobs (European Commission, 2010). Moreover, in the context of EU cohesion policy Member States are invited to translate the EU targets to national targets and develop national strategies for economic growth and innovation.

University Business Cooperation (UBC) is defined as all types of direct and indirect, personal and non-personal interactions between HEIs and business for reciprocal and mutual benefit, including “Collaboration in R&D”, “Commercialization of R&D results”, “Mobility” (academics, students, business professionals), “Curriculum development”, “Lifelong learning, Entrepreneurship” and “Governance” (Davey et al., 2011). UBC was first investigated in 2011 at a European level (Davey et al., 2011). The
The present study is being carried out for the first time at national level, covering the period of 2010-2015, during which several actions were implemented under the governmental policy for research and innovation.

METHODOLOGY

The main research question is the situation of UBC in Greece, including the main factors influencing UBC and the mechanisms that support UBC, from the perspective of the Higher Educational Institutions. For the quantitative research method, a structured questionnaire was addressed to Academics and HEI representatives of all Greek Higher Educational Institutions, during January to May 2016. Of the entire sample of 242 respondents, 214 (88.4%) of them are Academics and 28 (11.6%) HEI representatives. Concerning the area of knowledge-research, 68.2% of the total respondents work in the field of engineering and natural sciences, 17% in the field of health and agricultural sciences, while 13.6% in the field of social sciences. For the extent of UBC development, units of measurement were used for each type of cooperation.

Table 1: Types of Cooperation in UBC and units of measurement

<table>
<thead>
<tr>
<th>Type of Cooperation</th>
<th>Unit of Measurement</th>
<th>Type of Cooperation</th>
<th>Unit of Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Cooperation in R&amp;D</td>
<td>Number of Contracts/Research Contracts (under national/European/business funding)</td>
<td>2. Commercialization of R&amp;D results</td>
<td>Number of patents/disclosures of inventions/licensing/spin-offs</td>
</tr>
<tr>
<td>3. Mobility (Academic-Student)</td>
<td>Number of movements (Temporary or permanent movement from HEIs to business and vice versa)</td>
<td>4. Curriculum development</td>
<td>Number of educational programs (courses, modules etc. by delegates from business and universities)</td>
</tr>
<tr>
<td>5. Lifelong learning</td>
<td>Number of educational programs (adult education, permanent / continuing, involving the acquisition of skills, knowledge attitudes and behaviours by HEIs' delegates)</td>
<td>6. Entrepreneurship</td>
<td>Number of actions (for developing innovative thinking &amp; entrepreneurship culture within the HEI)</td>
</tr>
<tr>
<td>7. Governance</td>
<td>Numbers of participants (business leaders and/or academics involved in decision-making boards of HEIs and firms) (correspondingly)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The units of measurement were categorized into 3 groups each of which corresponds to a cooperation level (low, moderate, high). The questions addressed to Academics for the 5 types of UBC since the extent lies primarily with Academics' initiatives and willingness. For the next 2 types the questions addressed to HEI representatives since the extent of UBC lies with HEI's policies. Concerning factors (drivers, benefits and barriers), influencing UBC, respondents were asked to rate different factors through a 5-point Likert scale. Referring to mechanisms that support UBC are including the
structures and approaches HEIs put in place in order to enhance UBC, as well as specific actions and operational activities undertaken by HEIs to support UBC. Respondents were asked to rate different mechanisms through a 5-point Likert scale. A paired-samples t-test was conducted for the significance of the means difference.

RESULTS

The results show that during the last five years, 55.8% of the academics of Greek higher educational institutions have cooperated with business in one at least type. The extent of UBC is mostly low for the 5 types, "Collaboration in R&D", "Commercialization of R&D results", "Mobility", "Curriculum development" and "Lifelong learning", while is medium for the 2 types of "Entrepreneurship" and "Governance".

Table 2: Total view of UBC

<table>
<thead>
<tr>
<th>Total view of UBC</th>
<th>Level of UBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Governance</td>
<td>3 = High</td>
</tr>
<tr>
<td>Entrepreneurship</td>
<td>2 = Medium</td>
</tr>
<tr>
<td>Lifelong learning</td>
<td>1 = Low</td>
</tr>
<tr>
<td>Curriculum development</td>
<td></td>
</tr>
<tr>
<td>Mobility (Academic-Student)</td>
<td></td>
</tr>
<tr>
<td>Cooperation in Research and Development</td>
<td></td>
</tr>
<tr>
<td>Commercialization of R&amp;D results</td>
<td></td>
</tr>
</tbody>
</table>

By comparing the above results with that of the European study, it seems that the results are similar, except for "Collaboration in R&D" and "Mobility" which are in a medium level, at European study. Concerning factors influencing UBC there are slight differences in the perception between Greek and European HEIs. The Drivers related to "Access to funding resources" and "Employment opportunities for students" are perceived to be of high importance in facilitation of UBC in Greece, while "Mutual trust, Commitment and Respect" are perceived to be highly important at European level. "Bureaucracy within or external to the HEI", "Lack of financial resources of the business" and "Business lack awareness of HEI research activities/capabilities" are identified to be the most important Barriers in developing UBC for Greek HEIs, while "Lack of funding for UBC" (either external or of HEI and business) is considered the most important at European level. Finally, for both Greek and European level "Improvement of employability
of future students” and “Improvement of productivity at local and regional level” are perceived to be the most important Benefits from developing UBC. Concerning mechanisms developed by HEIs’ strategies, at European level seem to be a better level of development, with “Career Offices” and “Alumni networks” as the most developed structures, in a medium level, while operational activities such as “Collaboration activities facilitating student interaction with business” and “Entrepreneurship education to students” are the most prevalent activities. In Greece the above Structures and Operational Activities are also the most developed but in a lower level.

CONCLUSIONS – DISCUSSION

In generally we could argue that the results of the study are promising for Greek HEIs. More than 55% of Academics cooperate with business in Greece, while they perceive there are important drivers and benefits in developing UBC. However, it seems that HEIs should focus more efforts on existing or developing mechanisms for supporting UBC. Except from the objective metrics of this study, qualitative elements should be taken into account since every type of cooperation needs different level of procedure difficulty to achieve. Also a similar study from the perceptive of business should be valuable for comparison and deeper UBC understanding. It is expected that the study’s findings will prove significant to those who are directly involved in this process, but especially for policy makers for development and innovation.

Keywords: Universities, University-Business Cooperation, Technology Transfer, Entrepreneurship
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ABSTRACT

Water utilities are, by nature, adverse to risks of innovation. Despite that, the adoption of sustainable innovation by water utilities has the potential to improve environmental performance as well as open up new business opportunities. As a consequence, a great variety exists in the way water utilities internally develop innovation management processes that facilitate the adoption, introduction and development of innovation in their business operations.

Based on literature review and empirical data drawn from eleven case studies of Italian, Israeli and Spanish water utilities, this paper explores the factors that influence initiation, adoption and post adoption of innovation management processes. The study disentangles how external factors, i.e. regulation, market forces and environmental resilience, stimulate the adoption of innovation, and how organizational and individual factors drive the further development of innovation management processes. Among these factors, autonomy, innovation maturity and intrapreneurship differentiate water utilities in pro-active, reactive or hybrid. This categorization reflects diversity in both organizational policies and sustainable innovation management processes.

The study shows that the need to solve single contingencies is not a key driver for the implementation of innovation management processes, which instead depend on the organizations’ capabilities to respond proactively to external pressures.
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MANAGEMENT OBJECTIVES IN M&A DECISIONS: A DEPARTURE FROM RATIONALITY?
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ABSTRACT

INTRODUCTION

Strategic decision-making (SDM) has been part of numerous research and theoretical discussion (Zafirovski, 2008, Shephard and Rudd, 2014, Mitchell et al., 2011, Rahman and De Feis, 2009). More recently, the debate departs from pure rational models accepting that executive’s traits, behaviours, experiences, and values affecting the strategic outcomes (Greve, 2013, Magni, 2009, Cohen and Kudryavtsev, 2012). Especially in mergers and acquisitions (M&A) research indicates that merger activity as well as, the underlying organizational motives for the investment’ decision is at least bounded rational (Camerer et al., 2004). This emphasizes the view that those who make the strategic M&A decision might impose potential behavioural effects. Thus, the current research directs the perspective towards personal characteristics of the decision-maker and examines factors associated with a cognitive-experiential perception in strategic M&A decisions.

As suggested by earlier research, cognitive aspects of strategy formulation e.g. hubris (Liu and Xie, 2011, Haynes et al., 2010), overconfidence (Ferris et al., 2013, Dittrich et al., 2005), narcissm (Rosenthal and Pittinsky, 2006) and emotions (Lerner et al., 2015, Seo and Feldmann Barrett, 2007), are frequently underrepresented in strategic (investment) decision-making models. At the same time, it exists extensive research on bounded rationality and administrative behaviour (Harstad and Selten, 2013, Lee, 2011, Magni, 2009, Gigerenzer, 2016a). Therefore, the research aims to expand existing theoretical approaches of non-rational decision-making into the field of strategic decision in the specific organizational context of M&A. Focusing on accessing executive’s decision-making behavior and the cognitive-experiential factors influencing it. It seeks to support the argument of managers’ personal characteristics e.g. inspiring strategy formulation and decision (Finkelstein et al., 2009) and explores these characteristics within the specific complex field of M&A. This overarching qualitative research contributes to a new holistic perspective, since almost all of the existing mainstream literature applied quantitative methods by analyzing single factors separately.

LITERATURE REVIEW
Cognitive experiential theory (CET) is used as the basic theoretical framework for this research and expanded into the field of strategic M&A decisions. It was introduced by Epstein (1973, 2016) as an implicit self-theory, i.e. it directs people’s behaviour and they prosper and adapt automatically through continuous experience, including self, other people as well as the impersonal and their interaction. Supporting the basic assumptions of non-rational executive’s behaviour in this study, CET has particularly incorporated adaptive unconscious action, i.e. the experiential system, besides the rational system.

Focussing on strategic decision in M&A investment, the literature review shows that explanations of merger activity over time as well as, organizational strategic processes allow for managerial discretion. Additionally, recent research departs more and more from the overall rational models of SDM. Mergers occur in periodic waves with particular characteristics and different amplitudes for each cycle. Beside neoclassic concepts (Gort, 1969, Jovanovic and Rousseau, 2002) there emerged behavioural models that identified positive relation between merger activity and miscalculations (Tobin, 1969, Shleifer and Vishny, 2003, Rhodes-Kropf and Viswanathan, 2004, Gugler et al., 2012) as well as, managerial discretion and optimistic beliefs of the buyer (Petmezas, 2009, Morellec and Zhdanov, 2005). While current research does not provide for a full or more holistic explanation of the phenomenon, it indicates, that more emphasis shall be placed on the potential effects on M&A activity, that may arise from organizational behaviour, moreover from the actual decision maker’s strategic M&A decision.

Besides the notion of the decision-maker acting economically rational, the administrative man (Simon, 1997) with cognitive limitations, has gained a position in social sciences. Emergent concepts include risk and uncertainty (Tversky and Kahneman, 1981, Kahneman and Tversky, 1979, Bruhin et al., 2010), heuristics (Gigerenzer and Gaissmaier, 2011, Gigerenzer, 2016b, Kahneman et al., 1982), hubris (Liu and Xie, 2011, Haynes et al., 2010, Hiller and Hambrick, 2005, Roll, 1986), upper echelons (Bromiley and Rau, 2015). Additionally, agency motives (Grinstein and Hribar, 2004) as well as, political behaviours of the top management team (Bailey and Peck, 2013). At the same time personal characteristics and the organizational and personal environment as well as private and professional experiences influencing the person, including culture (Doidge et al., 2007, Li et al., 2013) and behavioural patterns (Hofstede et al., 2012) are considered to influence ones actions.

It is shown that literature only allows for a set of models and management theories but social sciences have missed to provide a comprehensive view of environmental, organizational conditions, and the individual capacities of the decision maker. Conclusively, this research supports the view that there is a requirement of integrating cognitive-experiential elements of CET into rational strategic decision-making. It examines under which conditions experiential factors specifically effect executive’s
economic rationality in strategic M&A decisions as well as potential interdependencies between the individual factors.

METHODOLOGY

The investigation uses a qualitative and exploratory approach to reveal the facets of behavioural, non-rational motivation in strategic M&A decisions. Qualitative research uncovers subjective meaning where social reality constitutes particular, culturally and historically derived meaning and relevance structures determining the behaviour of the people experiencing it (Greenfield et al., 2007). A qualitative approach is uniquely suited to explore new avenues (Amis and Silk, 2007, Macenzie and Knipe, 2006, Marshall and Rossmann, 2011, Wertz, 2011) of human experience and social perception in behaviourally affected M&A decisions since participants are permitted to express meaning and relevance in their own words rather than being restricted to ‘predetermined categories’ created by a researcher in relation to hypothesized cognitive characteristics. Also, this methodology corresponds to both the complex context of the research and its central questions, where in-depth investigation of individuals’ psychological constructions illuminate individuals’ varied understandings, tacit processes and hidden beliefs in the context of their surrounding environment of exogenous economic flows and endogenous organisational behaviour.

CONCLUSION

This research is part of a doctoral thesis and currently work in progress. Once results are available, this study provides for a new perspective in SDM and organizational behaviour. The findings shall provide for a more precise formulation of the social phenomena of behavioural perspectives in M&A investment decision-making and shall motivate scientists to to take a more holistic view by integrating cognitive, experiential and social behaviours in their theoretical models. Additionally, it helps practitioners to become more aware of their behaviours to improve their business practice and power in decisive strategic decision formulation.

Keywords: bounded rationality, cognitive experiential theory, decision-making, mergers and acquisitions, non-rationality, organizational behaviour, personality, strategic decisions.
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COMMUNICATION SKILLS OF ENTRY-LEVEL ACCOUNTANTS IN GREECE
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ABSTRACT

The aim of the present study is to explore the communication skills and tasks of the entry-level accountants (ELAs) in Greece. Prior research worldwide and in Greece has proven the gap between the generic skills of accounting graduates and the skills required by employers (Hassall et al., 2001; Willcoxon et al., 2010; Yap and Yong, 2014; Andre and Smith, 2014). Research in Greece has revealed analogous results (Mandilas et al., 2014; Asonitou, 2014, 2015) however no study has so far examined the needs of local industry regarding the communication requirements for entry-level accountants as already investigated in other settings (Hassall et al., 2010; Siriwardane and Durden, 2014). This study adapts the questionnaire of Siriwardane et al. (2015) for the Greek context and explores the results and their implications for the local environment. The instrument is addressed to experienced accounting practitioners of international and national firms, who have supervised ELAs in order to survey the frequency of communications tasks performed by ELAs, the importance of the identified communication skills and attributes, and the ELAs communication skills and performance. The study unveils implications for the accounting education in undergraduate, graduate and professional level.

Keywords: accounting education, communication, skills, competences, industry needs, entry-level accountants
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IMPACT OF CORPORATE GOVERNANCE MECHANISM ON FIRM PERFORMANCE: EVIDENCE FROM AN EMERGING MARKET
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ABSTRACT

The last decade has witnessed an explosion in the number of studies on the corporate governance around the world. Much corporate governance research has been grounded from agency theory. The central premise of agency theory is that executives as agents of shareholders (principals) may engage in self-serving behavior that can be inconsistent with the shareholders’ wealth maximization objectives. To constrain or mitigate this managerial opportunism, shareholders may use a diverse range of corporate governance mechanisms, including monitoring by boards of directors or large outside shareholders. In addition, equity-based managerial incentives may also help to align the interests of agents and principals. Finally, managerial opportunism can be constrained by external markets, such as the threat of takeover, product competition, and managerial labor markets.

A mounting number of investigations correspondingly struggles to comprehend cross-national differences in corporate governance. However, such approaches remain problematic because institutions modify the basic principal–agent relationship in ways that require specific contextualization. Institutions matter for corporate governance because these create different sets of incentives or resources for monitoring, as well as embody different sets of values and normative understandings about the nature of the firm. The specific conditions of the “Anglo-Saxon model” constitute the exception rather than the rule when looking at Continental Europe, East Asia, India, and emerging economies in other regions such as Turkey. For example, Turkey has a particularly different system of corporate governance from Anglo-Saxon and continental Europe countries counterparts. In addition to the highly concentrated ownership structure, few dominant shareholders control Turkish listed firms. This situation, together with the absence of a practical market for external corporate control due to the low level of development of capital markets, the lack of dual organic structures of internal governance and the low level of legal protection available to minority shareholders may significantly facilitate the controlling shareholders to obtain extra benefits at the expense of minority shareholders, substitute control with executive compensation and weaken managerial power of executives.

Current study aim to investigate complementarities and substitutions between different corporate governance mechanisms in listed companies and their effects on firm performance in
Turkey. Current academic studies have tended to focus on particular aspects of corporate governance in isolation. Our aim is to look at corporate governance mechanisms holistically as a system of interdependent elements, and to better understand how drivers of ‘good’ corporate governance are supported or substituted by other complementary mechanisms. More specifically, the ownership concentration, board leadership structure, board size and composition, managerial shareholdings, institutional shareholdings, and family shareholdings are investigated. Some early evidence reveals that the proportion of independent directors on the board is negatively related to the percentage of family shareholdings. Board size shows a significant negative relation with all the CG mechanisms except the firm performance (ROE). The finding that the family controlled firms have lower debt ratio than the institutionally controlled firms. The capital market seems to complement the institutional shareholdings, family shareholdings, and ownership concentration in monitoring the CEO and board of directors.
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WOMENOMICS: IS THE WORKFORCE READY?
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ABSTRACT
In 2013, Japanese Prime Minister Shinzou Abe launched a series of reforms to revitalize Japan’s lagging economy and to infuse it with much needed workforce. One ambitious part of Abe’s stated policy, referred to as “womenomics”, attempts to avert the disaster of an “inverted socio-economic pyramid”, with a diminishing number of workers supporting a growing number of retirees, by enabling wider participation of women in the workforce. There are two main factors underpinning this policy. On the one hand, the work potential of Japanese women is gravely untapped, as less than two thirds of them are employed outside the home. On the other hand, the Japanese society, at large, strongly adheres to the traditional gender-role distribution, according to which woman’s place is at home, not in the workplace. This is reflected in conservative, sexist employment practices and an insufficient support system for working families with children. While some government measures, as envisioned by womenomics, are imperative, no less significant is the need for social transformation coming from “the bottom-up”, that is reconsidering the traditional norms defining the society's attitudes towards working women.

The present study addresses these particular problems and offers insights, with regards to women’s participation in the workforce, into the attitudes and expectations of male and female undergraduate students attending a Japanese business university. Although young people’s opinions indicate a certain shift away from traditional views, the reality in the workplace is still likely to abate these expectations, hindering the country’s progress towards “womenomics.”

Keywords: Womenomics, Abenomics, Women workforce participation, Japanese society
LINKING CONSUMER BEHAVIOR, VIRAL MARKETING AND CINEMATOGRAPHY: A PRACTICAL APPLICATION FOR NGOS
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ABSTRACT

The purpose of this research is to examine the link between Consumer Behavior Theory, Viral Marketing, and Videography/Cinematography, in order to understand how certain practices and tools can increase consumer engagement. This is particularly important for organizations like NGOs, since as literature suggests, NGOs’ use of social media, can significantly increase consumer engagement and thus activation and action through content that causes high emotional arousal either positive (fun, laughter) or negative (suspense, anxiety) (Falsafi et al., 2011; Berger & Milkman, 2011). Due to the nature of NGOs and the impact that they seek to have in society, by using a powerful medium such as video (cinematography) in social media platforms (viral marketing) they can engage consumers (consumer behavior) and ultimately achieve their active involvement assisting therefore towards NGOs’ mission achievement. The research method that was used to collect data for this study was Netnography since it is considered to be the most appropriate in examining online content (La Rocca et al., 2014) and understanding consumer behavior in the online world (Sandlin, 2007). Four video/marketing campaigns that went “viral” on YouTube were selected for observation and analysis of both audiovisual and textual content, as well as observation and analysis of consumers’ reaction to these viral videos. The selection of the particular videos was based on their success and popularity documented in the literature (Mohr, 2014). The findings of this research enabled the researchers to develop a framework where specific and realistic recommendations are all combined. This framework may be used by NGOs (and not limited to) for developing their online content aiming for high consumer appeal and engagement and ultimately succeeding in their mission and enhancing their reputation. In addition to the practical implications of this research, theoretical contributions have also been made since this three-tier link between consumer behavior, viral marketing and cinematography had not been investigated previously. This study is of course not free from limitations however clear future research directions are provided for further suggested research to address these limitations and progress further with the topic at hand.

Keywords: YouTube, Consumer Behavior, Viral Marketing, Audiovisual Synesthesia, Content Appeal, Cinematography

1 Shares, likes, dislikes, views, comments
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ESCAPE EXPERIENCES IN LIGHTHOUSE TOURISM: A PHOTO ELICITATION PERSPECTIVE
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ABSTRACT

The lighthouse tourism which has been flourishing in several coastal areas provides the ideal scenario for escape experiences. This paper aims to discuss the implicit meanings, symbolisms and emotions evoked by lighthouses, in particular those related with recreational storm chasing, “land’s ends” pilgrimage and gaze upon dystopic places. Using a qualitative approach, the classification of “lighter” dark tourism product is supported by filmography content analysis, photo-elicitation and lighthouses promotion websites. Several case-studies were discussed providing support for a taxonomy of motives for engaging (dark) lighthouse experiences: risk recreation; isolation and loneliness; pilgrimage; ship wrecking; memorials; dystopia; and “ice palaces” gaze. Public decision makers, maritime authorities and tourism operators may acknowledge the theoretical and practical contributions provided by this paper and develop innovative escape experiences thus giving more “energy” to these peripheral regions.

INTRODUCTION

This paper aims to discuss the symbolism of lighthouses and all their implicit ingredients which can make them a tourism product segment with a relevant attraction power and economic value.

Just a few weeks before the conclusion of this article, the news of the opening of the first lighthouse adapted to hotel in Spain (at Pancha island, Lugo) and the reopening of the "Semaforo" in Finisterra (Galicia, Spain), have reinforced the relevance of the theme of this paper. These are two examples among the 7742 lodgings named with the “lighthouse” word and evaluated by Tripadvisor website besides the 4307 restaurants and 19 tours related with lighthouses. In the website www.bookalighthouse.com it is possible to book a lighthouse from the 67 options in Europe, in Africa (2), North America (6) or Australia (1). England is the country with the higher number (40) of lighthouses being promoted.

What kind of thoughts and emotions are elicited when you see a lighthouse?

1 http://elpais.com/elpais/2017/01/25/paco_nadal/1485345397_929449.html
LITERATURE REVIEW

According to the Pine II and Gilmore’s grid (1988), tourists may engage four different types of experiences realms depending of the level of participation (active versus passive) and the space-time framework (absorption versus immersion). Living in a lighthouse is an escape experience as the tourist (actively and by immersion) “plays” the role of the lighthouse keeper. This type of experience provides the ideal scenario which awakes several motivators: sensation seeking mechanisms such as the risk recreation associated to storm chasing thrill (Xu et al, 2012) or the attraction/gaze for death sites or dystopic places (also designated as darktourism).

Considering that in the literature the author did not find any paper that explicitly analyzes the lighthouse thematic within the dark tourism context, this paper gives a relevant contribution to fill this gap and introduces an innovative concept of (dark) lighthouse tourism. Moreover, limited discussions of meanings have been ascribed to marine environments (Wynveen, Kyle & Sutton (2010), therefore this paper will also discuss the gaze upon lighthouses photos, and the emotions and thoughts elicited or induced by lighthouse films.

The concept of dark tourism or thanatourism was primarily defined by Foley and Lennon (1996, p.198) as “the presentation and consumption (by visitors) of real and commodified death and disaster sites”. Later Stone (2006, p.151) proposed the dark tourism spectrum as classification methodology for the supply in dark tourism comprising several layers or stages which can be gradually represented by a continuum framework from “darkest to lightest”.

Therefore the author will claim that lighthouses may be classified as lighter dark tourism product according to Stone’s spectrum, since this category has all the necessary features usually associated to dark tourism. Lighthouses elicit unconscious thoughts and emotions which are implicitly related with death and can be intentional promoted by tourism operators as suggested by Sharpley (2009). The lighthouses are usually located in the coastal areas and islands which have a higher propensity for occurring disasters such as ship wrecks (for instance, the Coast of Death/ “Costa da Morte” in Galicia, Spain).

Therefore the visit to a lighthouse, or its use as lodging, is aligned with the claims of Stone and Sharpley (2008, p.586) who developed a model that aimed to conceptualize dark tourism as an opportunity to face “mortality moments” but within a distance and environment perceived as safe, allowing the “social neutralization” and “de-sequestration” of death and its reconceptualization.

METHODOLOGY AND FINDINGS

The relationship between risk/death and lighthouses is also supported by the 2016’s filmography. In order to demonstrate that relationship this paper will use a qualitative methodology which includes:
a) a content analysis of the synopses of several recently released films; b) the interpretation and semiotic processing of some lighthouses photos in order to build a taxonomy of explicit/implicit meanings.

The symbolism of lighthouses comprise several aspects that are deeply discussed later in the literature review section: a) the lighthouse as a landscape element; b) the risk recreation factor; c) the emotion contagion provoked by lighthouses; c) the lighthouses located in “lands’ ends” as “power spots” and dark tourism products;

Finally this paper will also present some case studies of routes based on the lighthouse’s thematic to highlight the design of dark tourism experiences: a) the hiking route “Camino dos Faros” in the Galician coast.; b) the lighthouses route in Brittany (France); c) the Lake Michigan lighthouses’ route; d) Other iconic lighthouses used as lodging.

Keywords: Lighthouse tourism; dark tourism; risk recreation; escape experiences; pilgrimage; dystopia.
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DO COUNTRY-SPECIFIC FACTORS AFFECT THE VALUE RELEVANCE OF BRAND VALUE? AN EMPIRICAL ANALYSIS
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ABSTRACT

Intangible assets and especially brands are considered as determinants of firm value. Due to their growing importance, consulting firms (e.g., Interbrand, Brand Finance and Millward Brand) publish annual reports on estimated brand values. Prior literature find that the brand values provided by independent parties are reflected on stock prices and therefore they are value relevant (Bart et al., 1998). The results prove that these non-accounting values represent a source of information for investors. However, the relationship between brand values and stock prices could differ across countries. Previous studies reveal that the value relevance of accounting variables diverges on a country basis and identify several country-specific factors which affect the information content of accounting variables. These factors are referred to the legal system, the accounting regulation and the financial system (market-oriented vs bank-oriented) of the different countries. To our knowledge, no studies test the effect of country-specific factors on the value relevance of non-accounting information.

The aim of this study is to investigate whether the value relevance of brand values provided by third independent parties differs across countries. Furthermore, we test if all country-specific factors examined affect the relationship between stock prices and non-accounting information. The analysis is based on a sample of brand values provided by Interbrand, Brand Finance and Millward Brand (BrandZ). These brands are owned by companies listed in different stock markets. This work has both theoretical and practical contributions. It fills the gap in the literature by providing evidence about the influence of country-specific factors on the value relevance of non-accounting information. Also, the results could help investors in their decision-making process, providing more tools to analyse the ability of stock prices to capture non-accounting information in different institutional context.

Keywords: value relevance, brand, brand value, intangible assets, country-specific factors, cross country, market oriented, bank oriented, Ohlson model, stock price
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ABSTRACT

GENERAL REMARKS

The current economic and financial crisis has caused a number of changes in financial markets and societies around the globe and has largely affected the behaviour of individual consumers. As a consequence, the relationship between commercial banks and their customers has also been affected by this fluctuating environment. Indeed, the median bank customer is gradually transforming his preferences, influenced by the transformations in the banking and financial markets as well as the profound changes which take place at the macroeconomic environment almost every day. The present paper analyses, both from a theoretical and from an empirical viewpoint, the behaviour of bank customers during the current crisis from a marketing perspective. Our research, which relies upon a formalised questionnaire, focuses on the Greek and the Luxemburgish banking sectors with the purpose to present, examine and compare the various marketing strategies which bank marketers follow in the two countries. Our main purpose is to gauge (by applying a binary logistic regression methodology), the degree to which the crisis has affected the demand and supply of the existing banking products and services, and to evaluate (via chi-squared Pearson correlation test), how marketers have reacted (or should react) to this sort of changes in order to help banks to stay afloat. According to our main findings, the Greek banks face more serious challenges compared to those that their Luxembourgish counterparts do. In particular, bank customers in Greece have a higher level of insecurity, as most of them have -partly or fully- withdrawn their deposits from the banks with which they have long-standing relationships. In contrast, the customers of Luxembourgish banks hold close ties to their primary banks regardless of the crisis. Arguably, marketers in both banking markets are called to meet the newly-developed needs of bank customers and promote the relevant products as appropriate, resorting to innovative strategies which will take the emerging financial and socioeconomic conditions into serious consideration. A series of this sort of products and techniques are proposed and described in our study.

THEORETICAL BACKGROUND
The undergoing economic and financial crisis has exerted a significant impact on financial markets, economies, and societies worldwide, contributing to deep and profound transformations in consumer behaviour worldwide (Kotler P., et al, 2009).

The bank-customer relationship has been largely affected by the crisis, since the latter has seriously hit the banking sector.

The median bank customer behaviour has been changed to a large degree; the preferences, needs and objectives of bank customers have been influenced by the rapid changes that have taken place in the financial, but also in the broader economic environment (Special issue on consumer confidence in financial services after the crunch: new theories and insights, 2009).

The effects of the crisis on bank marketing management (Kotler P., Keller K.L., 2012)

Insecurity/Uncertainty

Aggressive customer → conservative customer

Reduction of the marginal propensity to consume

Increase of the marginal propensity to save

Other substantial changes due to the crisis:

“Credit” and confidence shock → significant changes and upheavals in the market of banking products and services (Akinbami, F., 2011).

AIM OF THE PAPER

The main objective of the paper is the following:

To assess the extent to which the crisis has affected the preferences and altered the behaviour of bank customers and how this, in turn, has affected bank products and services from a marketing viewpoint.

In order to achieve the aforementioned goal, we focus on:

the Greek and the Luxembourgish banking environments, presenting and comparing the various marketing strategies and policies of bank marketers in these two European countries.

the post-marketing strategies, capable of promoting a set of modern banking services in the light of the crisis.

RESEARCH QUESTIONS

In which degree differentiated the demands of bank customers for the existing bank products and services (mainly regarding deposits) in the examining two Eurozone economies with different economic backgrounds and also with differences in their banking environments.
Is there any need to search and find new, modern marketing strategies based on the experience of the recent financial and economic crisis?

RESEARCH METHODOLOGY 1

In order to evaluate the extent to which the crisis has affected the choices and, in general, the behavior of banking customers in two Eurozone countries with different economic status and performance: Greece and Luxembourg, we adopted the following research methodology:

Qualitative approach/analysis based on a ‘in-house’ questionnaire in Greek and English. The survey took place from early January to late March 2013 and our sample were 190 bank customers in Greece and Luxembourg. In addition, we run a binary logistic regression analysis to empirically examine our main arguments based on our survey (qualitative) data. More specifically, we construct our logit regression model, based on the correlation tests we run, by applying the standard chi-squared Pearson correlation test. Actually, we test 2 hypotheses: a)H0: the examined variables are not correlated and b)H1: the two variables are correlated with each other.

RESULTS 1

The main revealing results by our empirical results are the following:

All the variables of our model are associated with a statistically significant relationship with the dependent variable in both regressions (i.e., for the Greek and the Luxembourgish banks).

Those individuals who have withdrawn their money (even for one day) from a bank other than their main bank during the crisis, are more likely to have withdrawn their funds from the main banks as well. This holds true for both depositors in Greek banks and the depositors in Luxembourgish banks (i.e., in both regressions).

The same phenomenon holds true for survey participants who have transferred money to some banking institution abroad.

Those who have requested or to be requested renegotiation of the terms of their mortgage loan in the near future from the main bank because they have been affected by the crisis, they have not proceeded to (fully or partly) withdraw their deposits from their main bank.

When respondents, both in Greece and Luxembourg, most trust a foreign bank, then it is more likely to have withdrawn their deposits from the main bank.

RESEARCH METHODOLOGY 2
For checking if there any need to search and find new, modern marketing strategies based on the experience of the recent financial and economic crisis, taking under consideration the results of our applied research we elaborated a qualitative analysis relying on the innovative Bank marketing strategies in view of the crisis. In order to realize this analysis we use as a case study the Luxemburgish Banks.

RESULTS 2

In Luxembourg, we passed from product marketing to individualised marketing. Thus, we can say that in this case the Individualised marketing and product planning in practice concentrated on (Banque International a Luxembourg, 2013):

Non-flat interest rate in some of the banking products offered: marketers are designing customized products which individual characteristics based on the individual customer needs.

Cross-selling activities.

In other words, in Luxembourg the bank marketers adopted the Strategy 1:1, which was launched in 1994 by Don Peppers, Martha Rogers and Dorf Bob in their book entitled “The One to One Field Book” and has become imperative, since the customization of the banking products helps to strengthen customer loyalty and faith and creates the environment for higher future returns.

In Luxembourg we can, also, observe (Banque et Caisse d’Epargne de l’Etat Luxembourg, 2013):

A re-evaluation of consumer trends and desires, combined with defensive marketing strategies instead of aggressive ones.

An implementation of interactive strategies between bank customers and the bank focussing on:

The bank needs to adopt a more customer-oriented approach, which will be promoted through interactive strategies between the customer and the same.

Implementation and use of the so-called ‘digital channels’.

The bank marketers through interactive strategies can, on the one hand, recover the lost confidence in their relationships with their customers on an individual basis and, on the other hand, to improve and customer their services to the new needs and desires of their customers.

As regards the advertising and budget setting (Srinivasan, R., et all., 2011):

The banking institutions that maintained their budget for promoting products and services largely unchanged during the crisis ended up with less losses in terms of customer numbers.

Further, those institutions gain ground faster in terms of market shares during the recovery phase of the economy than those that decided to impose cuts in advertising budgets.

OVERALL CONCLUSIONS AND IMPLICATIONS
From all the above mentioned it is obvious that (Pastore-Reiss, E., 2012):

After the crisis, the individual customer holds the handlebar.

Marketers should offer the ‘product and services maps’ to each of their customers showing him/her the path that he/she wishes to follow.

These ‘maps’ should include alternative products that would primarily meet the needs and the objectives of each individual customer.

More than ever, we must now focus on the quality of customer service, because under the new market conditions is not sufficient to maintain the existing clientele but also to establish a long-term relationship.

The bank marketers should comprehend the new consumer/customer behaviour and transform bank marketing as appropriate for the shake of their banks and for contributing to the recovery and the sustainability of the entire banking system.

**SUGGESTIONS FOR FURTHER RESEARCH**

**METHODOLOGY (1)**

We will use a logistic model which will capture the difference on Greek and Luxembourgish customers who have withdrawn their deposits from the above country banks. The logistic model will be conditional on different factors each time we run a regression in order to see which of these are more important for the bank owners. In addition, we will split the dataset to two periods in order to capture the impact of the pre- and post–crisis period on bank deposits.

One criterion which will be used will be the examination of funding integration, through the importance of factors, on the on-going attitude of customers, in order to compare their behavior during the two periods of investigation. Is there a similar pattern in the behavior of customers between Greek and Luxembourgish banks or Luxembourgish banks have affected less the withdrawn behavior of their customers? Do the Greek and Luxembourgish bank customers feel more uncomfortable with the banking system in Greece and Luxembourg?

**METHODOLOGY (2)**

If this is the case, we will measure the reaction of Greek and Luxembourgish bank customers on their process of getting their deposits to other countries. In particular, we would like to estimate whether these countries is, for example, Switzerland taking into account integration between foreign Greek and Luxembourgish deposits in Switzerland in comparison to domestic Greek and Luxembourgish
banking. This approach will reveal whether foreign Greek and Luxembourgish bank customers are more closed to the domestic Greek and Luxembourgish banking system or they prefer other banking systems for their deposits regarding their overall deposits.

**METHODOLOGY (3)**

Co-integration methodology will be applied in order to uncover different or similar patterns among the two country bank systems, one in Greece or Luxembourg and the other one abroad.

The dataset which will be collected is not only qualitative but also quantitative. We will measure the degree of banking integration through the quantitative dataset. While, in contrast, both the qualitative and quantitative dataset will be used in logistic conditional regression. Thus, we will create a questionnaire for the qualitative dataset, and quantitative dataset will be collected from Bankscope in order to run the two aforementioned methods.

*Keywords: financial crisis; bank marketing; banking products; bank customers, bank marketers, marketing analysts, survey and sampling methodologies, cross country case study (Luxembourg, Greece), marketing strategies, innovation,*
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THE CRUCIAL ROLE OF LENDER OF LAST RESORT AS ONE OF THE MAJOR MEANS OF THE BANKING SAFETY NET, ESPECIALLY IN CRISIS AND RECESSON PERIODS
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ABSTRACT

The main objectives of this, mainly, theoretical paper are: a) to highlight the importance of Lender of Last Resort, because without a lender of last resort financial stability is not possible and systemic financial crises get out of control. b) to stress the attention on the fact that Classic LOLR principles should be reviewed in light of Great Recession and c) to examine/compare the role of the central banks, especially FED and ECD in providing lender of last resort/emergency liquidity assistance (LOLR/ELA) and consequently, to analyze the Quantitative vs Credit easing that they are providing relatively, in crisis periods.

Thus, this paper seeks to assess the importance of banking system liquidity, generally but especially in financial crises and how the responsible authorities (in our case, at a national level, central banks and at an international one (ECB and FED)), may deal with it. Further more, this paper examines challenges in effectively implementing the lender-of-last-resort function in the EU single financial market. Briefly highlighted are features of the EU financial landscape that could increase EU systemic financial risk. Briefly described are the complexities of the EU’s financial-stability architecture for preventing and resolving financial problems, including lender-of-last-resort operations. The paper examines how the lender-of-last-resort function might materialize, by ECB vs FED during a systemic financial disturbance affecting more than one EU-US member state. Further more the paper identifies challenges and possible ways of enhancing the effectiveness of the existing architecture of ECB.

This scientific work is divided into 2 parts. In the first part, the function of a lender of last resort is analysed. In addition, it is presented the role of a lender of last resort that has been amended with the fundamental changes of the financial system that took place during the last 30 years and especially during the recent global financial crisis and its bad effects. While, in the second part, are presented the dimensions that the Fed and the ECB take over the function of lender of last resort in order to investigate, via a comparison analysis whether there are existing any differences between both euvres or not. Actually, the interventions made by the Fed and the ECB are described and judged in a detailed way.
Traditionally, discussion of the role of the lender of last resort has focused on the national economy, without regard for international complications, whereas, the contemporary one concentrated on the international context of it.

The arising by the aforementioned goals of the paper, research questions are focusing on how liquidity problems during the current crisis have differed from the past and in what way were, are and would be solved, through the central banks at national level– ECB – FED at international one, acting as Lenders of Last Resort in the former and the revised form, respectively. The subprime crisis has brought back to light proposals to regulate banks’ liquidity as a complement to solvency regulations. Based on several past and recent academic relevant researches, I suggest that liquidity regulations might indeed be a way to limit the pressure on Central Banks in favor of liquidity injections during crisis periods. Another crucial question is the allocation of responsibilities between the Central Banks and the Banking Supervisors in international level in the management of banking crises. Financial crises have become more frequent over the last two decades than they were previously. So, in the second part of the paper, I try to illuminate the fierce debate over how the monetary authorities (FED and ECB) handle and should handle these crises by bringing together a selection of characteristic writings on the subject and by reflecting the relevant viewpoints. In the same part another crucial arising research question is how the ECB – FED respond to the great dilemma “efficiency versus stability” in the financial /banking system and its regulatory framework and in a broader way “growth versus development” in the socioeconomic system, especially in the second phase of the crisis (2010-2012) where the main features of the crisis weren’t similar and the crisis took another turn with epicentre in the euro area and the ECB response shifted to another level, than the Fed’s one.

Regarding the methodological adopted approach, in order to answer the aforementioned research questions: Given that, as I mentioned, initially, this is a theoretical paper, I apply a qualitative analysis basing on the following methods, per part: In the first part, via a comprehensive literature review, I elaborate a qualitative analysis divided in 2 periods (before crisis, in periods of normalcy and in crisis periods: a) a historical analysis of the function of the classic role of Lender of Last Resort, and its definition, b) a Contemporary Analysis, of the international Lender of Last Resort in its revised version implementing in crisis periods, ba) Detailed comparative analysis of its main principles in periods of economic growth vs economic crisis, c) Comparison analysis between LolR-ELA (Emergency Liquidity Assistance) and EFSM (European Financial Stability Fund).

Financial crises have become more frequent over the last two decades than they were previously. So, in the second part of the paper, I try to illuminate the fierce debate over how the monetary authorities (FED and ECB) handle and should handle these crises by bringing together a selection of characteristic
writings on the subject and by reflecting the relevant viewpoints (literature review). Moreover, I elaborated comparative analysis, in terms of the following interventions of the ECB-FED: a) Risk Management vs Standard Economic Policy, b) Credit Easing vs Qquantitative Easing c) Conventional vs Unconventional monetary policy d) Rules vs. Discretion in Monetary Policy. Finally, trying to evaluate the effectiveness of each solution, I conducted a Swot Analysis, focused on: a) What is the efficiency of the handled policies of ECB and FED (i.e. Strengths), b) what are the Weaknesses in adopting Conventional instead of Unconventional monetary policies applied by the ECB and the Fed, during crisis times in terms of liquidity – Credit. b) What prospects for monetary policies applied by ECB and FED (i.e. opportunities) c) What risks of the policies of ECB and FED carried out (in other words, (Threats). But due to the qualitative type of the research, it should be pointed out that it is difficult to evaluate the effectiveness of each solution.

Thus, according to the main finding of the qualitative, per part, research:

In the first part we can observe that: During a financial crisis a central bank should lend comprehensively, at low interest rates. It should also accept poor collateral, and save systemic, relevant institutions even if these are insolvent, however, the owners of such institutions should not be rescued. (Herr,H,2014). Reputation and confidence are and were at the core of what LOLR/ELA operations aim to achieve. In this sense, the revision of the traditional principles ought to mitigate the issues of “stigma” (resulting from a perception that only the desperate go to the LOLR/ELA). (Campbell, A.& Lastra R, 2009, p.496). In any case, given that the longer a crisis lasts the more severe its effects are and according to Aditya Chakraborty (2008): “At the end of the tunnel of a financial crisis lies not light, but the gloom of recession. As surely as smoke follows fire, what comes after a financial meltdown is an economic downturn”. The repair of the financial system is a major priority for governments around the World. Besides, according to Ben Bernanke, (cited in Campbell, A.& Lastra R, 2009, p.497). “[H]istory demonstrates conclusively that a modern economy cannot grow if its financial system is not operating effectively.” Central banks and public authorities can claim that if they are to assist an institution in “a rainy day” they should regulate that institution in “a sunny day.” Hence, regulation and protection tend to be mutually reinforcing. So, the importance of a clear mandate and a set of enabling rules for the central bank with regard to financial stability, in particular with regard to its LOLR/ELA operations contributes positively to the safeguard of confidence and has a positive reputational effect. From all the above, it is obvious that all the proposing reforms could contribute to a more effective and efficient function of the LOLR, provided that they will be combined with the appropriate reforms and restructuring strategies of the Banking and generally financial system.
As far as the results addressed to the second part, revealing from the qualitative comparative analysis between ECB – FED and in someway the BoE, briefly: Different economic and financial structures require different crisis responses. Different crises also require different tools and resources. The first ‘stage’ of the financial crisis (2007 -2009) was similar on both sides of the Atlantic, and the response was also quite similar. The second stage of the crisis is unique to the euro area. Increasing financial disintegration within the region has forced the ECB to become the central counterparty for the entire cross border banking market and to intervene in the sovereign bond market of some stressed countries. The actions undertaken by the ECB, however, have not always represented the best response, in terms of effectiveness, consistency and transparency. This is especially true for the (Securities Markets Program) (SMP): by de facto imposing its absolute seniority during the Greek PSI (Private Sector Involvement), the ECB has probably killed its future effectiveness. Furthermore, we can argue that concerning the arising great dilemma: efficiency versus stability in the financial /banking system and its regulatory framework, from our research it is obvious that when we have an effective banking system the relevant rules are ineffective, on the contrary when it is crisis prone the relevant legislative framework is stable. This dilemma is resembling to another great one that can be found in the field of regional science: efficiency versus equity. (Konsolas, N, 1997). So, in our examining situation, the FED undertook massive asset purchases financed by central bank money, the so-called Quantitative Easing (QE). A similar approach was followed by the Bank of England (BoE). While the Federal Reserve and the BoE have done QE, the ECB had to respond to an increasing financial disintegration within the region. The ECB has been forced to become the central counterparty of the entire cross border banking market and to intervene in the sovereign bond market of some stressed countries. Therefore, its main policy approach can be qualified as ‘credit easing. In the assessing procedure of the effectiveness of the two approaches it emerges that while the ECB has responded massively to the crisis (LTRO (longer-term refinancing operations) and SMP (Securities Market Program)), it has also tried to minimise its own risk. Alas, this implies that its policy cannot be fully effective. This approach is significantly different from the one chosen by the FED, who showed its willingness to take on credit risk in order to provide relief to private investors, which therefore could recover quickly. Consequently, in this way FED supports the entrepreneurship and reinforces both the economic growth and development. The ECB makes a distinction between interest rate policy, which guides macroeconomic variables (growth, inflation), and unconventional policy, the objective of which is to prevent a liquidity crisis and to ensure the stability of the banking and financial system. So, we can say, that in a way the ECB is following more a by rules monetary policy. On the other hand, Fed, for its part, sees unconventional policy as an extension of interest rate policy, with the aim of easing monetary conditions further. Thus, as it is obvious, the FED’s policy could be
considered as more discretionable one. Besides, The difference between the two policies is found in the fact that the increase in the ECB’s balance sheet to a great extent is the result of “actions” by the banks (demand for liquidity at the LTROs), while that of the Fed results from its own willingness to buy securities. Furthermore, the Fed carries out outright purchases of securities, while the ECB grants liquidity via refinancing operations (collateral). In addition, the objectives pursued by the ECB are to prevent a liquidity crisis, help the banks and thus dampen the risk of a credit crunch. The Fed, for its part, explicitly states that its actions aim to make monetary conditions more accommodating in order to boost the economy (via a fall in long-term interest rates, stimulus for stock markets, etc.). Finally, in order to declare more the research output and specify the metrics used to measure the participating Central Bank’s own risk. I quote 2 characteristic comparative diagrams, per crisis period, where are indicated the following: a) In the first figure, referring to the 1st crisis period are presented the Total Assets/Liabilities of ECB, FED and BoE, showing that increase in the ECB balance sheet, during this period looks small with only 170%. While, over the same period, the Fed’s expansion has been of the order of 230% and in the UK, (BoE) it reached 300%. b) In figure 2, related to the 2nd crisis period, it is presented Central banks’ Securities purchase as % of GDP (Gross Domestic Product). In this figure, we can observe, how the purchases made by ECB under the two open market operations (i.e. Securities Markets Programme – SMP- and Covered Bond Purchase Program- CBPP appear very limited in comparison to the QE (Quantitative Easing) undertaken by the FED and the BoE. So, it is verified that the statistics are in accordance with the theoretical – qualitative findings of my research.

**Keywords:** financial crisis; recession periods, former/classical LOLR, revised LOLR, banking safety net, constructive ambiguity, moral hazard, crisis lender, crisis manager, rescue aid, constructive plans.
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ABSTRACT

OBJECTIVE AND RESEARCH QUESTION

Removing the geographical distance between seller and buyer, the online channel has made more feasible for SMEs to become international and to operate on a global level (Sinkovics et al., 2013). In this scenario, social networks, such as Facebook, are attracting more and more attention from both researchers and practitioners, due to their great potential to conduct marketing activities internationally (del Carmen Alarcon et al., 2015). These tools are known to create new direct relationship channels with customers, to promote products and brands through E-worth of mouth, to raise brand awareness and loyalty (Vernuccio, 2010), both at a domestic and an international level.

However, implementing an international social media strategy is not so simple as it seems. In fact, even if creating a Facebook account is a simple and low-cost operation, there are some issues that cannot be ignored, such as the “cultural problem”. Internet has not removed the “psychic distance” among people of different countries and the cultural variables profoundly influence users’ expectations, online preferences and behaviors. In literature, the issue of the cultural adaptation has been deepened in particular with reference to the corporate web site (Singh and Pereira, 2005); a lot of studies have shown that the localization of the content and the structure of the web site influences its own performance, in terms of superior usability, trust and conversion rate (Bartikowski and Singh, 2013). The same multilingual and cultural problems could be found also in the social media area (Tsai and Men, 2014). Moreover, cultural norms impact on the choice of the social network platform to use: in some countries, such as China or Russia, people prefer to use local platforms, for example Qzone or VKontakte. This means that a company will need to customize social media aspects of its marketing strategy to fit and accommodate national differences.

From a systematic literature review about this topic a gap has emerged: studies about social media use in the international marketing strategies of firms are scarce, especially as regards to the SMEs. We found only three studies that dealt with this topic (Berthon et al., 2012; Munar, 2012; Yang and Wang, 2015). So, in order to close this gap, the purpose of this study is to explore the social media use of SMEs in an international marketing context. In particular, the research question is the following:
Have Italian SME been using social media in their international marketing strategies and, if so, how do they use them to communicate with foreign customers?

METHODOLOGY

Since the topic is mostly unknown and in congruence with the explorative nature of the research purpose, a qualitative methodology has been chosen and in particular the multiple case studies method has been implemented (Stake, 1995; Yin 2003). Through the “purposful sampling” technique, we selected n.7 Italian SMEs of Food and Beverage industry, that are “information rich cases”, following the “theoretical saturation” principle (Eisenhardt, 1989). We chose this industry because it is one of the most representative of Made in Italy, it is export-oriented (SACE, 2016) and because of its level of attractiveness abroad, especially online (Fondazione Symbola – Unioncamere – Fondazione Edison, 2015).

We collect the data through face to face semi-structured interviews, specifically investigating the languages adopted, the presence of targeted foreign accounts, the use of customized content and the main barriers faced by firms in foreign social media activities.

MAIN FINDINGS

✓ In general, the use of social media channels seems to be unplanned and improvised, without a clear strategy in mind. In the majority of the cases (n.5) they are internally managed and there is not a specific editorial plan for the content publication (with two exceptions). The main purpose of this presence is to promote brand and to gain visibility abroad.

✓ The empirical evidence shown a limited propensity to adapt the social media presence, both in terms of language and content. In 5 out of 7 cases the firms have implemented a single Italian page, where some English contents are rarely published. In these cases, the localization issue is not perceived as relevant, showing a significant gap between the suggestions of theory and the practice. In only two cases some forms of adaptations have been implemented. Firm F has adapted the platform to the target country – they use Facebook for Italian market and Twitter for USA. Firm G adopts a so called “multilocal strategy”, but with a peculiarity: the country-pages are managed by the foreign local dealers and not by the firm directly.

✓ The motivations of this scarce adaptation are the same for all the firms. First of all, they don’t perceive the need to communicate to foreign customers in a differentiated manner, depending on their cultural traits, even if they are aware of the cultural differences. Second, they complain about the lack of human resources with adequate competences to dedicate to the social media management at the
international level. Connected to this, there is the issue of inadequate external services supply, as perceived by the firms. Thirdly, the small size and the consequent lack of financial resources are other factors that prevent the investigated firms to use and adapt social media to the foreign customers.

✔ A scarce knowledge of the possible localization strategies by the investigated firms has emerged. They seem to ignored the existence of hybrid strategies, such as the “glocal approach”, that entail lower costs and complexity than the complete localization, and so are more suitable for their size and resources.

✔ The presence of a marketing department, the firm’s size (micro, small or medium) and the export rate seems to not influence the social media approach in international marketing.

Keywords: social media, international marketing, SMEs, food&beverage, localization, standardization.
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THE TRENDS AND PROSPECTS

Belenioti, Zoe-Charis¹; Vassiliadis, Chris A.²

¹Faculty of Economic & Political Science/ Dept. Journalism & Mass Communications, Aristotle University of Thessaloniki, AUTH, Thessaloniki, Greece
²Department of Business Administration, University of Macedonia, UOM Thessaloniki, Greece

ABSTRACT

Previous studies have shown the correlation between marketing communication mix and branding outcomes. Upon the emergence of Web 2.0, influential researchers have highlighted the need for further investigation on how branding models such as the brand equity dimensions (brand awareness, perceived quality, association and brand loyalty) are reshaped or formulated (Berthon, Pitt, Plangger, & Shapiro, 2012; Bruhn et al., 2012; Hennig-Thurau et al., 2010; Kapoor, et al, 2013; Keller, 2009). Nevertheless the advent of social media resurged scholars’ attention, still literature into branding equity within social media is extremely limited and fragmented given the embryonic stage of social media research (Bruhn et al., 2012; Langaro et al., 2015 ; Kuvykaite & Piligrimiene 2014 ; Belenioti, 2015; Belenioti et al., 2015; Vassiliadis & Belenioti, 2015 ; Belenioti & Vassiliadis 2016). Thus, both for profit (Kuvykaite & Piligrimiene 2014) and non-profit organizations (NPOs) have been failing to successfully reap all the social media benefits within branding (Belenioti & Vassiliadis, 2016; Vassiliadis & Belenioti, 2015). So far, no single study investigates the impact of social media on brand equity within the non-profit sector. Following the call of Barreda et al. (2015), this study seeks to remedy this problem by conceptualizing the literature of the social media impact on NPOs’ brand equity and by providing a new research agenda. For first time, this interdisciplinary project makes a major contribution by enhancing our understanding the link between social media and brand equity in NPOs and by suggesting a new research agenda and managerial implications.

Fig. 1 Conceptual Model
Keywords: social media, social media branding, branding, brand equity, non-profit organizations (NPOs), npos branding, e-branding
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ABSTRACT

This paper proposes a review concerning the topic of social responsibility in banks. In the backdrop of the economic crisis which is still ongoing, companies are requested to align with the directives and, more generally, with the values of social responsibility. The compliance to social responsibility nevertheless cannot only be seen as a commandment imposed from the top and far removed from the competitive business environment which is passively adapted to, but rather as an opportunity for diversification and competitive advantage (Birindelli et al., 2015). Such problem is exacerbated in the banking sector, in which the elements of competitive differentiation are often ephemeral and volatile, since they are based on price (in the loans and services context) and performance (in the management of deposits).

This paper focuses on six areas, which have been extensively analyzed by the national U.S. and European literature in the banking sector, in details: I) the relationship between attention to social responsibility and incomes or stock performance of banks; II) the effects of cultural, ethnic and gender variables on social responsibility indicators; III) social responsibility and its impacts in terms of customer satisfaction; IV) the compilation of rankings of bank operators, on the basis of results achieved in terms of social responsibility; V) the relationship between attention to social responsibility and degree of self regulation and cooperation; VI) the relationship between attention to the liability and legal enforcement on a national scale.

The study proposes to deepen some critical issues, in order to offer ideas for new research into yet unexplored areas.

As regards the first and third area, literature shows as people may not believe in an explicit trade-off between being profitable and meeting legal, ethical, and discretionary responsibilities anymore. Yet, banking industry surveys have highlighted a mismatch between consumer satisfaction and massive spending on CSR programs. Indeed, it is evident the omission of research on the differential impact of CSR initiatives on consumer satisfaction. Given both the increasing investment in CSR strategies, and the fact that customer satisfaction mediates firm market value, more awareness of the hierarchy of customer-preferred CSR initiatives is needed in order to enable banks to adapt their CSR programs, to not only benefit community, but also to improve customer satisfaction (McDonald et al., 2008).

In reference to the second area, literature confirms significant differences in CSR across cultures even...
within one single internationally operating organization; meeting such differences does not come at the expense of economic performance levels or legal limitations (Van den Heuvel et al., 2014). The most important question arising from this issue is whether CSR-oriented organizations will survive in the long term in the whirlpool of supercapitalism (Reich, 2007) and hypercompetition (D’Aveni, 1994), strongly emphasizing shareholder satisfaction. Further research on the differences in CSR across various cultures should be undertaken, incorporating various populations in different countries, through multinational banks with branches across different countries since often researches are focused only on one nation located banks.

In reference to the fourth area, literature underlines that these approaches have the advantage of being quite transparent and objective, as they are based on publicly available information on websites of banks and supranational bodies and reporting specialized NGOs. The biggest flaw of these researches is the limited number of banks for which reports are available, since there is a generalized problem of insufficient disclosure in CSR activities (Scholtens, 2009).

As regards the fifth and sixth areas, data confirm that financial firms in countries with stronger legal enforcement measures engage in more CSR activities, but interestingly, those firms in countries with stronger shareholders’ rights engage in less CSR activities.

Furthermore financial firms in countries with more cooperative employer–employee relations, will be more CSR minded; self-regulation in the financial industry has a significantly positive effect on CSR. A financial firm, adopting either the Equator or Wolfsberg Principles, will be an attractive investment for socially responsible investors (Hsiang-Lin et al., 2009).

Keywords: Social responsibility, performance, regulation, legal enforcement, corporate governance
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ABSTRACT

Nowadays socially responsible strategies are first associated with big corporations. In the meantime SMEs are more flexible to respond to changes in society and the environment. One of the reason that the sustainable strategies of SME are questioned that there is a lack of data and transparency over the globe.

This abstract pinpoints current trends in socially responsible instruments that SME in 6 countries use in the framework of corporate social responsibility. We differentiate country-level CSR-SME models and outline the selected models using qualitative and quantitative methods. We have measured the factors providing the key motivation for owners to invest in socially responsible actions using a sample of 750 SME in food industry in 6 countries of a diverse economic, social and cultural level of development: Russia, Poland, Great Britain, Germany, Spain, and Croatia. The main aim of the research is to develop a new knowledge about the relation between the scope of socially responsible strategies application in SMEs and a degree of socio-economic development of the selected country. The study implies the following methodology: 1) survey among representatives of small and medium-sized businesses through online questioning and interviewing; 2) descriptive research and statistical analysis; 3) comparative analysis of results in different countries.

Comparative analysis of small and medium-sized businesses in Russia and Europe allows us to assess the socio-economic differences and differences in the actual state of implementation of the project idea between countries that participate in the project.

The main issue applies to the identification of the way socially responsible strategies and CSR tools are used in SMEs. The research revealed what a socially responsible strategy for SMEs in different countries means (table 1).

Table 1. The difference between the concepts of defining a socially responsible strategy in different countries

<table>
<thead>
<tr>
<th>Country</th>
<th>Socially responsible strategy is</th>
<th>Implementation of activities designed to meet the needs of customers, achieving business goals and realization of social and economic benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poland</td>
<td>Honest communication (integrity, efficiency)</td>
<td>Implementation of activities designed to meet the needs of customers, achieving business goals and realization of social and economic benefits</td>
</tr>
<tr>
<td>Croatia</td>
<td>Conducting ethical activity (according to laws and regulations)</td>
<td>Implementation of activities designed to meet the needs of customers, achieving business goals and realization of social and economic benefits</td>
</tr>
<tr>
<td>Russia</td>
<td>Offering environmentally friendly and safe products/services for customers</td>
<td>Implementation of activities designed to meet the needs of customers, achieving business goals and realization of social and economic benefits</td>
</tr>
</tbody>
</table>
Spain | Offering environmentally friendly and safe products/services for customers | environmental objectives at the same time
---|---|---
Germany | Offering environmentally friendly and safe products/services for customers |
United Kingdom | 1) Conducting ethical activity (according to laws and regulations) 2) Offering environmentally friendly and safe products/services for customers |

Participants were asked to assess the challenges facing the business. On average for all countries the main tasks facing the business in the next 3-5 years are: attraction and retention of clients, creating a strong corporate image and positive reputation, preservation of personnel.

The questionnaire was compiled by the international research team and translated into 6 languages. After pilot testing we have adjusted the questionnaire for local use. The questionnaire consists of 4 parts: the place of socially responsible strategies in the overall business strategy; level of manager’s awareness in CSR (understanding of terminology, difficulties and benefits of introducing a socially responsible strategy); using the tools of a socially responsible strategy based on marketing mix: product, price, distribution, communications and employees; descriptive statistics of companies: firm size, turnover from sales, period of operation etc. Participants were asked to evaluate the tools they use within their socially-oriented strategy in 5 areas of the marketing mix. The comparative results are shown in figure 1.

Figure 1. The importance of the main directions of the implementation of socially responsible enterprise strategy in the countries under study

The binary model used to conduct the probability analysis between application CSR strategy and influence factors (representative’s knowledge about socially responsible strategies; manager’s attitudes towards the concept; marketing experience, etc.). This tool will allow us to describe the relation between the scope of socially responsible strategies application in SMEs and a degree of socio-
economic development of the selected country. Thus, this set of methods allows obtaining qualitative and quantitative data. Hence, it makes possible to fully and from different sides consider the problems of the study and draw more precise conclusions. It was also proposed to assess the benefits that enterprises receive through the introduction of CSR. A descriptive study was based on average values. The formula for the binary choice model is shown below. Test results are presented in the table 2.

\[ p(\text{practice}) = F(\beta_0 + \beta_1 \times \text{mission} + \beta_2 \times \text{term} + \beta_3 \times \text{staff} + \beta_4 \times \text{turnover} + \beta_5 \times \text{origin} + \beta_6 \times \text{P4_31b} + \beta_7 \times \text{gdppc}), \]

where mission is an existence of mission; term - knowledge of CSR terminology; staff - number of staff; turnover - net turnover; origin - the age of the firm; P4_31b - selling goods/services on the Internet; Gdppc - GDP of the country, $/1000.

Table 2. Results of testing models of binary choice

<table>
<thead>
<tr>
<th>Factors</th>
<th>Coefficient</th>
<th>Marginal effects</th>
<th>The impact on the likelihood of socially responsible strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mission</td>
<td>0.678***</td>
<td>26.5%</td>
<td>The presence of a mission increases the probability of using SO-strategies</td>
</tr>
<tr>
<td>Terminology</td>
<td>0.849***</td>
<td>32.8%</td>
<td>Knowledge of CSR terminology increases the likelihood of using SO-strategies</td>
</tr>
<tr>
<td>Staff</td>
<td>-0.013</td>
<td>-0.4%</td>
<td>Does not affect</td>
</tr>
<tr>
<td>Turnover</td>
<td>0.043</td>
<td>1.6%</td>
<td>Does not affect</td>
</tr>
<tr>
<td>Origin</td>
<td>0.241***</td>
<td>9.6%</td>
<td>More likely that older companies apply to social responsibility practices</td>
</tr>
<tr>
<td>Selling goods/services on the Internet</td>
<td>0.235***</td>
<td>9.3%</td>
<td>It is more likely that the company will have a socially responsible strategy if there are sales in the Internet</td>
</tr>
<tr>
<td>GDP of the country, $/1000</td>
<td>0.013**</td>
<td>0.5%</td>
<td>The increase in GDP increases the likelihood of social responsibility of companies in the country</td>
</tr>
</tbody>
</table>

The theoretical and practical implications include: 1) a new assessment method of the socially responsible concept, 2) identification of CSR development determinants and its use motives, 3) recognition of the actual state of implementation of this idea in the chosen markets, 4) CSR implementation scenario in 6 countries.

Keywords: CSR-strategy, SME, food industry, Russia, Poland, Croatia, Spain, Germany, England
CONSUMER-BRAND ENGAGEMENT THROUGH WEBSITE STIMULI

Bilro, Ricardo; Loureiro, Sandra Maria Correia
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ABSTRACT

RESEARCH AIMS
Previous studies concerning consumer engagement have been dedicated to conceptualizing the construct and proposing scales to measure it (Van Doorn et al. 2010; Bolton 2011; Bijmolt et al. 2010; Brodie et al. 2011; Hollebeek et al. 2014). Yet, further research has been suggested in those studies regarding antecedents and outcomes of online consumer engagement. The following questions remain open: what drives consumers to be online engaged? And what are the outcomes of being online engaged? The aim of the current research is to contribute to the fulfillment of this gap in the literature, analyzing which dimensions of online stimuli with websites exercise more effect on online engagement and which of this dimensions’ most influence brand advocacy.

THEORETICAL BACKGROUND
Previous research attempts to consider and suggest several factors, such as customer involvement (e.g., Hollebeek et al. 2014), employee engagement in offline context (e.g., Pansari & Kumar 2016), or even customer purchase process, incentivized referrals, social influence and knowledge sharing, as related to customer engagement. Brodie et al. (2011) also consider that customer engagement occurs by interactive and co-creative customer experience with the focal agent. Therefore, the stimuli of the experience using websites to search for information and purchase the products may be a driver to customer engagement.

The current research aims to consider three stimuli of online experience influencing the customer engagement: information/content, interactive features, and design-visual appeal. According to Loureiro (2015), there is no standard method of evaluating websites and (Law et al. 2010, p.310) advance that ‘researchers do, and should, choose the most appropriate approach for their research objectives, target markets, and stakeholders.’ In this sense, this research is adopting the previously mentioned three stimuli following Loureiro (2015) and Han & Mills (2006), which are considered appropriate for measuring stimuli of online experience as antecedents of online consumer engagement.

Customer engagement has also been associated with consumer-brand connection and brand usage intention - the willingness to use again - (Hollebeek et al. 2014), or firm performance (Pansari & Kumar
2016), improved consumers’ contributions to collaborative product development process or co-creation experiences or even brand referrals(e.g., Bijmolt et al. 2010; Sawhney et al. 2005). In this sense, we suggest that when customers are engaged to an online supplier brand, not only will be self-connected to the website and wish to use it again but will also recommend it to others customers’ and excuse it if anything went wrong (brand advocacy).

HYPOTHESES
Several studies have pointed out that comprehensiveness, uniqueness, accuracy, and entertainment value, as well as the timeliness of information/content, will increase customers’ shopping experience (Aladwani & Palvia 2002; Kaynama & Black 2000). Therefore, the Information/Content dimension can be defined as the extent to which a user thinks that information/contents are useful, updated, and reliable (Park et al. 2007). Thereby:

H1: Information/content has a positive relationship with online engagement, that is, Cognitive processing (H1a), Affection(H1b) and Activation (H1c).

Interactive features of a website refer to items that generate a responsive behavior from online consumers such as sending inquiring emails or searching and planning through the website. These items allow consumers to engage in a certain manner to the website after a design-visual appeal has captured their attention and information/content have increased their interest in (Han & Mills 2006). In this sense, we propose:

H2: Interactive features has a positive relationship with online engagement, that is, Cognitive processing (H2a), Affection(H2b) and Activation (H2c).

An important test for online suppliers concerns about deciding the style and visual interest of the website in a way that it will enhance consumers’ flow process and consider the online consumers’ experience as well as goal-directed behaviors. Therefore, the design-visual appeal dimension refers to the proper use of color, graphics, image, and animations, that is, the organization and presentation of a website (Park et al. 2007). Thereby:

H3: Design-visual appeal has a positive relationship with online engagement, that is, Cognitive processing (H3a), Affection(H3b) and Activation (H3c).

As describe in the literature, brand advocacy can be perceived as the extent to which person actively recommend or support, relative to other brands, a specific brand within a product category to other customers (Badrinarayanan & Laverie 2013), as well as the consumers’ behaviour intending to try new
products of the brand, spreading favourable word-of-mouth and being resilient to negative information (Pai et al. 2013). Therefore, we propose:

H4: The cognitive processing dimension of online engagement has a positive relationship with brand advocacy

H5: The affection dimension of online engagement has a positive relationship with brand advocacy

H6: The activation dimension of online engagement has a positive relationship with brand advocacy

EXPECTED OUTCOMES

The current research intends to understand if the online consumer’s experience creates stimuli that could generate online consumer engagement. It’s our aim to find a causal relationship between stimulus and mentioned online engagement dimensions, e.g., to measure the relation between Interactive features and Cognitive processing or between Affection of engagement and Information content. From what we can see so far, Information content presents a very significant stimulus on cognitive processing and Information content, and Design-visual appeal seems to have a significant effect on Activation. However, Interactive features need deeper understand concerning its effect on Activation. About the relationship between online engagement and brand advocacy, it is expected to understand and analyze which dimension (Cognitive processing, Affection, and Activation) most influence brand advocacy, as well as to recognize the influence of each one and its respective significance.

Keywords: Information/Content, Interactive Features, Design-Visual Appeal, Online Engagement, Brand Advocacy.
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DOES THE PRESENCE OF WOMEN IN SUPERVISORY BOARDS INFLUENCE
FIRM PERFORMANCE?

Binder, B.C.K.

School of Engineering, Pforzheim University, Pforzheim, Germany

ABSTRACT

Many large companies in Europe include mainly men in supervisory boards and the women quota is often lower than 20%. The present article looks at the companies of EURO STOXX 50 in the year 2015 and their success and tries to establish whether this success can be related to the percentage of female members in supervisory positions. It replicates in this way the study of Binder, Alonso-Almeida and Bremser (2016) which analysed the relationship between female’s representation in the management board (executive board) and firm performance (measured by earnings before taxes - EBT) of the EURO STOXX 50 companies in 2014. It is in the same time an extension of the original study as the supervisory board is brought under scrutiny.

INTRODUCTION

This article offers an insight into the relationship between the economic success of 50 European companies and the gender balance on supervisory boards. For this purpose the article builds upon existing literature in the field of KPIs, diversity management, supervisory boards, and women quota, etc. Thus, the paper can help investors or business owners to gain a thorough understanding of the current business environment.

LITERATURE REVIEW

Women’s presence in supervisory boards was a controversial issues in past decades. Beaufort and Summers (2013) identified at European level a 1.5% change of women representation in mainly male supervisory boards between 2009 and 2013. If women were already member in a supervisory board, the women quota was likely to increase further. According to the above study the average women quota in supervisory boards in Europe in 2013 was 7.9%. France stood out as a positive example with a women quota of 28.1% in 2013.

The study “Women matter. Gender diversity, a corporate performance driver” shows that companies with a higher proportion of women in top management perform better (McKinsey, 2007). Other authors signal rather the lack of evidence that female representation in supervisory boards improves profitability (Ferreira, 2014). In a study with 108 German large corporations which took place between
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2009 and 2013, there was not enough evidence to indicate a significant relationship between gender diversity and firms' financial performance (Dick, 2015).

The present research focuses on the companies of the EURO STOXX 50 index, and aims at exploring whether there is a link between the EBT of these successful European companies and the number of women in supervisory boards. The following hypothesis is formulated and will be tackled in the following sections:

H1: Enterprises which have a higher gender quota in supervisory boards are more successful and achieve a higher EBT.

**METHODOLOGY**

The EURO STOXX 50 Index was selected to represent the performance of the 50 largest companies among 19 supersectors in the year 2015. Moreover, EURO STOXX 50 index is one of the most liquid indices for the Eurozone and serves for benchmarking purposes. It represents the performance of only the largest and most liquid companies in a sector (STOXX Limited, 2016).

The current study looks at the number of women in supervisory boards as presented in the 2015 annual reports of the fifty EURO STOXX companies, and data regarding the EBT of each of the fifty companies was collected via financial websites.

**FINDINGS**

The 50 EURO STOXX companies in Europe are located only in 7 countries and are active in no less than 16 economic sectors. In six out of the seven countries, the women quota in supervisory boards in 2015 was higher than 25% in average (see figure 1).

![Figure 1: Number of women on the supervisory board of EURO STOXX companies in 2015 in different countries](image-url)
In contrast, only in two countries the women quota in management boards in the year 2014 was higher than 25% (Binder et al., 2016). This shows that there are more women in supervisory boards than in management boards. If France and Germany, the countries with the highest number of companies in the EURO STOXX index are compared, one can see that France has a higher concentration of women in supervisory positions (36%) as well as a higher number of companies in the EURO STOXX index. However, these companies are less successful than the German companies in terms of EBT per employee. The German companies have a better EBT per employee although the women quota is lower when compared with that of French companies (26%). However, the 26% women quota seems to lead to better results by EBT per employee in the top 10 companies compared to other German enterprises.

DISCUSSION OF RESULTS AND CONCLUSION

The statistical analysis conducted in this study has shown that the raised hypothesis can be supported. Nevertheless, these findings should be treated cautiously. They do not imply that women in supervisory positions are more effective than men. With the exception of three companies, the supervisory boards of the other EURO STOXX 50 companies contain mainly male persons. The success of a company is also a result of the entire supervisory board, male and female alike.

Keywords: women on corporate boards, firm performance, key performance indicators, gender quota, earnings before taxes
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MARKETING DOCTRINE AS A PRECURSOR TO NEW PRODUCT DEVELOPMENT AND INTERNATIONAL PERFORMANCE: TOWARDS A TESTABLE THEORETICAL MODEL

Boulos, Jumana Shukri; Shoham, Aviv
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ABSTRACT

INTRODUCTION

New product introductions have been commonly viewed as a key component of sustainable competitive advantage and as a vehicle for growing businesses profitably. However, most ideas for new products never get to the introduction phase and around 40% of new products of those introduced to the market fail to meet commercial objectives of the firms that launched them. In search of critical factors underlying new product success, we propose a model of new product performance utilizing Marketing Doctrine (MD hereunder), developed by Challagalla, Murtha, and Jaworski (2014) as a new concept that can help in advancing the understanding of success factors in developing new products. MD was defined as "a firm's unique principles, distilled from its experiences, which provide firm-wide guidance on market-facing choices". The conceptual model developed here is based on the notion that MD serves as an RBV resource. It leads firms to create new product development capabilities, through which they can develop innovative products, leading in turn to successful international market introductions and therefore to high international performance. The study should make an original contribution since it will provide a first empirical test of the relationship between MD and new product success.

Given the importance of successful new product introductions (Cooper 1979; Cooper and Kleinschmidt 1987; Yenipazarli 2014), considerable conceptual and empirical research has focused on new product success (NPS) factors. According to Cooper (1990), successful product innovations have payoffs in way of enhanced cash flows as well as in higher firm valuations by equity markets (Cooper 1990).

However, most ideas for new products never get to the introduction phase and around 40% of new products of those introduced to the market fail to meet commercial objectives of the business units that launched them (Crawford, 1977, 1987). Firms thus find themselves in a double bind. On one hand, they must innovate continuously and consistently to remain competitive, but on the other hand,
innovation is risky and expensive. Thus, it is crucial to assess the role of critical factors underlying NPS (e.g., Cooper 1979; Cooper and Kleinschmidt 1987; Yenipazarli 2014).

In light of the above, we propose a model that utilizes MD (Challagalla, Murtha, and Jaworski 2014; CMJ hereunder) as an important precursor to the development and success of new products. CMJ (p. 7) defined MD as "a firm’s unique principles, distilled from its experiences, which provide firm-wide guidance on market-facing choices".

While CMJ’s paper was conceptual in nature, it provided some measure of support to the notion that greater use of MD enhances firms’ performance, more so when competitive intensity is high. Moreover, their field research indicates that roughly 10% of fortune 500 firms have adopted this "principles-based" approach.

Based on CMJ’s conceptualization of MD, we propose that it is a resource in the spirit of the Resource-Based-View theory (RBV hereunder) and use RBV-based arguments for explicating MD’s role in contributing to NPS. RBV argues that resources satisfying four conditions (valuable, rare, inimitable and non-substitutable), contribute to the development of capabilities, which are sustainable competitive advantages (Barney 1991). MD satisfies the conditions underlying RBV theory thus serving as a basis for firms’ capability for developing new products for international markets and through such a capability, contributes to international performance.

Our model is depicted in Figure 1. Based on the argument that MD serves as an RBV-like resource which meets the conditions required, it leads firms to create new product development capabilities, through which they can develop innovative products, leading in turn to successful international market introductions and therefore to high international performance. Testing empirically the integrative model shown in Figure 1 should help advance the marketing discipline understands of new product success factors.

The research will be based on a survey distributed to top managers of international Israeli companies. The sample will include companies from a wide cross-section of industries. Responses to the survey will be purchased from I-Panel, Israel’s largest consumer panel company according to pre-specified conditions.

Statistical analyses will include descriptive statistics, correlations, reliability analyses (alpha coefficients), factor analyses, and regression models.
Keywords: Marketing Doctrine, Resource-Based-View, New Product Success, International Performance.
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DOES MONEY BUY YOU HAPPINESS?
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ABSTRACT

PURPOSE

Happiness has riveted many scholars since the times of Plato and Aristotle. There is a rich body of work that refers to happiness as a descriptive psychological term and an even colossally richer body of work that refers to happiness as a philosophical term. Regardless of the various approaches to defining the term, ask anyone you know if they are happy and they will have an answer for you. This provides the basic motivation for this research.

This study asks a simple question; “Does money buy you happiness?”. In doing so, it looks at the issue form a personal financial point of view and takes into account not just income but also a number of factors that might have an impact on the overall financial status of an individual. A novelty provided by this work is the inclusion of ‘hope’, or rather the lack of it, in the inquiry of the association between happiness and personal finances.

A basic search in SSCI1 for the topic “happiness” brings 16,288 results, only 62 of which fall into the Business Finance category. Out of that 62, only 5 studies adopt the personal financial situation point of view. Hence this research is valuable in bridging the gap between happiness and personal finances through the novel inclusion of hope.

CONCEPTUAL FRAMEWORK

Happiness is defined by Aristotle as “the central purpose of human life” (Kraut, 2016). Also referred to as subjective well-being, happiness encompasses a broad number of elements relating to both physical and emotional well-being, such as good friends, wealth and power, to name a few. More recently, Wilson (1967) was the first to put together a comprehensive list of attributes a happy person possesses, which includes “young, healthy, well-educated, well-paid, extroverted, optimistic, worry-free, religious, married person with high self-esteem, job morale, modest aspirations, of either sex and of as wide range of intelligence” (p.294). These attributes carry quite a few common points with those originally suggested by Aristotle2.

---

1 SSCI: Social Science Citation Index, Web of Science by Thomson Reuters.
2 For a complete literature review, summarising more than 300 papers on the topic, please refer to Diener Et al.(1999) and Helliwell (2001).
The other pillar of this study, the lack of “hope” is defined as feelings about the future, loss of motivation and pessimistic expectations. Beck et al. (1974) constructed the Beck Hopelessness Scale (BHS), a well-established and widely-used instrument in quantifying hopelessness. It consists of a 20-item self-administered inventory, with ‘yes’ or ‘no’ answers, initially used in a clinical setup involving hospitalised patients who had recent suicide attempts. Recently, Pompili et al. (2016) use the BHS instrument in assessing the association between hopelessness, depression and subjective well-being.

**METHODOLOGY**

A short questionnaire was administered in public places, usually city centres and shopping malls, in 10 different cities in Turkey. City selection was based on obtaining the widest possible array of economic, geographical and cultural differences. Question selection is based on Helliwell (2003) with modifications to reflect country-specific conditions and the addition of the BHS. Every third person was approached and invited to participate in the one-page, anonymous questionnaire including questions about their age, gender, marital status, number of children, chronic illnesses, education status, ownership of a house and a car, employment and pension status, happiness rated on a 10-point visual scale and the BHS inventory. There are 1,482 respondents with a rejection rate of 40.7%.

**FINDINGS**

The average (min-max) happiness score is 6.08 (0-10), average age is 35 (19-75) and average Beck Score was 6.52 (0-20), respectively. 52% of the respondents are male.

Table 1. Univariate and Multivariate Regression Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Coeff.</th>
<th>P</th>
<th>Coeff.</th>
<th>P</th>
<th>Coeff.</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Household Income</td>
<td>0.250</td>
<td>0.000</td>
<td>0.142</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beck Score</td>
<td>-0.472</td>
<td>0.000</td>
<td>-0.462</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work Status</td>
<td></td>
<td></td>
<td>-0.112</td>
<td>0.002</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Dependent variable: Happiness Score. (*) Forward Stepwise Regression including all variables.

Table 1 presents the results of the univariate and the multivariate regressions, with happiness as the dependent variable. All 3 models are statistically significant with a p-value of 0.000. In Model 1, household income is positive and significantly related with happiness. In model 2, as expected, there is a negative and significant relation between happiness and the Beck Score. While income alone can explain 6.1%, the beck score alone can explain 22.1% of the variability in happiness. Model 3, shows the results of the multivariate regression (forward stepwise) including all of the variables included in the
study. Income, the Beck score and work status together can explain 27.6% of the variability in happiness. Work status, defined on a 5-point scale from most to least job security, is negatively related with happiness.

Based on these findings, it is safe to say that, money does have a positive impact on happiness. However, taking into account all the demographic, financial, health and employment related variables included in this study, future prospects in terms of hope and job security, seem to have a much greater bearing on how happy we are.

*Keywords: Happiness, Income, Personal Financial Status, Hope, Beck Hopelessness Scale (BHS)*
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HRM - PATIENT ORIENTATION AND TEAMWORK CLIMATE LINKAGE IN HEALTH CARE INSTITUTIONS: THE ROLE OF CALLING AND PROSOCIAL MOTIVATION
Bučiūnienė, Ilona; Goštautaitė, Bernadeta
Management department, ISM University of Management and Economics, Vilnius, Lithuania

ABSTRACT
Although a weak patient orientation and poor teamwork climate among healthcare professionals (HPs) may have far-reaching implications, such as increased medical error and patient mortality (Sexton et al., 2006), their antecedents have been rarely studied in management research. This issue can be analysed from different perspectives. On the one hand, HPs’ job is associated to personal calling, i.e. work that satisfies their core values (Schabram, K. and Maitlis, S., 2017) and itself should lead to higher patient orientation. On the other hand, patient orientation may be facilitated by prosocial motivation, i.e., the desire to benefit other people (Grant, A.M., 2008). Prosocially motivated employees are driven not by inherent interest in the work itself, but rather by the need to expend effort to benefit other people (i.e., patients). Prosocial motivation may also have a positive impact on patient orientation through strengthening teamwork climate, as providing of healthcare is based on a complex multidisciplinary collaboration in teams (Ang, Bartram, McNeil, Leggat, & Stanton, 2013; Leggat, Bartram, & Stanton, 2008).

Consequently we can suppose that calling and prosocial motivation could be two important individual factors affecting HPs’ patient orientation. What are organizational mechanism which enhance these individual factors and lead to teamwork climate and patient orientation behaviour of HPs? Complex research covering individual factors, i.e. HPs’ calling and prosocial motivation and organizational factors, i.e. HRM practices and their effects on healthcare-relevant work outcomes such as teamwork climate and patient orientation has been scarce. We analyse the role of HRM system and individual factors, i.e. HPs calling and prosocial motivation in fostering teamwork climate and patient orientation in health care institutions (HCI).

THEORETICAL APPROACH.
We rely on configurational HRM approach which suggests that strategically designed HRM systems with specific HRM practices supporting and reinforcing each other and in this way composing HRM bundles, generate synergistic effects and lead to targeted employees attitudes and behaviours.
What bundles of HRM practices do lead to patient orientation in HCI and what is the mechanism through which HRM practices affect desired behavioural outcomes?

We propose that the teamwork climate in hospital as well as the patient orientation of HPs’ are affected by the team-oriented HRM practices. We further suggest that the relationship is mediated by the HPs’ prosocial motivation and moderated by calling.

THE RESEARCH DESIGN AND APPROACH TO DATA ANALYSIS.

We conducted a survey of HPs in 5 hospitals in Lithuania. In order to avoid the common-source bias (Podsakoff, MacKenzie, Jeong-Yeon, & Podsakoff, 2003) we separated data collection of independent variables i.e. the survey of physicians and nurses, and dependent variables – the survey of their direct supervisors’ (the head and the senior nurse of a department). A multiple regression analysis with the bootstrap method (Preacher, Rucker, & Hayes, 2007) was calculated to test the proposed moderated-mediation model.

ORIGINALITY/CONTRIBUTION.

The current paper provides new insights into the linkage between HRM practices and positive healthcare-related organizational outcomes by illustrating the intervening effects of individual prosocial motivation and calling.

THE PRACTICAL SIGNIFICANCE.

The teamwork climate in hospitals as well as the patient orientation of healthcare professionals can be facilitated by team-orientated HRM practices.

Keywords: patient orientation, HRM, calling, prosocial motivation, health care institutions, health care professionals.
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INNOVATION NETWORK DYNAMICS IN THE AEROSPACE CLUSTER IN TUSCANY

Capone, Francesco; Zampi Vincenzo
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ABSTRACT

In the debate on the new trends in innovation studies and the research and development (R&D) management of innovation networks (Kastelle and Steen, 2014; Dagnino et al., 2015), a significant amount of attention is being increasingly devoted to the role of similarity among partners in forming new relationships or partnerships (Molina-Morales, 2015; Ahuja et al. 2009).

Scholars of social network analysis have long discussed the concept of homophily (McPherson et al., 2001), which is the tendency of two partners that share some characteristics (sex, age, habits, etc.) to have a higher propensity to develop some kind of relationships (friendship, business, etc.). In recent years, literature on innovation studies and innovation networks has primarily focused more attention on the concept of proximity, particularly on what is known as cognitive proximity or geographical proximity (Molina-Morales, 2014; Boschma, 2005), especially paying attention to how the proximity between partners facilitates firms and networks’ innovativeness (Muscio, 2006).

The debate on proximity is widespread, and some forms of proximity are perceived negatively as obstacles to collaborating or developing partnerships among firms and research centres or universities (Ben Letaifa and Rabeau, 2013; Broekel and Boschma, 2011).

Within the research on innovation networks, many authors have focused on these issues, discussing as many as five to seven different forms of proximity which encourage the formation of relationships and innovation (Knoben and Oerlemans, 2006; Boschma, 2005). Generally speaking, there are at least five forms of proximity that are recognized in the literature: geographical, cognitive, organisational, institutional and social proximity.

However, most contributions on proximity and innovation networks, at this time, are based mainly on case studies or qualitative analysis (Ritter and Gemunden, 2003; Knoben and Oerlemans, 2006) with only a few quantitative exceptions (Balland, 2012; Morrison et al., 2015; Molina-Morales, 2014; Presutti et al., 2012; Capaldo and Petruzzelli, 2014).

The aim of this study is to analyse the role of various forms of proximity in the formation of inter-organisational innovation collaborations and, specifically, to investigate how organisations have chosen their partners to form innovation networks. The paper focus on the aerospace cluster in Tuscany as a high technology business, composed by large and small and medium firms that develops innovation thanks to inter-organizational collaborations.
The work contributes to management and innovation network studies through a novel methodology for network analysis, Exponential Random Graph Models (ERGM), that allows to analyse large networks, and it also fits into the contemporary availability of big data to support management decisions and the analysis of competitive environments.

The methodology can be of interest in management and innovation network studies as it allows the analysis and measurement of the impact of different types of variables in very large networks composed of numerous organisations and relationships (Pina and Lazega, 2010; Broekel and Hartog, 2013). This application is particularly useful when it is necessary to investigate multidisciplinary inter-organisational networks in high-technology industries involving several national and international firms and organisations.

For these purposes, we adopt the novel statistical methodology of exponential random graph models (ERGMs) (Hunter et al., 2008) that allows us to investigate and provide statistical estimations of the structure of large networks.

This paper analyses innovation networks operating in the business of high-technology of aerospace industry in Tuscany. The aerospace industry is particularly interesting as is growing sector, where innovation happens thanks through inter-organizational networks. A questionnaires on innovation dynamics and collaborations have been administered to the firms operating in the aerospace cluster in Tuscany. A redemption rate of 75% permits to apply social network analysis to the answers on relationship dynamics.

Our results underline the importance of various forms of proximity in the formation of innovation networks. Moreover, the work points out managerial implications in innovation studies and R&D management in order to assist firms in choosing their partners and forming an innovation network.

Keywords: innovation network, aerospace industry, cluster, tuscany, proximity, social network analysis
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MANAGING ORGANIZATIONAL AND BRAND IDENTITY IN FAMILY FIRM: PRELIMINARY EVIDENCES FROM AN ITALIAN CASE
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ABSTRACT

INTRODUCTION

This paper explores how a family firm manages its identity, distinguishing between organizational identity and brand identity. Family firms represent an important type of organization worldwide and have attracted a lot of attention from both academics and practitioners. Most of research has focused on the characteristics of family firms especially with respect to internationalization and, more recently, innovation strategies, but least attention has been deserved to how family firms’ peculiarities may influence marketing strategies (Micelotta and Raynard 2011; Reuer and Fischer 2010). In particular, little is known about how family firms manage their organizational identity and brand identity (Micelotta and Raynard 2011).

LITERATURE BACKGROUND

The paper links two streams of research: that of organizational identity, usually adopted by organization and management scholars, and that of brand identity, widely adopted by marketing scholars and managers.

An organizational identity refers to “organization members’ collective understanding of the central, distinctive and enduring character of the organization” (Micelotta and Raynard, 2011:198). For long time, organizational identity theorists have noted that organizational identity is enduring, i.e. “an identity that remains the same over time” (Gioia and Corely, 2000: 65), but also has a sense of continuity (Gioia and Corley, 2000). On the contrary, organizational identity scholars have noted that organizational identity changes over time. Gioia and Corley (2000), for example, introduce the concept of adaptative instability in organizational identity, sustaining that firms possess an identity, linked to its self-definition, and an image, derived from how third parties define the firm, and that the interrelationship between identity and image are mutually influencing and evolving over time.

On the other side, a brand identity refers to “the consistent and targeted representations of the organization in its managed communication with external communication” (Micelotta and Raynard, 2011:198). Extant research has noted that family firms tend to communicate their brand identity with
different strategies, such as family preservation, family enrichment and family subordination (Micelotta and Raynard 2011). Overall, brand management serves for bridging identity and image (Beck 2016), and empirical research notes that family-based brand identity influences competitive orientation and firm performance (Craig, Dibrell, and Davis 2008).

Bridging these two streams of research, the aim of this paper is to explore the mechanisms underlying how a family firm manages its organizational identity and brand identity.

**METHODOLOGY**

We adopted a single case study design (Yin 2003). The single case of an Italian family firm has been analysed. Data were collected by in-depth interviews on two family- and two non-family members, direct observation derived from a six-month internship and secondary data sources, mainly corporate presentations and websites. Interviews were recorded and transcribed. We adopted the Gioia’s methodology for analysing data and we use NVivo10 software for coding analysis (Gioia, Corley, and Hamilton 2013). Starting from quotes of the informants and the derived concepts, five themes (Organizational identity, Brand Identity; Preserving founder’s style in products; Maintaining territory linkages; Smoothly Leveraging on new communication channels) and two aggregate dimensions (Identities; Professional managers actions) were identified.

![Figure 1. Professional managers actions and family firm’s identities](image)

**RESULTS AND DISCUSSION**

Our case revels that the family firm manages its organizational identity and brand identity through three mechanisms (“Professional managers actions”): (1) preserving founder’s style in products, (2) maintaining territory linkages, and (3) smoothly leveraging on new communication channels. The case also stresses that these three mechanisms have been triggered by the professionalization of the family
firm. The professionalization of the family firm happens through second-generation family members and the involvement of nonfamily members. Figure 1 represents the findings of the case. The paper presents limitations of qualitative approaches, often linked to a certain degree of subjectivity in developing codes. We suggest that multiple case studies might be carried on in order to theoretically generalize our results.

From a managerial point of view, our case suggests that in managing their identity, family firms have to distinguish between their organizational and their brand identities, and to create a fit among them via the three mechanisms introduced. Managing brand is important for competing, but in order to build a brand image family firms need to first developing their organizational identity.

*Keywords: organizational identity; brand identity; family firm; professionalization*
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ENHANCING TOURISM DURING 2007-2013 PROGRAMMING PERIOD IN ROMANIA: THE CASE OF BRASOV GROWTH POLE

Catana, Aida; Manea, Daniela; Titan, Emilia
Economic Cybernetics and Statistics Doctoral School, University of Economic Study, ASE, Bucharest, Romania

ABSTRACT

The tourism dynamics analyzed in the context of the access to the European Structural and Cohesion Funds within the programming period 2007-2013 is correlated with the evolution of the different relevant aspects: the evolution of the structure corresponding to touristic units, the dynamic of the lodging units or the analysis of the average duration of the stay as well as the manner in which the financial resources have been used. With an allocation of 74.3 million euro in the programming period 2007-2013, the Brasov Growth Pole has pursued the contribution to the achievement of economic and social development in a sustainable manner. The implementation of projects with European financing in areas such as public utilities, transport, social and educational infrastructure have generated changes in different sectors, including tourism, which this paper proposes to present. The evolution of the tourism, its dynamics at the level of each locality that is part of the Brasov growth pole are presented by the statistical analysis. The effects of the European financing obtained from Regional Operational Programme 2007-2013 are thus reflected in the sustainable development of the Brasov growth pole from the point of view of the dynamic of tourism.

Keywords: European Funds, tourism, statistical analysis, regional development, growth pole
CRITICAL SUCCESS FACTORS OF THE MERGERS AND ACQUISITIONS PERFORMANCE: INTERRELATIONSHIP OF PLANNING STAGE (PRE-MERGER) AND INTEGRATION PROCESS (POST-MERGER)

Chew, Grace

Business Administration, International School of Management, Paris, France

ABSTRACT

This study addresses the neglected variables, such as due diligence analysis and cultural differences analysis at the pre-merger stage, and HR practices at the post-merger stage, and highlights gaps in the literature, by indicating the understanding of the important relationships between pre- and post-merger stages as a major area for improvement in mergers and acquisitions (M&A) research and organizational performance. The complicated nature of M&A situations has prevented M&A practitioners from achieving the maximum results after the M&A.

Different streams of research have studied different areas of the M&A stages. Historically, two main streams of management research have studied either pre- or post-merger integration stages. One stream, focusing on the pre-merger stage, examined the relationship between firm-level measures of financial performance and the strategic fit between buying and selling firms (Singh and Montgomery, 1988; Palich et al., 2000), with an emphasis on the potential synergy and added value of the acquisition to the buying company, in other words, on choosing the right merger. The other stream focuses on the post-merger stage, and examines the cultural fit of the buying and selling firms, and its impact on the success of the merged company (Chatterjee et al., 1992; Sarala and Vaara, 2010; Stahl and Voigt, 2008; Weber et al., 1996; Weber, 1996; Weber et al., 2011b). However, these studies pay little attention to cross-cultural management, despite the fact that cultural differences play an important role in the success or failure of M&A.

Different streams of research focus on different research levels. The strategic management literature has primarily focused on strategic analysis, which identifies characteristics of the two firms and looks into the best strategic fit to realize the maximum synergy potential and value creation in M&A. On the other hand, the organizational behavior literature has primarily focused on factors pertaining to the human side during post-merger integration. These include a focus on individual behavior and the processes during integration, such as top executives’ commitment and turnover as a result of culture clashes (Lubatkin et al., 1999; Weber, 1996; Weber et al., 1996; Weber and Drori, 2011), structural changes (Ellis et al., 2012; Weber, Tarba, and Bachar, 2011), and HR practices, such as the different effects of training and communication on M&A success in various countries (Weber et al., 2012). Each stream of research focusing on different variables has led to inconsistent findings.
There are also two other streams of research focusing on different types of variables (context versus process). More researchers pay attention to the research of context variables at the pre-merger stage, while others focus more the process variables at the post-merger stage. Table 1 shows that context variables that have received high attention at the pre-merger stages include relatedness, cultural differences, buyer experience, and relative size in previous M&A. On the other hand, process variables that have been investigated, usually at the post-merger stages, include HR practices, level of integration, communication, and structural changes.

<table>
<thead>
<tr>
<th></th>
<th>Pre-merger</th>
<th>Negotiation</th>
<th>Post-merger</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
<td>Relatedness, Cultural Differences, Experience, Relative size</td>
<td></td>
<td>HR practices, level of Integration, Communication, Structural changes</td>
</tr>
<tr>
<td>Process</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Variables that received high research attention (Source: Handbook of research on mergers and acquisitions by Weber, 2013)

Table 2 shows examples of variables that receive more research attention. However, among the differences between the two streams is that process variables, such as planning at the pre-merger stage, receive much less attention. Process variables, such as planning (including due diligence analysis and cultural differences analysis) at pre-merger stage and HR practices at post-merger stage, are the variables requiring further research (Weber, 2013). A recent article showed the role of cultural differences analysis in all M&A stages but most of the potential relationships are yet to be explored (Weber and Tarba, 2012).

<table>
<thead>
<tr>
<th></th>
<th>Pre-merger</th>
<th>Negotiation</th>
<th>Post-merger</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
<td>Trust</td>
<td>Cultural differences</td>
<td>Trust, identity, New culture</td>
</tr>
<tr>
<td>Process</td>
<td>Planning</td>
<td>Negotiation process</td>
<td>Integration approaches, HR practices, Cultural changes</td>
</tr>
</tbody>
</table>

Table 2. Example of stages that may receive more research attention (Source: Handbook of research on mergers and acquisitions by Weber, 2013)

Examples of hypotheses for this study are as follows:

H1: The higher the planning level the higher M&A performance

H2: The higher the planning level the higher the use of HR practices at post merger stage

H3: The higher the use of HR practices at post merger stage the higher M&A performance

Keywords: mergers and acquisitions (M&A), cultural differences analysis, due diligence analysis, pre-merger, HR practices, post-merger, M&A performance
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FOOD WASTE REDUCTION AND SHELF LIFE EXTENSION: THE CASE STUDY OF OLIVE PATÈ

Chiara, Filomena; Pellegrini, Giustina; Contò, Francesco

University of Foggia, Italy

ABSTRACT

The food sector has to manage a number of complexities generally dealt within supply chain management, besides products perishability (Van der Vorst et al., 2005). Actually, food scraps or losses represent irrational use of resources producing a negative direct impact on the income of entrepreneurs and consumers (Fiore et al., 2015; Eriksson et al., 2012); therefore a coordinated strategy that improves the entire supply chain efficiency is required. Fruits and vegetables usually account for the highest proportion of food waste in many developed countries (Stefan et al., 2012). According to FAO (2013) the global carbon footprint (CF) of annual food wastage is about 3.3 Gt CO₂ equivalent (CO₂e). The amount of annual food waste in Europe is estimated to increase from over 100 million tons in 2014 to about 126 million tons by 2020 (European Commission, 2016). Therefore, the efficient management of food waste along the supply chains is receiving a lot of attention by institutions (Boxstael et al., 2014), especially given to perishable products that are among the most wasted food items within supply chains and households. In the recent past the most significant efforts in food science and technology have been addressed to extending the commercial life of food and beverages. In this context, however, very little or null attention has been paid to the possible positive contribution, coming from a shelf life extension (SLE) to the overall sustainability of a product supply chain (Amani and Gadde, 2015). Nevertheless, a shelf life extension can contrast food losses and the logistic distribution impacts.

In this regard the authors evaluate the shelf life extension impact on the entire olives derivate (olives patè) supply chain. Olives patè is a product obtained by the crush of table olives and the addition of EVOO. It has been proven that manufacture and agricultural practices such as fertilization contributed to the highest burdens in all impact categories and cropping systems (Martucci and Arcese, 2010; De Gennaro et al., 2012). The selection of the aforementioned product was done considering the importance of olives, oil and derivate in Apulia region. These products are traditionally cultivated in the Mediterranean countries (Spain, Italy, Greece and Turkey, mainly) and, more recently, in America, Australia and the Middle East (IOC, 2016). In Mediterranean area, olive farming is crucial for the cultural heritage and the economy with significant social and environmental impacts. Furthermore, the selection of that product was influenced by the beneficial effects on human health due to all of the antioxidant properties of phenolic compounds.
Numerous studies regarding olive oil health benefits, have stimulated the interest of researchers focusing on recovery of such active compounds using pruning waste. In this regard, some researchers evaluated the addition of polyphenols, extracted from waste such as leaves in olive pate made with olives and extra-virgin olive oil. Therefore a dual function is achieved: reuse of waste and introduction of a new healthy product in the market. In addition, the antioxidant action of these active compounds allows to preserve the product, extend its shelf life and consequently reducing waste (in downstream of supply chain). The main objective of this study is to investigate which decisions may be altered/re-optimized because of longer shelf-life considering a minimization of CO₂ emission and economic impact. This could be done redesigning the single supply chain to verify what are the main processes along the product’s supply chain that more contribute to waste reduction, economic and environmental sustainability:

![Conceptual Model](image)

Figure 1- Framework for designing conceptual model

The expected results show that SLE seems to have a positive effect on the environment and economic sustainability considering the active compound recovery as well as food waste reduction.

*Keywords: healthiness, sustainability, waste-reuse, waste reduction, product’s differentiation*
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DEVELOPMENT OF SOCIAL ENTERPRISE: DISTRIBUTION OF PROFIT OR NON-DISTRIBUTION CONSTRAINT?
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ABSTRACT

THEORETICAL FRAMEWORK

The concept of social enterprise varies at a great extent in the international literature including a vast series of economic initiatives defined as social, and different legal forms. There is no single way to address the topic, and a unique definition of social enterprise cannot be identified.

Different authors tried to make a literature review on the topic analyzing the emergence of the idea in different contexts (Defourny and Nyssens, 2012; Kerlin, 2009), and identifying different schools of thought (Borzaga and Defourny, 2004; Anderson and Dees, 2006; Defourny and Nyssens, 2010; Hoogendoorn et al., 2010).

In the 1996, Salamon and Anheier conducted the first relevant survey on nonprofit sector comparing the nonprofit sector at international level.

EMES Network developed a conceptualization of social enterprise that may represent a framework grounded on different social, political and economic “traditions” (Defourny and Nissens, 2003).

Even if there is not an agreement between all the authors, Peredo and McLean have identified one common characteristic in all the definitions of the social enterprise: the “problem-solving nature” of social enterprise, that is its ability to produce social impacts (Peredo and McLean, 2006). Anderson and Dees (2006) also emphasized this concept, referring to a previous work of Young (1983); for the authors, indeed, the concept of social enterprise concerns more the outputs and the social impact produced than the incomes.

Defourny and Nyssens (2010), citing Young and Salamon (2002) specify that the notion of social enterprise in the European context is not strictly connected with the non-distribution constraint of profit, as it is in the Us context. In Europe, the final purpose of the activity carried out by the social enterprise and its governance are more important features to define a social enterprise. As in the literature there is not a single concept of social enterprise, therefore there is not a single concept of income. The latter is often misunderstood and considered as equivalent to return on equity, value
created by the enterprise, and profit (Capaldo, 2013; Knight, 2012; Lee, 1994; Magistro, 2011; Marx, 1975; Schumpeter, 1934).

The legal forms adopted in the European countries are different; the first European law on this theme was adopted in Italy in 1991 (Law 381/1991 on Social Cooperation); then, a more general law focused on social enterprise was adopted in 2006 (Law 155/2006). The first law allows a limited distribution of income, whereas the second one forbids this distribution and introduces the non-distribution constraint. However, the third sector reform has recently removed the constraint for social enterprises (Law 106/2016).

PURPOSE OF THE WORK

After having analyzed the literature on development conditions of non-profit organizations, we focus our work on the concept of profit that has been developed over the past centuries by economic and accounting theories to identify the possibility of distribution of profit as one of the most important conditions for the development of social enterprises.

For instance, Hansamann in his famous study “The role of Nonprofit Enterprise” notes that nonprofit organization can earn a profit, but the “nondistribution constraint”, how he calls the prohibition on the distribution of profit (Hansamann, 1980: 838), is referred only to the “pure profits”. According to Hansamann the pure profits are “earnings in excess of the amount needed to pay for services rendered to the organization (...) and a nonprofit enterprise is free to pay reasonable compensation to anyone for labor or capital that he provides (Hansamann, 1980: 838).

The organization’s legal commitment to devote the net earnings – in the meaning that we intend, as Hansmann’s theory – to the production of services entails that the nonprofit producer is not encouraged to raise prices or cut quality of the production he makes.

On the other hand, “a system of regulation that discourages variable-return securities and investor control, and therefore makes it difficult to attract venture capital, is less of a liability” (Hansamann, 1980: 887).

We think it is true, and we follow the Hansmann’s approach to answer the following research questions:

RQ1: Can the possibility to pay a reasonable earning to any person for labour or capital that he provides affect the choices of the social enterprises on quality or efficiency of their production?

RQ2: Which effects the partial removing of non distribution constraint can produce on financial structure, ownership and governance of social enterprises?
RQ3: Can social enterprise became the most important model of no-profit commercial entrepreneurial?

To supply our research queries, we have been measuring the effects of the recent third sector reform on social enterprises especially on their ownership and financial structure. Our analysis started at the end of 2016, and it has focused on financial statements of Italian social enterprises that are not social cooperatives. Our goal is measuring the impact of the recent reform on social enterprises looking at their main economic and financial data before and after the approval of the reform. To accomplish our goal, we are observing data adjustments that will occur during the next three years, since the entry into force of the implementing decrees of Law 106/2016.

Our aim is to demonstrate if and how the recent reform can contribute to the growth of social enterprises, especially if it can orient their production, market, financing and governance choices.

We focus on two items: the first one is the potential impact that the partial removal of the “non-distribution constraint” foreseen by the reform could generate on the size of equity if, as we think, a lot of social investors will be interested in underwrite additional capital in social enterprises.

The second one is monitoring the development of equity and if it can support the growth of social enterprise especially on capital-intensive sector, as public utilities.

We reckon that the removal of the non-distribution constraint might trigger the interest of additional investors in social enterprises, and that the entire third sector might receive greater support for its development.

To support and complete our analysis, we have been analyzing the reaction of the social enterprises to the reform to identify how they think the limited income distribution possibility will affect their future decisions. To accomplish this goal, we are conducting a qualitative analysis by administering surveys to the social enterprises of the different clusters.

**RESEARCH METHOD**

We divided the entire population of Italian social enterprises – that are not social cooperatives – into classes, on the basis of two parameters: earnings and business sector. The aim of the clustering is to identify the groups of social enterprises on which the profit distribution possibility could have a greater potential impact. According to us, may be the social enterprises that have earnings higher than 3%.

Going a step further, we simultaneously clustered data units and variables (Anderberg, 2014). We obtained a restricted cluster composed by social enterprises operating in three sectors. Using the...
Ateco classification, we identified Education, Sanitary Care, Residential Social Services as the most interesting sectors for our research. In fact, our analysis showed that the enterprises operating in these sectors have obtained the highest earning. Furthermore, we have analyzed some measurements – as ROE, liabilities, labour cost, assets, net assets, leverage – of the social enterprises in the sample. All the data of the social enterprises have been acquired from the database Aida Bureau van Dijk; there are 338 units in the database. To divide the social enterprises population into clusters we used the Partitional Clustering method (Anderberg, 2014; Rand, 1971; Rokach and Maimon, 2005).

In order to evaluate the reaction of the social enterprises to the reform, we are carrying out a qualitative impact analysis (Tracy, 2012; Ritchie and Spencer, 2002) through the administration of semi-structured questionnaires to a sample of social enterprises of each cluster. To select the sample, we used a simple random sampling technique (Cochran, 2007) in each cluster, in order to minimize the risk of bias in selection. We picked up three clusters of 10-12 social enterprises for each, and more than forty questions to submit to the social enterprises managers. We are conducting individual in-depth interviews with them. For instance, we are asking if they think that the partial removing of the no-distribution constraint could damage the social mission of the firm, or which consequences may have the partial distribution of earnings, or if they will distribute the earnings, and if so, which consequence they will expect.

**ORIGINALITY/VALUE**

Whereas twenty years ago the concept of social enterprise was rarely discussed, currently it is attracting increasing interest all over the world. Most studies are focused on the notion of social enterprise, his development, variety of legal form adopted, public policies, concept and dimensions of third sector, or in general, third sector performance measurement (Kerlin, 2009; Defoury and Nyssens, 2012, Bagnoli and Megali, 2011; Monzon and Chaves, 2008, Nyssens, 2006).

On this regard, our study may contribute to the literature, considering the small number of studies on the specific subject (relationship between partial distribution of earnings and development of social enterprises). On one hand, it deepens on the relation among earning and funding, describing the potential impact of the reform on the possibility of the social enterprises to attract a larger number of equity investors, even institutional ones.

On the other hand, it shows to the investors the potentiality of the impact investing. They have been little interested in financing social enterprises so far; now, we reckon that the removal of the non-distribution constraint might trigger the interest of the investors in social enterprises, and that the entire third sector might receive greater support for its development.
CONCLUSIONS

At this stage, we answered just one research query.

RQ 1: our empirical research shows that the social cooperatives have higher earnings than social enterprises. They have same mission and similar structure – except corporate ownership – operate in the same market, produce same services, but before the recent reform only social cooperatives could share net earnings. Our theory is that the distribution of net earnings influences choices regarding to the financing of production without this necessarily means that quality of production and efficiency of enterprise have to be reduced.

About RQ number 2 and 3, our research is ongoing.

Keywords: social enterprise; income; profit; non-distribution constraint; Italian third sector reform; development of social enterprise.
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A NEW PERSPECTIVE IN BUSINESS EVALUATION: MEASURING SOCIAL IMPACT VALUE. A CASE STUDY ON ITALIAN WORK INTEGRATION COOPERATIVES
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ABSTRACT

THEORETICAL FRAMEWORK

Social impact measurement, as well as the motivations that induce private entities to monitor their own social impact, are widely debated topics by scholars and practitioners (Bengo et al. 2014). The goal of social impact measurement is usually twofold: to provide stakeholders – mainly funders – with information, and to use the results as an instrument to monitor and improve performance. Social impact is a multilevel and multidimensional concept (Nicholls et al. 2015). In order to measure it, different quantitative and qualitative methods (Hall 2012; Grieco et al. 2014) can be used, some of which are borrowed from profit-oriented business evaluation models (Gibbon e Dey 2011).

PURPOSE OF THE WORK

The main purpose of our study is to measure the social impact generated by the Italian work integration cooperatives. We believe that resources invested by different stakeholders (public administration, social cooperatives, disadvantaged groups, families, communities) produce a social value that is higher than inputs, irrespective of the effects generated by other employment inclusion policies.

A further aim of the present study, is to propose guidelines to policy makers and operators – specially social entrepreneurs – in order to raise awareness of the importance of social evaluation and of the accountability process.

Last but not least, another purpose of our research is contribute to extend a business assessment system based also on the measurement of social impact generated by the enterprises.

Future implications of this work are to address next researches on this topic in order to find out new variables other than traditional ones.
RESEARCH METHOD

The analysis is carried out on the basis of the so-called “Theory of Change” (Drucker 1993; Dees 1998). We use the GECES guidelines, Sub-group on Impact Measurement – European Commission (GECES 2015), as borrowed by EVPA (Hendeberg 2012), and the SROI model – Social Return on Investment – (Social Impact Investment Task Force 2014) that uses both quantitative and qualitative analysis based on in-depth interviews.

The survey focuses on a sample of 144 work integration cooperatives. These cooperatives are part of the social enterprise panel surveyed by the Isnet Observatory on the Social Enterprise, and they represent the statistic reference population. The values obtained from the sample analysis are subject to a statistical inference on the whole universe of social cooperatives, type A and A + B, to obtain the social impact assessment for 2016.

The proxy data analysis is completed on approximately 20 open date sources.

ORIGINALITY/VALUE

This is the first study in Italy carries out through an aggregate analysis to measure social impact value achieved by Italian work integration cooperatives.

Many existing studies focus on the evaluation of single projects or specific experiences, and adopt a vision focused on occasional activities rather than systematic ones.

Primary data provide a broad basis for economic and employment development policies that engage public and private investors which support high-impact social activities.

PRACTICAL IMPLICATIONS

We believe that the results of this study are a useful starting point for the development of a business assessment system based not only on the evaluation of economic performances, but also on the social impact generated by the enterprises. This new evaluation framework can lead to two different outcomes. On the one hand, it can guide policy interventions, on the other hand it can promote initiatives of socially responsible investors.

Keywords: social impact value; measuring social impact value; work integration initiative; work integration cooperatives; socially responsible investor; business assessment system; corporate social responsibility
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IS PUBLIC SUPPORT A BAD FOR THE DISSEMINATION OF CROWDFUNDING AMONG INNOVATIVE START UP FIRMS?
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ABSTRACT
The role of government in innovation and technological development is really significant. A large literature evaluates the effect of state and local government programs in promoting innovation (Georghiou and Roessner, 2000; Klette et al., 2000; Roper et al., 2004). According to Hall (2008), start up firms need to be financed and venture capital financing is only a partial solution to this problem. Venture capital cannot provide a complete solution to the financing needs of new technology companies, especially in the early stages because it’s focused only on certain industries and it can only be offered in amounts that are too large for many start ups and only works in developed IPO markets. As a result, a market failure exists, which demands government intervention. There are different reasons that allow a startup to use new financing methods, such as crowdfunding (CF). CF is an emerging and interesting fundraising practice for both companies and individual entrepreneurs. CF is a “method for funding a variety of new ventures, allowing individual founders of for-profit, cultural, or social projects to request funding from many individuals, often in return for future products or equity” (Mollick, 2014, p. 1). There is a significant difference between crowdfunding platforms and other forms of financing; the former has three specificities that may not be found together anywhere else (Giudici et al., 2012): i) the presence of an enabling organization with which those seeking capital (initiators) and those in possession of capital (supporters) are affiliated; ii) direct interaction between entrepreneurs and investors; iii) emergence of social groups among investors and entrepreneurs. Researches, for example, agreed that entrepreneurs prefer those sources of finance that involve giving up less control and require lower servicing costs (Vanacker and Manigart, 2010). This would explain why entrepreneurs are likely to have a first preference for personal financial resources (Bruton et al., 2015).

SCOPE AND RESEARCH QUESTION
The crowdfunding literature focusing on the capital-seeking party is predominantly concerned with the motivations for crowdfunding and the determinants of success (Moritz and Block, 2014), also if “funding success is a multifaceted concept” (Ahlers et al., 2015). Apparently, it seems to emerge a critical gap for what concern the financing of startup firms and the crowdfunding model. Therefore, we adopt a reverse logic: instead of questioning what factors drive the diffusion of crowdfunding among
startup firms, we have decided to use the original standpoint of investigating if territorial specific characteristics have a negative influence on the adoption of crowdfunding, and in particular if public assistance has a detrimental impact on the diffusion on new financing logics. To this regard, this study aims to answer the following research question: “crowdfunding and public policy are alternative or converging instruments?

LITERATURE REVIEW

With regard to the possible functions of crowdfunding, most publications can be divided into two broad categories: as a source of financial capital and, therefore, focused on its role as seed capital for start-up (for example Mollick, 2014; Schwienbacher and Larralde 2012, Ward and Ramachandran, 2010) or as a tool to support marketing activities and to test and validate the market potential of business ideas (Schwienbacher Lambert, 2010; Mollick, 2014; Belleflamme et al., 2014; Hu et al., 2015). Existing researches have identified a variety of factors that may directly or indirectly influence the funding success of a project. Researchers have found that some project properties and existence of images and video in project introduction are associated with funding success (Hekman and Brussee, 2013; Greenberg et al. 2013; Mollick, 2014). Others find that project properties, such as duration of the campaign and prestabilized funding goal, are associated with funding success. Others show that a project owner's social influence, proxied by the numbers of friends on social networks such as Facebook, has an impact on funding success (Mollick 2014). Furthermore, researches have found that there is a strong geographic component to the nature of projects, and funders are more likely to propose projects that reflect the cultural products of their geographic areas. In particular, geographical proximity to capital providers increase the likelihood of successful funding (Agrawal et al, 2014). This shows a cross-cultural perspective of investors that suggests a geo-cultural segmentation of prospective users. In other words, cultural gaps seem to affect the willingness of interaction within the CF platforms. This gives a great importance to the social and cultural factor when investing in CF (Esposito De Falco et al, 2015).

RESEARCH DESIGN

Given the exploratory nature of the research, we use a phenomenon-based research which aim is to capture, describe and document, as well as conceptualise, a phenomenon (von Krogh et al., 2012). As suggested by Doh 2015, the phenomenon-based research takes as a principal focus the ability to accurately and insightfully inform a real-world phenomenon. This methodology is strongly recommend in the entrepreneurship research (Wiklund et al., 2011). Our exploration research is based
on primary data on the phenomenon interviewing the managers of equity crowdfunding platforms and public actors as well as the analysis of secondary data from Italian government and institutional reports (e.g. Italian Ministry of the Economic Development).

RESULTS AND CONCLUSION

At a managerial level, we make an attempt to fill the literature gap for what concerns the relationship between crowdfunding and public support for high-tech start-up firms. We argue that Regional characteristics deeply impact on factors such as: availability of financial resources; typology of financing source; entrepreneurial mindset toward financial source. In its turn, the capital structure, and, hence, the form of financing, influences innovative performances of start-ups (technological dominance, etc.). Moreover, equity crowdfunding seems poorly employed for venturing high-tech start-up over the preference for public commitment. In fact, especially when the technology is strategic for Regional-based reasons (e.g. is linked to infrastructure; it can foster Regional and social advancement, etc.), the main source of financing – or, at least, the most preferred one – is public funds. Our results open up to different research questions, as instance as: 1. What are the main cultural factors influencing the venture finance process? How are they linked to Regional characteristics? How they affect long run innovative performances in Regional clusters?

Keywords: Crowdfunding, Start up firms, Public Support, Government Policy, Italian Context
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SHARING KNOWLEDGE TO INCREASE FOOD VALUE CHAIN: THE INTRODUCTION OF DSS BY SUPPLY CHAIN LEADER DRIVING FARMER’S MANAGERIAL CULTURAL CHANGE.
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ABSTRACT

Main anthropic activities formally developed in terms of business processes, inevitably lead environmental and social consequences (IPCC, 2014). Therefore, managers, started to pay more attention to the overall corporate value created instead to the so limited profit maximization perspective (Elkington, 1994). In agri-food sector, in particular, strategic decisions making processes and yields goals have a direct and strong impact on soils, costs of production, GHGs emissions, water consumption (Miller, 2000), and human health. Moreover, these negative externalities are often combined also with: the current poor awareness of traditional farmers about environmental degradation (Merrilees 2005; McCann 1997); a low level of advanced and sustainable business managerial capabilities (Phillipson et al. 2004); and the perception of farmers that sustainable practices could represent a costly measure, that can depress the farm economic performance, as not properly compensated by the markets (Menozzi et al. 2015). According to Hayman 2004 and Backus et al. 1997, this problems could be sometimes solved by the introduction of appropriate and valid support tools useful to drive farmers’ decisions. To this end, we have analyzed the implementation of an appropriate Decision Support Systems (DSS) alongside a durum wheat supply chain. The trigger for the elaboration and implementation of a DSS comes from the firm leader of the supply chain analyzed. So, it is introduced the concept of “supply chain leader” (SCL) which, in our view, is a company nearer to final markets and bigger than the others, with major economical competence and skills, which has the task to implement an integrated supply chain management through the managing of the relationship with all suppliers in all phases of the supply chain (Defee, 2007). For a successful supply chain management, in fact, is required a cross-functional integration (Lambert and Cooper, 2000) while a strong co-operation along the supply chain represent an important guideline for sustainability actions and economic and environmental objectives to be achieved (Ilbery and Maye, 2005). Accordingly, SCL needs to increase trust and collaboration within the supply chain, activating a changing process characterized by sharing knowledge and skills useful to improve those managerial attitudes of both farmers and other partners positioned at many network levels. Generally, farmers are characterized by managerial weakness related to low entrepreneurial attitudes and skills (Pyysäinen et al., 2006) which could produce a myopic business programming, measurement and control of the
socio-environmental impacts produced and the risks occurred. Considering these lacks, we found interesting analyzing how a SCL, which could be characterized by a typical sustainable business model, could lead a cultural managerial change at the farming level, through an unformalized capacity building process, based on the introduction of DSS with the aim to enhance the food value chain. This investigation pursues to analyze how the cultural change of farmers is driven by the knowledge created, shared and transferred by the SCL along the whole supply chain using a DSS tool. To this scope, we developed a case study identifying and analyzing those critical and virtuous issues of several steps of cooperation between typical chain actors, such as: a MED-Italian SCL in pasta production; a business innovative partner, such as ICT SME (external to the chain) and, ultimately, its suppliers, such as some Italian farmers. We first of all started to explain the cooperative virtuous cycle of transferring and sharing knowledge within chain partners defining our theoretical framework which reconsidered the Nonaka model (1990), shifting it from a single organization context (mono dimensional) to a three-dimensional perspective encompassing the whole network involved (see Figure 1).

Fig. 1 – Re-adaptation of Nonaka Model (1990)

Secondly, adopting a qualitative analytical approach, we conducted interviews/surveys interacting with all chain actors in order to deeply investigate the mechanisms/issues which drive (or trap) the knowledge long and in supply chain, focusing on the potential and substantial role played by the introduction and use of a typical DSS tool. Finally, we found that a DSS could be defined both as an outcome of a knowledge creation process (given by a steady interaction between a SCL and its business partner) and as a useful managerial tool which supports the knowledge transfer from the SCL to its suppliers permitting to increase at the same time the level of sustainability for each chain members and of the overall food value chain.
Keywords: Supply Chain Leader; Knowledge creation; Knowledge transfer; DSS; SECI model; Durum wheat supply chain.
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ABSTRACT

The paper is designed in the framework of contextual research, presenting a comprehensive approach to entrepreneurship competencies perform in the regional aspect. The main objective of the study is multicultural diagnosis of the level of competence conducive to adaptation of individuals functioning at the regional level, and to determine the overall pattern distinguished competence fundamental for entrepreneurship phenomena. Particular attention will be paid to the entrepreneurship competencies that create unique opportunities realising creativity and increasing the value of self-branding position. We are treated entrepreneurship in the context of evolutionary analysis, institutional analysis, and the time-geography. So perspective is different but complementary. Furthermore we use comparative analysis for different regions using sample groups from Spain and Poland to illustrate this phenomena in a different context.

We can observe growing importance of new ways to access critical resources like labour, influence, capital, assets or data. Value creation chain is also changing its pattern. Moving away from shareholders of profits to stakeholders of the company branding values is the moment of transition to niche-finders activity by including all stakeholders negotiation ability to the process of creating higher added value. A key element of transformation is a return to fundamental values such as trust, direct contact, or the natural environment is not detrimental to the character of goods and services consumed. Creativity is triggered by the values of the integrated unit activity in the area not only professional but also mental, emotional, physical, spiritual, cultural, social and environmental sustainability. The value in this approach is widely understood as an employer-stakeholder participation in sustainable growing of the region, far beyond the classic workers well-being. The implementation of the research output should primarily expand our knowledge of the important psychological and economic determinants that affect the functioning of entrepreneurs in particular regions.

Keywords: context, entrepreneurship, creativity, personal development, competencies, value creation

INTRODUCTION
The paper describes new model of circular flow in economy as a consequence of new innovative business circulation. We can expect a few new elements in economy such as different organization, innovative performance, as well as different communication channels and ways of management. In this new economic model different assets determine the success of particular economic activity not necessary visible in accounting reports. Reputation, creativity and ability to exist in current social network become crucial values. Value creation competencies create unique opportunities to build new labour potential and cumulate assets thanks to the value creation. Uncountable measures like reputation and trust create real values in economy and allocate resources in much more efficient way. We have to "upgrade" existing meaning of economy as an exchange of goods and services in terms of money. Somehow we are coming back to the roots of economic exchange with enrichment of employees role and increasing the value added also better distributed across the society. In addition, the model shows the impact on collective intelligence performance and the speed of business development processes. New way of economic activity leverages the wisdom of crowds and change the way groups of people produce knowledge, generate ideas and make them actionable.

Recent E&Y study (E&Y, 2015) shows that creative industries, with 30 million jobs created worldwide, constitute an important driving force of the economic growth. In case of creativity sectors economic and non-monetary impact on regions, societies and entire nations, remains underestimated. The recent intensification of digitalization has influenced the way in which creativity put real impact of digitalization on different type of local creativity (E&Y, 2015).

**PERSONAL DEVELOPMENT**

Entrepreneur cannot be ignorant in any area of life. This is a lifelong learning proficiency and art of getting more than we assumed. Skills important for Entrepreneurship we can observe during the Development Center experiments:

<table>
<thead>
<tr>
<th>Hard</th>
<th>Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical</td>
<td>Communication skills (conversation, presentation, entrepreneurship proficiency)</td>
</tr>
<tr>
<td>Product knowledge</td>
<td>Cultural awareness (diversity ability)</td>
</tr>
<tr>
<td>Communication channels</td>
<td>Creativity (out of the box thinking)</td>
</tr>
<tr>
<td>Ready for Innovation (R&amp;D background)</td>
<td>‘Small talk’ ability (individual contact)</td>
</tr>
<tr>
<td>Strategic attitude</td>
<td>Self-esteem behaviour</td>
</tr>
<tr>
<td>Critical structure thinking (context understanding)</td>
<td>Ethics/Reputation – company branding awareness</td>
</tr>
<tr>
<td>Sustainability – consequence security</td>
<td>Personal Cohesion</td>
</tr>
</tbody>
</table>

Source: own observation based on Development Center Process

Some metrics in DC process are composed on the theory of planned behaviour. It incorporates three dimensions: 1. Desirability: whether participants perceive achieving their goals as desirable, 2. Feasibility: whether participants feel prepared of starting a negotiation process (they know what they
know, they know what they don’t know) 3. Stability against pressure: whether participant would let their business environment, such as opponent or own organisation resistance, dissuade them from getting an agreement.

**SELF-LEARNING SKILLS MAY AFFECT CREATIVITY POTENTIAL**

Entrepreneurship process has a power to build platform for cross-compliance organization culture as a management tool for companies struggling to make the transition from a production-based to a knowledge-based economy, in which value creation depends increasingly on ideas and innovation. Rising entrepreneurship potential profoundly influences attitudes and behaviours critical to high performance, it builds trust and releases ideas, so we can achieve even the most outstanding and difficult goals while gaining the empowered cooperation of people and companies affected.

The study describes the development model of the analysed competence and the determination of key competencies in the context of learning organisations transformed into teal organisations. Identification of core competencies would allow to design further research to support certain adaptive capacity of individuals and organizations, that subject the agility and creativity in the long term using the contextual approach. Individuals and organizations are engaged in collaboration that supports the development of emerging entrepreneurs. Expertise within and across organizations and the sector is recognized and leveraged, taking advantage of a professional environment that supports and enhances formal and informal learning. Strategic goals and outcomes regarding entrepreneurship development are identified and innovative plans to achieve those goals are developed and refined to reflect new circumstances and learnings.
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ABSTRACT

Several organizational processes and characteristics have been used in the marketing literature to describe how firms should act and operate in order to identify and assimilate new knowledge. The process of identifying, assimilating, and applying useful new knowledge in organizations is an essential means by which firms adapt to changes in the competitive environment (Camisón and Forés, 2010). Following this recognition, we focused on organizational learning as a unique process that enables firms to reach a new external knowledge and consequently achieving competitive advantage. Accordingly, we developed an integrative model that contains market and innovation strategic orientations and their derived capabilities as antecedents for organizational learning’s impact on firm international performance and behavioral outcomes.

THE MODEL

[Diagram of the model with nodes labeled as follows:
- Innovation Orientation
- Market Orientation
- Innovation Capabilities
- Marketing Capabilities
- Organizational Learning
  - Knowledge Acquisition
  - Knowledge Distribution
  - Knowledge Interpretation
  - Organizational Memory
- Behavioral Outcomes
  - Commitment
  - Team Spirit
- International Performance
]
ORIENTATIONS AND CAPABILITIES

Orientations refer to philosophical conceptions according to which organizations operate; capabilities represent a firm’s accumulated knowledge and skills that enable it to enhance the value of its resources (Murray et al., 2011). Prior studies have argued that firms should develop and use multiple orientations (Hakala, 2011) leading us to introduce strategic market and innovation orientations and their corresponding capabilities (marketing and innovation capabilities) as organizational learning’s antecedents. Market and innovation orientations represent knowledge concepts. Marketing and innovation capabilities reflect the implementation of these orientations.

ORGANIZATIONAL LEARNING

Organizational learning (OL) represents the development of knowledge within organizations in a manner that leads to behavioural change to improved performance (Crossan et al., 1999; Fiol and Lyles, 1985). Following Jiménez-Jiménez and Sanz-Valle (2011), OL is conceptualized along four dimensions: knowledge acquisition, knowledge distribution, knowledge interpretation, and organizational memory. OL reflects the “capability within an organization to maintain or improve performance based on experience” (García-Morales, Jiménez-Barrionuevo, and Gutiérrez-Gutiérrez 2012, p. 1041).

FIRM PERFORMANCE

Our model examines the impact of OL on two types of performance, namely International Performance and Behavioral Outcomes. Each of these reflects different level of consequences that derive from OL’s implementation. Based on Zou, Taylor and Osland (1998), we conceptualized international performance as reflecting financial, strategic, and satisfaction components. Behavioral outcomes of firm performance reflect the degree to which individual members feel a sense of pride in belonging to an organization. Following Jaworski and Kohli (1993), we used commitment and team spirit as reflections of behavioral outcomes.

ANALYSIS AND RESULTS

We tested our hypotheses using maximum likelihood estimation in a Structural Equation Modelling (SEM) via AMOS24 software. The results indicate a goodness of fit for the full substantive model with $\chi^2 = 738.29$, DF = 285, $\chi^2/DF = 2.59$, $p = .00$, IFI = .94, CFI = .94, TLI = .93, SRMR = .08 and RMSEA = .07. Substantively, the data showed that market and innovation orientations affected marketing and innovation capabilities, respectively. In turn, marketing and innovation capabilities enhanced OL.
Finally, OL improved international performance and enhanced employees’ commitment and team spirit.

We conclude that managers should follow the dicta of both orientations and their derived capabilities. Further, firms should respond to competitive threats by managing organizational learning in order to enhance the performance.

**Keywords**: Market Orientation, Innovation Orientation, Marketing Capabilities, Innovation Capabilities, Organizational Learning, International Performance, Commitment, Team Spirit.

**REFERENCES**


THE IMPACT OF INTERNAL ANDEXTERNAL ORGANIZATIONAL ORIENTATIONS ON FIRM PERFORMANCE

Dahan, Gavriel1; Shoham, Aviv2; Asseraf, Yoel3

1School of Management, Western Galilee College, Acre, Israel,
2Department of Business Administration, University of Haifa, Haifa, Israel,
3Department of Marketing, Ruppin Academic Center, Emek Hefer, Israel,

ABSTRACT

Organizational orientations refer to philosophical underpinnings of organizational operations. Several orientations have been used in marketing research; some are internal, represented here by a learning orientation while others are external, represented here by a market orientation. Prior studies have argued that firms should develop and use multiple orientations (Grinstein, 2008; Hakala, 2011). Likewise, Noble, Sinha and Kumar (2002) argued that no single strategic orientation is universal in the sense that it leads to superior performance in all situations.

The major aim of this study is to examine which orientation (internal or external) is a stronger precursor of firm performance. Accordingly, we developed a model that includes both market and learning orientations and examines their impact on firm performance.

THE MODEL

Internal

External

Learning Orientation

Market Orientation

Performance
Financial
Strategic
Satisfaction
LEARNING ORIENTATION

Learning orientation (LO) is an internal orientation, which focuses on the Strengths and Weaknesses components of a SWOT model. It implies that managers should focus internally in search of organizational directions and goals. One advantage of internal orientation is that managers and employees, who are intimately involved in a business, have valuable insights and experiences that, can inform the optimization of organizational activities. Sinkula (1994) described LO as set of organizational values that influence the propensity of firms and its employees to create and use knowledge. Here, based on Hult, Ketchen and Arrfelt (2007), we conceptualized and operationalized LO as a uni-dimensional concept.

MARKET ORIENTATION

Market orientation (MO) represents an external orientation, which focuses on the Opportunities and Threats components of a SWOT model. External orientations acknowledge the role of stakeholder groups (e.g., customers or competitors) that can potentially affect organizational performance. Two main conceptualizations have dominated the literature (Shoham, Rose and Kropp, 2005). The first approach follows Jaworski and Kohli (1993) in conceptualizing a market orientation as intelligence generation, intelligence dissemination, and market responsiveness. The second approach follows Narver and Slater (1990) in conceptualizing a market orientation as a combination of customer and competitor orientations and inter-functional coordination. Here, based on Pelham and Wilson (1996), we conceptualized MO as a uni-dimensional scale.

FIRM PERFORMANCE

Following Zou, Taylor, and Osland (1998), performance was defined as three-dimensional with financial, strategic, and managerial satisfaction components. The financial dimension focuses on bottom-line outcomes such as sales and profits. The main thrust of strategic performance is that firms often have a set of strategic goals such as improved competitiveness, increased market share, and strengthened strategic position. The satisfaction dimension describes the extent to which the performance of the organization has met expectations. Subsequent analyses treated performance as a second-order construct.

ANALYSIS AND RESULTS
The sample of this study based on 204 USA firms. Our regression model was significant \( (p < 0.01) \) and explained 33.6% of the variance in overall performance. Both LO \( (\beta = 0.42, p < 0.01) \) and MO \( (\beta = 0.19, p < 0.05) \) were significant.

Substantively, the findings showed that both LO and MO affected firm performance. Notably, the impact of LO was much stronger than MO’s. From a practical standpoint, top management should aspire to emphasize both orientations in the spirit of the arguments made by Grinstein (2008), Hakala (2011), and Noble, Sinha and Kumar (2002). However, to the extent that resources are limited, an internal focus based on organizational learning should lead to improved performance more than an external focus on outside stakeholders.

Keywords: Market Orientation, Learning Orientation, Firm Performance.
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ABSTRACT

Over the last years, the theme of corporate social responsibility (CSR) has continued to grow in importance and significance. This interest arises from the idea that firms engaging in socially responsible behaviour may gain competitive advantages, increasing their value. Although social reporting is not mandatory, investors are recognizing a great importance to environmental performance by choosing sustainable and responsible investments (Middleton, 2015). As a consequence, a great number of companies pays greater attention at sustainability themes, promoting a better relationship with stakeholders and ethical investments. To measure the level of social and environmental responsibility stakeholders often use ethical rating. Unlike the traditional credit rating, it is based on non-financial ratios.

The aim of this study is to investigate whether investors take into consideration the social and environmental performance, as proxied by Standard Ethics Rating, in making investment decisions. More specifically, we test whether the reputation for good sustainability is reflected in the market value. To test the hypothesis we follow the accounting based valuation model developed by Ohlson (1995). To define the level of sustainability performance we use the Standard Ethic Rating, which is published by the European sustainability agency “Standard Ethics”. This rating “measures the level of adoption of international voluntary indications on corporate social responsibility and corporate governance, as well as the risk of corporate reputation”. The empirical analysis is based on a sample of European companies listed on German, Italian, French, UK, Swiss and Belgian markets.

This study contributes to the extant literature in several ways. Firstly, we provide more evidence on the value relevance of reputation for sustainability, that is non-financial information. Secondly, we analyse the European context, differently from other works which examine the Dow Jones Sustainability Index in USA (Lourenco et al., 2014; Lourenco et al. 2012). Thirdly, we assess the influence of Standard Ethics Rating, not yet investigated.
Keywords: Value relevance, Corporate Social Responsibility, Rating, Standard Ethics, European context, Corporate Social Performance, Ohlson model, stock price.
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ABSTRACT
Aquaponics is an innovative scientific and professional area in Europe and across the world with increasing importance. However, despite the importance of aquaponics in Europe and in the world to promote safely and fresh foods, there is a gap because stakeholders, researchers and other professionals don’t really know the actual development and increasing of importance this activity in Europe despite the enormous contribution of the Aquaponics Hub from COST FA 1305. To overcome this problem and to know about the status, trends and importance of aquaponics searching in Europe we conduct this work. The main goal is to analyses the aquaponics and aquaponics related terms search through Google trends tool across the European countries where the Aquaponics Hub from COST FA 1305 where present from 2014 to the present, in order to analyses the path of aquaponics and the contribute done by the Action COST FA 1305 and related research.

The methodology includes univariate and econometric models based on google trends from 2014 to the present.

The results high line confirms the increasing trends of aquaponics and aquaponics related terms across the Europe and European countries belongs to COST FA 1305, but there are significant differences among countries. In general, the results per country show a real increasing after the countries becoming member of the present action of the COST action or an increasing during the Action, but there are differences among countries country. As well the increasing of scientific papers indexed in SCOPUS or Web of Science was increasing.

Keywords: ARIMA model; econometric model; google trends; aquaponics.

INTRODUCTION
Nowadays the increasing volumes of ‘big data’ reflecting various aspects of our present activities and represent a crucial new opportunity for scientists and experts to study the fundamental questions about the complex world we inhabit (Preis et al., 2013; Axtell, R. L. Zipf, 2001; King 2011; Vespignani, 2009; Perc, 2012; Petersen et al., 2012; Christakis et al., 2009).
On the other hand, research on innovative topics, whose technology is still in constant progress, development and improvement of efficiency on the use of inputs and the production of outputs like is the case of aquaponics in Europe, sometimes results in difficulties in obtaining data. These difficulties arise, or because there is no data available from private companies, or because either there are data from other continents, or countries whose production systems do not allow comparability, or because the soil-climatic conditions, or technical-institutional-economic conditions (Goddek, et al. (2015; Dos Santos. 2016). Because they use different production techniques due to the difference in quality and quantity of inputs available in loco.

In today’s world, information gathering often consists of searching online sources. Recently, the search engine Google trends has begun to provide access to aggregated information on the volume of queries for different search terms and how these volumes change over time, via the publicly available service Google Trends. In the present study, we investigate the intriguing possibility of analyzing search query data from Google Trends to provide new insights about the importance and the role of the Aquaponics Hub from COST FA 1305 in the growth and research of aquaponics and aquaponics related terms such as aquaculture and hydroponics in the world; Europe and European countries involved in this Action.

LITERATURE REVIEW

According the Google trends search (2017) the world is paying increasing attention to aquaponics and aquaponics associated terms based on the figure 1 that presents the searching terms across the world. That date is based on google trends research between 2014 and 2016. Since the beginning of January 2004, Google has been collecting data on the number of search queries that it receives for various search terms. From these raw data, Google can then compile a weekly Google Trends query index for the number of searches completed for any particular search term (Hand, & Judge, (2012). Data provided by Google Trends are already normalized over each selected period and downloaded online in .csv format. The normalization process is reported as follows: “each data point is divided by the total searches of the geography and time range it represents, to compare relative popularity. The resulting numbers are then scaled to a range of 0 to 100” (Google Trends, 2016; Google Trends, 2017, Mavragani and Tsagarakis, 2016).

METHODOLOGY

The methodology includes the Google Trends search from 2014-2016 at European; world and per country level search. After we use univariate analysis and econometric models namely an ARIMA model based on Choi and Varian (2009):

\[ \ln y_t = \alpha_0 + \alpha_1 \ln y_{t-1} + \alpha_{12} \ln y_{t-12} + \beta x_t + u_t \]
RESULTS AND DISCUSSION

Figure 1 presents the present and prevision of aquaponics across the world. The prevision of aquaponics and aquaponics related terms show an increasing trend in the future. Besides that, the searching of aquaponics at the present (from 2014-2016) presents more or less constant values at the world level. But at the same time in Europe aquaponics and aquaponics related terms presents an increasing trend (Fig. 2). This fact could not be separate from the importance and the ward scientific, professional and at politic level work developed by the Aquaponics Hub. These results were, as well, confirmed by the partial searching per country (in Annex 1) where the searching in aquaponics and aquaponics related terms show, in general an increasing in the Google trends search after the country becomes part of this Action, but the results vary depending the country.

Fig.1 - World Google trends searching
Fig 2 – Aquaponics searching in Europe
Fig 3 – Aquaponics searching in World
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ANNEX 1 - AQUAPONICS AND AQUAPONICS ASSOCIATED AND RELATED TERMS IN DIFFERENT EUROPEAN COUNTRIES

Fig.4 - Belgium Google trends searching Fig.5 - Croatia Google trends searching Fig.6 - CZ Google trends searching

Fig.7 - Denmark Google trends searching Fig 8 - France Google trends searching Fig 9 - Greece Google trends searching

Fig 7 - Germany Google trends searching Fig 8 - Hungary Google trends searching Fig 9 – Slovenia Google trends searching

Fig 10 – Netherlands Google trends searching Fig 11– Malta Google trends searching Fig 12- Portugal Google trends searching
Fig 13–Norway Google trends searching

Fig 14–Poland Google trends searching

Fig 15 – Serbia Google trends searching
COMMUNITY BASED BUSINESS MODEL PROPOSITION
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ABSTRACT

This paper examines and proposes a new contemporary Community Based (CB) business model for sustainable community level competitive business. The paper shows how elements of this type of business model are both complex and divers compared to that for the enterprise firm. It also identifies significant CB determinants, such as, the quality and grade of clustering cooperation on the CB and how these significantly impact upon results. It applies this model and makes comparisons between Japan, Korea, Thailand and Indonesia.

One demonstrated limitation of the CB business model is making clear outcome scales, unlike the typical case, as CB models have both profitability and public interest as their goals which are not always compatible with each other.

Finally the paper reviews the CBs model for its applicability to sustainable value creation, stakeholders relationships and governance. The aim is to be able to apply this model to wide spectrum of CB business for future understanding and analysis.

Keywords: Community Business, East and South East Asia Comparisons, Agrarian Rural Economic Lifestyles
EFFECT OF CULTURAL INTELLIGENCE AND PROFESSIONAL COMMITMENT ON WELL-BEING OF EXPATRIATES AND HOST COUNTRY NATIONALS
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ABSTRACT
This research investigates the reasons of employee well-being of expatriates and host country nationals who are working at the same project teams on Information Technology field. Cultural intelligence of expatriates are generally used in international HRM to analyze its effect on the adaptation process, but there is no earlier study about its relationship with well-being of both expatriates and host country nationals working in the same environment. Employee well-being is measured on three levels (Life well-being, Work well-being, Psychological well-being). Not only the work well-being but also life and psychological aspects of well-being is measured in order to see all types of influences on employees who are working with people from different cultures.

“Even with a low score of Cultural Intelligence, can Professional Commitment make employees satisfied about their inter-cultural assignments and still keep them happy?” was another question of the research, thus professional commitment of participants are also measured.

The research was made with 152 expatriates and 183 host country nationals in Turkey. Research questionnaires were English for expatriates and Turkish for host country employees. Questionnaires were distributed after one to one explanation of the research to each of the respondents who had mainly engineering background. The present study contributes to the cultural intelligence theory and has practical usefulness on international project assignments.

Keywords: Cultural Intelligence, Professional Commitment, Employee Well-being, Expatriates, Host Country Nationals
ABSTRACT

Group decision-making and stock price predictions are topics that are interesting for academic research as well as for business purposes. A myriad of studies have already been conducted to assess the quality of forecasts by financial analysts (Aiolfi, Rodriguez, & Timmermann, 2009; Bolliger, 2004; Clement, 1999; Fleischer, 2005; Roger, Roger, & Schatt, 2015; Stanzel, 2007), but in general these studies still show little evidence that it is possible to generate accurate predictions that in the long run create, after transaction costs, profits higher than the market average (Malkiel, 2007; Stanzel, 2007). This research project investigates group decision-making as an alternative approach to traditional financial analysis, based on Internet group decision-making, and follows the suggestion that a group decision is better than the decision of an individual (Page, 2008; Sunstein, 2008; Surowiecki, 2005). This approach can be seen as a variation of a group decision-making process as suggested by Kaplan (2001). The overall aim of the study is to explore, analyse and compare the quality of equity predictions of individuals and groups who are using the Internet in order to build theory of process. The research project follows a mixed-methods approach (Creswell, 2009; Johnson & Onwuegbuzie, 2004) in the form of a sequential study with a field experiment. Different groups—consisting of lay people, but also financial professionals—were formed purposefully in different group designs to generate equity forecasts. The field experiment was conducted following an e-Delphi approach with online questionnaires, and in-depth interviews with all participants. Data from financial analysts was used to compare the predictions from the groups with actual results of share prices (Endress, 2015). The data from the experiment suggests that there are different variables, in terms of the individual characteristics of the participants, which indicated a significant impact on the quality of equity predictions. The predictions of some participants (e.g. “PID-S-plus” rated participants) are apparently of significantly higher accuracy (Endress & Gear, 2015). The findings from the study indicate that intuition plays a significant role in the decision-making process not only for lay people, but also for financial analysts and other financial professionals. However, there are observable differences in the intuitive decision-making of lay people and experts. While it was possible to observe that intuition is interpreted as “random guess” by poor predictors, it was found that good predictors base their intuition on several factors—even including fundamental and macroeconomic considerations. The findings of the experiments led to an explanatory model which we introduce as ‘Deliberated Intuition’ (Endress, 2017). The model of deliberated intuition which is proposed here views prediction as a
process of practice which will be different for each individual. The model proposes that a predictor will decide, consciously or semi-consciously, when they feel ready to rely on gut-feeling, or to undertake more analysis. Generally, it appears to contribute to a good prediction to think about the problem in different ways and with various techniques. The model may help to improve group settings and prediction quality. Apparently a combination of rational and intuitive techniques leads to better prediction quality.

Keywords: Forecasting, decision-making, equity predictions, financial economics, intuition, online-groups, stock-trading
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THE IMPACT OF STUDYING IN A SOCIOECONOMICALLY DIFFERENT SOCIETY COMPARED TO THE HOME COUNTRY ON WORK RELATED VALUES: EVIDENCE FROM CYPRIOT WORKERS WHO WERE EDUCATED IN THE UK
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ABSTRACT

BACKGROUND
This paper analyses the impact of education in a country that differs in key socioeconomic indicators compared to the home country on work related values. Studying this topic is considered theoretically interesting and important for two main reasons. First, because even though there are many studies that focus on the impact of the socioeconomic environment of a society on the importance of job characteristics, there seems to be a lack of studies on the values of workers who studied abroad in a socioeconomically different country compared to their home country and then returned home to work. Second, the above scenario is very common in the world today and results could potentially be generalised to several cases.

METHODS
To achieve the objectives above, first, work related values of Cypriots who studied for more than four years in the UK were compared with respective values of Cypriots who did not study abroad through a values questionnaire and, second, interviews with Cypriots who studied in the UK focused on processes of value change during their time abroad. The number of correctly completed questionnaires of locally trained employees were 110 and those who were educated in the UK 100. Fifteen (15) interviews were conducted. Cyprus and the UK are considered ideal cases to be used for the question at hand because they differ on key sociocultural factors that influence work related values, i.e. national wealth, individualism, power distance, uncertainty avoidance. The differences in all four of these factors (national wealth and individualism higher in the UK, power distance and uncertainty avoidance lower) were likely to make intrinsic job characteristics, e.g. challenge, recognition and autonomy more important in workers who were educated abroad.

RESULTS
Questionnaire results suggest that intrinsic job characteristics seem to be more important for workers who studied abroad while extrinsic job characteristics get higher scores in the group of locally trained employees in most of the items included in the questionnaire. More specifically, the importance attached by foreign trained employees to intrinsic items ‘challenging job’, ‘training opportunities’, ‘the freedom to adopt own approach to the job’ and the ‘extent to which skills and abilities are being used’ is higher than the importance given by locally trained employees. On the other hand, locally trained employees give more importance to extrinsic items ‘security’, ‘pay’ and ‘fringe benefits’ compared to foreign trained employees.

Analysis of interview results suggests that work related values of workers who spent time studying abroad have been influenced by a variety of factors, including foreign students’ and tutors’ attitudes and behaviour; foreign society’s general attitude; and the education system abroad. Workers who studied abroad mentioned for example foreign students’ job choices, comments, and attitudes toward educational work as factors that might have influenced their values. The processes that seemed to have been taking place were dissonance and internal and external accountability. Accountability refers to the need to justify one’s thoughts and actions to significant others, and accountability pressures can be both external and internal. External pressures arise when the environment influences towards behaving in a particular way whereas internal changes occur when some modes of behaviour have been adopted by the individual and considered preferable compared to others. Being accountable to audiences with different values is expected to lead to dissonance, and by repeatedly resolving conflicts between diverse values, individuals move through the process of changing their values.

CONCLUSIONS

This paper attempted to answer the question of whether there are differences in work related values between Cypriot workers who were educated in the UK and Cypriots who were not educated abroad, and analyse the process behind any observed changes in workers who were educated abroad. Results suggest, first, that there are differences in the values of these two groups of employees. Secondly, the process of change in the workers who studied abroad seems to involve primarily resolving conflicting values due to dissonance because of internal and external accountability. These findings add to the knowledge of the impact of education in a socioeconomically different society on work related values and may be relevant for organizations today that employ workers with diverse experiences in different socioeconomic contexts.

Keywords: Work related values, change, culture, education, Cyprus, UK
ABSTRACT

User interfaces (UI) are evaluated by potential users in order to conclude the quality of systems, and how well these systems are expected to support task completion. While traditional models emphasized the instrumental qualities such as usability and usefulness, contemporary models accentuate hedonic aspects of the UIs (e.g., Islam and Bouwman, 2016; Mahlke et al., 2007). Hedonic needs are quality aspects that go beyond the instrumental value of a system. While instrumental attributes are aimed at fulfilling pragmatic needs, hedonic attributes emphasize the users' psychological well-being. In line with this approach, models depicting the system evaluation process include conceptually distinct aspects of UI evaluation: instrumentality, aesthetics, and symbolism (Rafaeli and Vilnai-Yavetz, 2004). Instrumentality refers to the usability and functionality of the system. Aesthetics refer to the sensual experience elicited by the visual design (Tractinsky, 2013). Finally, symbolism refers to the meanings and associations that are evoked by the system (e.g., Mahlke et al., 2007; Tractinsky and Zmiri, 2006). While this paper agrees that all three aspects are theoretically distinct, it argues that perceived aesthetics and perceived symbolism may converge. In previous research these attributes were reported to be highly correlated. Mahlke et al. (2007) report a correlation of .54 while Tractinsky and Zmiri (2006) report a correlation of .72 between these attributes. Eco (2004) explains that in some periods in history these two concepts were considered synonymous. Unraveling the interrelations between these perceived attributes may help find remedies for data problems that may arise from their convergence, and help include both attributes in preference models.

In a series of five studies, a total of three hundred undergraduate students rated popular web pages, general control panels of information systems, and control panels of household appliances. Items measuring usability, functionality, aesthetics, and symbolism were generated based on a literature review (Rafaeli and Vilnai-Yavetz, 2004; Tractinsky and Zmiri, 2006) and assessed for reliability and validity. Separate exploratory factor analyses with maximum likelihood analysis extraction (eigenvalue > 1) method, and oblique rotation (direct oblimin with Kaiser Normalization) were applied to the responses. When eigenvalue was greater than 1, items were loaded on three distinct factors: usability, functionality, and a factor of aesthetics-symbolism. Imposing four factors did not indicate more than three clear factors. Items of both aesthetics and symbolism were loaded together on one factor. These results were replicated across five consecutive studies that tested attribute judgments to different
stimuli analyzed. When these factors were included in a regression model where preference was the
dependent variable, both usability and aesthetic-symbolism factors were salient predictors of
preference variance across all studies, regardless of the stimuli presented.
The paper concludes that although aesthetics and symbolism are defined in the literature as
conceptually distinct (Rafaeli and Vilnai-Yavetz, 2004), when participants rated these attributes, they
perceived them as similar. Thus, while usability and functionality items were loaded on two distinct
factors, all aesthetics and symbolism items were loaded together on one factor. This strong association
between aesthetics and symbolism is reported in other fields of research. Dion et al. (1972) reported that
what is beautiful is good. Eagly et al. (1991) demonstrated that physically attractive people were judged
as more intelligent. The implications of these findings are that people do not only associate between
beauty and goodness, but rather they perceive beauty and goodness similarly. The managerial
implications should therefore be, that a meticulous design of a product is crucial in order to make
potential users appreciate its quality.

Keywords: user interface, instrumentality, aesthetics, symbolism, preference model, multicollinearity
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ABSTRACT

INTRODUCTION

Smart cities are nowadays recognized as important “locus” of innovation. Many heterogeneous and different stakeholders such as firms (SMEs and MNEs), local governments, Universities and research centers co-develop “smart” innovations that aim at increasing citizens’ life quality. In this context, students have a major role to play in smart cities as part of the citizens of today and, mostly, of the society of the future (Vanolo, 2016). Their role can be instrumental in addressing societal issues and challenges in the implementation of smart city projects as because they are part of the citizens that represent the stakeholder to which every smart city projects should look as end user (Espejo and Mendiwelso Bendek, 2011). However, very little is known about how citizens (and in particular students) perceive, and how they might respond to the opportunities that smart city technologies offer. This paper reports the results from a survey (n=200, pilot survey at this time) that took place in Italy and Russia. The University of Turin (Italy) was represented by the School of Management and Economics while the Ural Federal University (Russia) was represented by the Graduate School of Economics and Management. This contributes to the literature by providing a better understanding of the perceptions and behaviour of actual and future “smart” citizens about the possible deployment of smart city initiatives.

BACKGROUND & RESEARCH OBJECTIVES

The planet has gone through a process of rapid urbanization over the past decades and nowadays more than 50 per cent of the world’s population is urban. Over the coming decades, the level of urbanization is expected to increase in all regions, with Africa and Asia urbanizing faster than the rest. Furthermore UN (2014) predicts that the world’s population living in urban areas will reach 66 percent by 2050. In this context, the search for more efficient organization of the city, and of its services, has led local and national governments, and supranational organisms to approach the management of cities in a more “smart” way (Scuotto et al., 2016). For example, the European Union...
recognizes that the concept of smart city means smarter urban transport networks, upgraded water supply and waste disposal facilities, and more efficient ways to light and heat buildings (Caragliu et al., 2011). And it also encompasses a more interactive and responsive city administration, safer public spaces and meeting the needs of an ageing population.

The spread of smart city’s technologies and solutions looks like socio-technical transitions, since it requires the development of areas in which the collaboration between the various actors (such as governments, businesses and citizens) is facilitated (Ferraris and Santoro, 2014), in order to test and refine solutions aimed at scalability (Sandulli et al., 2016). The niche experimentation is crucial to promote the socio-technical change and the introduction of new technologies in society.

This experimentation require the participation of the stakeholders that will ultimately benefit from this new “smart” services, i.e. the citizens (Caragliu et al., 2011; Belyaeva, 2016). In this context, students (and theirs perceptions) have a major role to play in smart cities as part of the citizens of today and, mostly, in the society of the future. Despite the perceptions of the students are deeply analyzed and taken into consideration in other related fields, such as on the University social responsibility. This is the research gap that we would to fill up with this research.

So, the main aim at this study is to understand the perceptions of students of two different big Universities situated in Italy and Russia regarding the Smart Cities emerging phenomenon. This allow us to propose fresh insights in this emerging and relevant new stream of research from a new perspective of analysis. This paper may also help in building and aligning new curricula within Universities in order to better address the phenomenon of Smart Cities (Grimaldi and Fernandex, 2016). At the same time, some policy implications along with future line of research will be proposed based on the evidences of this survey.

**Keywords:** Students’ perceptions, Smart city, University involvement, Citizens involvement
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ABSTRACT

BACKGROUND
In the last years, Risk Management (RM) has been a major issue for companies to ensure their survival and overcome uncertainties to reach their goals. RM has considerable implications for competitiveness and business; it enables, for instance, the development of a strategy to reduce potential losses while exploiting new windows for opportunities (Radner and Shepp, 1996).

Notwithstanding, still nowadays, RM implementation in the companies is inconsistent (Faisal, 2007). Many firms lack knowledge, resources and reliable mechanisms to support their RM application, and this is particularly notable for Small and Medium-sized Enterprises (SMEs) (Brustbauer, 2014). SMEs are more vulnerable to risks and should be more engaged into applying RM (Alquier and Tignol, 2006).

SMEs are companies with limited resources and with more difficulties to overcome risks due to their limited size. As stated by many researchers, the literature has focused on large companies, leaving a lack of empirical evidence addressing small companies (Kim and Vonortas, 2014). There is a gap of research in RM in SMEs and few academic studies have addressed the theme (Rostami, 2015; Thun, 2011; Marcelino-Sadaba et al., 2013; Toulова et al., 2016; Ellegaard, 2008), despite the increasing number of SMEs in Western economies.

Moreover, this lack of studies is relevant because SMEs are considered the backbone of EU countries’ growth: they represent 99% of the enterprises and 67% of all employment in the EU (OECD, 2011). Therefore, improving SME’s managerial knowledge and competencies is crucial to leverage the development of the whole economy (Hussain et al., 2006; Porter, 2006).

Knowing the importance of SMEs and the overmentioned significant gap in the literature, this research intends to collect and analyze the existing relevant studies on risk management applied in SMEs through a systematic literature review.
OBJECTIVES

The aim of this research is to define the state of the art about RM applied to SMEs and identify the most relevant gaps in the literature. Once they are identified, it will be possible to determine the directions for future researches in the field. In order to do that, a database containing the significant published articles that address RM in SMEs has been built. The academic databases (DB) used in this search were Scopus and Web of Science Core Collection. Different set of keywords (mainly considering “Risk Management” and “SMEs”, or “Small Business”) were combined to extract the results.

A total of 621 papers were found, being 113 papers in Scopus and 508 in Web of Science. To narrow down the searching results, a selection process was performed using the following filters: exclusion of proceeding papers, editorial materials and notes; exclusion of articles that are not in English, exclusion of the duplicated articles obtained through the different queries and of the duplicated articles between both databases. To conclude the selection of papers, the abstract and, finally, the full-text of the papers were read, excluding those that did not regard RM in SMEs and those that were not scientific, obtaining a final database of 57 articles.

In order to assess the quality of the database that was built, the Journal Citation Reports Impact Factor (JCR-IF), the Scimago Journal Rank (SJR) and the “Associazione Italiana di Ingegneria Gestionale” (AiIG - Italian association of management engineering) ranking have been reported. Then, a descriptive analysis of the database was executed, which consisted of collecting the information regarding the year, the author, the country where the first author works, the country where the study has taken place and the type of research methodology adopted in each paper. Finally, a content analysis was performed using the variables RM stream (Verbano and Venturini, 2011, 2013), RM process phases (Rabechni and Carvalho, 2013; Cagliano et al., 2014) and the risk types (Casualty Actuarial Society, 2003; The Institutes - Risk & Insurance Knowledge Group, 2009), with the final intent to identify the existing gaps in the literature regarding RM in SMEs which will address potential future research.

PRELIMINARY FINDINGS AND DISCUSSION

The database with the selected papers contains articles from 1994 until 2016, but only in the last four years a growing trend can be identified.

Almost 83% of the papers in the database are published in journals classified in the first 2 quartiles for JCR-IF; 58% are in the first two quartiles considering SJR; and 65% of the articles are on the top journals (gold and silver) referring to the AiIG ranking, certifying the high quality of the database. No particular journal is specifically devoted to the topic, but these two have published more articles than the others: Production Planning & Control (4 papers) and International Journal of Entrepreneurship...
and Small Business (3). The 6 most cited articles (written by 5 different authors) correspond to 47% of all the citations in the database. These authors are: Labodova (2004), Faisal (2006; 2007), Finch (2004), de la Torre (2010) and Wu (2009). The first authors of the papers in the database work mostly in the United Kingdom (8), in Germany (6) and in the United States (5), while the most productive authors are Thomas Henschel, from Germany and Mohd Nishat Faisal, from India with 3 papers published each. More than half of the researches (52%) were applied in Europe, mainly in the United Kingdom and in Germany, while 22.2% were applied in Asia, mostly in India.

Regarding the research methodology, the great majority of the papers are empirical (89%), while 7% are conceptual and 4% are literature reviews. Among the empirical ones, 21 are surveys, 15 are case studies, 3 mix both the previous research designs, 9 are modeling tests and 1 is an action research.

Since the aim of this research is to define the state of the art related to RM in SMEs, it was also important to analyze which RM streams, risk types and RM phases have been studied. The main studied risk management streams are financial RM (25%), strategic RM (25%) and enterprise RM (23%). Less studied are the supply chain RM (12% of the papers) and project RM (11%), while the engineering RM stream is not studied in any of the articles and the disaster RM stream is focused on 2 papers only.

As for the risk types, the financial and operational ones are studied in 30% of the articles each, strategic risks are considered in 25% of the papers, while hazard risks are the less studied ones (15%).

When considering the risk types and their subcategories, there is a clear evidence that the credit risk in the financial risk type is the most studied category among all, followed by the business operations risks in the operational risk type. Among the strategic risks, those linked with information technology are the most evident, while in the hazard ones the occupational risk is the most considered one.

As it was expected, due to the results obtained from the RM stream analysis, most of the researches took place in the financial sector and they are related to financial RM stream. When analyzing other industries and the correlated RM stream, it is also possible to notice the following relationships: Project RM in the construction industry, supply chain RM in the automotive industry and strategic RM in the financial and manufacturing industry.

Approximately 35% of the papers regard all the RM phases. The evaluation of risks is the most studied phase as it can be found in 33% of the articles, followed by the risk identification (30%). This may be due to the fact that identification and evaluation are the first two steps of the RM process, but it is also possible that the real reason is that, since these phases are considered by many authors to be the most critical ones, the SMEs have been putting more effort into implementing them. Other analysis will be conducted to deepen the literature review, in order to offer a complete synthesis for scholars interested in this topic and to highlight future research opportunities.
Keywords: risk management, SMEs, systematic literature review
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ABSTRACT

The cost of equity is typically defined as the expected return that investors require to purchase common stock in a firm. It is therefore an important input for bank management when raising capital and making investment decisions and for investors when they value equity securities and construct their portfolios. The Capital Assets Pricing Model (CAPM) method remains the one most commonly used by practitioners and financial advisers to estimate a firm’s cost of equity, as shown in surveys by Brunner et al (1998) and Graham and Harvey (2001).

This paper provides a comparative analysis of different methods for determining the cost of equity according the following methods: the Capital Assets Pricing Model, the Actuarial Method, (Oricchio, 2012), based on the probability of default (PD) and finally the method based on the “price to earnings” multiple (P/E), (Zimmer and McCauley, 1991).

This comparison has been carried out on 24 large international banks (the so called “Too Big to Fail”) from 2012 to 2014.

The selected banks in the sample belong to eleven different countries.

The first phase was aimed at measuring the risk premium of the banks through the use of the CAPM method. This model estimating the parameter of the risk premium as resulting from the product of beta coefficient and the equity risk premium (ERP).

Beta factors, provided by the Datastream-Thompson Reuters Company, covered the period 2012 - 2014.

The second phase determined the probability of default of the selected banks, for a period of three years, providing estimates on the basis of the credit rating of each financial institution analyzed. This method is based on the use of 10 years cumulative PD from the Moody’s database.

Finally, the “cost of equity” of selected banks was measured through the alternative approach based on the reciprocal of the multiple “price to earnings”. However, an important assumption needs to be introduced in order to use this method for estimating a firm’s cost of equity. This is that the current profit rates represent a good estimate of the expected long-term sustainable ones.

These three methods have been used during the overall analysis process, exclusively focusing on market data, and through these data it has been possible to estimate “the cost of equity”.
A comparison has been carried out between three models in the following way:

- Determining the difference between the values obtained by CAPM method and the values resulting from the use of Actuarial Method;
- Determining the difference between the values obtained by CAPM method and the values resulting from the use of reciprocal of “price to earnings” multiple (P/E).

The trends of cost of equity, calculated with the three methods, were observed, and after such analysis, the results have been examined and possible differences of values have been explained.

Keywords: cost of equity; CAPM, price to earning; probability of default
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RETAILERS’ INVENTORY STRATEGY ON PURCHASING-CONSUPTION CYCLE MODEL OF CONSUMERS
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ABSTRACT

This paper explores the importance of consumers’ inventory for distribution channels. For this purpose, this study approaches consumers’ purchasing and consuming cycle, and the changing relationships between distribution channel members in Japan. In addition, this study based on a buying behavior model and the data of local consumers’ buying behavior of Japanese consumers, focusing especially elderly people, suggests that Japanese consumers can offer opportunities to local small retailers.

Bucklin (1963) and Tamura (1982) defined that retailers provide “retail services” for consumers. According to them, these services can be classified into the following four types:

1. Reduction of buying lots
2. Shortening of trading and delivering time
3. Assortment of goods
4. Providing of accessibility

Consumers usually make their buying plans before the shopping trips. Considering whether their buying actions are done as designed or not is an important criterion, because the buying plan prescribes the consumption interval of goods.

The consumption interval consists of three time stages:

1. Time of decision to what goods or brands should buy.
2. Time of action to get goods.
3. Time of using and consuming the goods.

Especially, the first time stage is decisive on this issue, and two factors have effect on this stage. The first factor is the “sense of stock in house”. If a consumer lays stress on the extent of the stock of goods in house, the buying plan on these goods is designed as a long-range and firm schedule. The second factor is the “synchronization of the consumption interval”. In generally, a consumer buys many kinds of goods at one shopping, because the buying or trip cost per one goods can be decreased. The more a consumer purchases many goods at one time, the more he can be benefited over the shopping cost.
This paper uses two dimensions: “the axis of space” and “the axis of time”. The space axis is a criterion of judgment on consumer’s accessibility to retail store. At one side of this dimension is the “decentralization”, which means the store’s location to be decentralized in a given market area. When a consumer chooses a store located close to him, it reflects that he lays stress on the accessibility. At the opposite side is the “centralization”, which means the centralized retail location, as a commercial center or shopping center, at one district in a given market area. The type of consumption interval is determined by time dimension. When the interval is short, it is categorized as the “frequent buying”. If the interval is relatively long, it is assumed the “non-frequent buying”.

We describe following four types: (1) Frequent centralization buying, (2) Frequent decentralization buying, (3) Non-frequent centralization buying, (4) Non-frequent decentralization buying.

In order to explain the reasons that the number of small retailers could occupy the majority in Japanese retail structure for long time, some researchers have introduced several consumer behavior approaches. For example, Maruyama (1992) and Naryuu (1994) insist that Japanese consumers have a strong taste for fresh products, such as raw fish and fresh vegetables, instead of processed foods like canned or frozen foods. All the products are perishable, preserved only for a short period of time even in a refrigerator. They also argue that the average house space in Japan is generally narrow. Therefore, the cost of inventory stock of goods in house is rather high. Because of these points, they conclude that Japanese consumers go shopping frequently in small lots at each purchase. It leads to the retail structure with a large number of small retailers densely located near to residential area.

Their model apparently assumes that Japanese consumers carry out shopping by foot. However, motorization in Japanese society had been developed enough. As in other countries, many consumers use cars for daily shopping and go to giant retail stores beyond the local marketplace. It means that local small retailers in one district have to compete with giant stores located in the same district and/or outside of it.

The consumers’ shopping pattern, which can be grouped as the “frequent centralization buying” and the “non-frequent centralization buying”, can be supposed to have the effect to reduce the survival rate of local small retailers.

Retailers have to focus their attention on the particular consumer segments to develop effective strategies. In this paper, the authors tried to classify the consumer buying behavior as a base for developing strategies. As the result, consumers who carry out the “frequent decentralization buying” are congenial to small residential retailers. These consumers tend to complete their daily shopping within their local communities.

The study suggests that elderly consumers can be a promising segment to become potential customers for local small retailers. Their behavior can be classified into the “frequent
decentralization buying”. They may be not so conscious of price, but conscious of high level services. Small retailers can provide them with many kinds of services as important social supports. Several small retailers already have begun to recognize the importance of elderly consumers and grapple with new retail services such as the convenient ordering and delivery systems. When retailers can serve to consumers’ access and frequent buying, it can reduce the burden of consumers’ stock keeping.

The economic activities involved in the consumer-retailer exchange are embedded in the community’s social structure. Rural small retailers are encouraged to focus on a specific segment that has a majority in the community, and to increase their own involvement in community activities. Elderly consumers who have been considered as the economic and social minority will become the important segment of market and local small retailers in 21st century.

Keywords: Purchasing-Consumption Cycle, Retailer’ Inventory, Distribution Channel, Demand Forecast, Elderly consumers
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ABSTRACT

The objective of this paper is to show the importance of central Banks’ operations regarding the recent financial crisis. Firstly, we considered the existence of central banks and how their operation and administration enhance economic performance; how do central banks influence the everyday life of citizens. The targets and main role of central banks apart from the fact that they influence the fixing of interest rates, they also apply more extensively the monetary policy from different aspects, such as the FED combats credit contraction and ECB combats excessive credit expansion. How did Central Banks act in the Credit Mess in 2008 and how targets come in contrast between each other, as coping with by the Central Banking system? In this paper, we examined the instrument or better to say the mechanism of the Lender of last resort on behalf of the central banks and the crucial concept of Moral Hazard on behalf of borrowers, that is, the commercial banking system: what are the repercussions of it for the financial system? J. M. Keynes’ proposals are examined and Milton Friedmans’ views regarding credit creation, inflation and money supply. What were the features of the cases: Bear Stearns and Northern Rock during the crisis and how the mechanism of credit creation worked for borrowing and lending? J. M. Keynes’ “Paradox of Thrift” and Minsky’s “Paradox of Gluttony” are considered in relation to business profits.

Secondly, we considered the causes and consequences of the financial crisis and what countermeasures have been taken. The psychology of the investors and the perception of risk are reviewed during the period of August 2007-2009 and how the bond spreads and policy interest rates varied. A very important cause of the financial crisis was the lack of financial regulation which favored the “Affordability Products”, the Subprime Mortgage Loans and the concept of low risk in relation to the low interest rates in the medium and long run period. The above “products” allowed households to pay the very high price of houses, because it was required by mortgages houses a very low or no deposit of money in the banks for financing or refinancing reasons. The main features of subprime borrowing, supported by low quality guarantees for coping with the higher credit risk. At the beginning of the financial crisis there was a mess; the installments were not paid for borrowed money, the arrears rate started to raise, something that neither lenders nor investors could expect.
Many mortgage lenders went bankrupt because of the very early defaults of borrowers, not paying even the first payment in banks for what they borrowed. Money Market Rates did not follow the Policy rates of the central banks as it usually was and this relationship stopped, in August 2007, between the two kind of Rates. Investors did not demand certain kinds of Mortgage-backed securities against liquidity and this situation created the shortage of funding for the lenders who depended on short-term money markets or on Securization of the funds they lent for household mortgages.

As far as the Stock Market concerned, Banks’ share prices fell sharply, when Lehman Brothers declared losses, from July 2007 and fell even more when Lehman Brothers failed. Customers lost their confidence, regarding the solvency of the above institution and they invested in safer securities like the US government bonds. The new classes of assets were affected by the change of the risky price.

Thirdly, there were large consequences on the matter of confidence: spending vanishes when companies and consumers do not trust and do not feel secure in the economic environment where they act and operate. Lack of adequate regulations converted the US mortgage crisis in a banking crisis in the north part of the continent and this crisis was extended into a global one. Many macroeconomic indicators deteriorated because of the intensification of the crisis (2007). There was an acute contraction of industrial output, and as a result the prices declined tremendously until the end of 2007. Borrowers found it difficult to honor their debts. In 2009, because of the down-turn of the world economic outlook bad loans rose, as a percentage of total lending, and profitability of banking sector decreased in USA, Europe and Japan.

Finally, as far as countermeasures are concerned, policy makers focused on banking system, especially central banks stimulated their economies by following an easy-going fiscal and monetary policy: an additional liquidity for the banks was provided for extra lending to economy. The restoration of the financial system was consisted of the support of the financial Institutions and financial Markets. Financial Institutions were guaranteed by the governments, for their funding through the issuance of debt. Some governments supplied capital to the banks and others helped the banks to reduce the grade of risk over the banks’ assets underwritten in their balance sheets. Governments bought the assets of the banks outright by supplying liquidity to banks immediately.

Nevertheless, the financial system remained fragile as far as confidence is concerned, but some market indicators improved in March 2009. Money market spreads decreased greatly after what happened with the Lehman Brothers bankruptcy. Stock Exchanges partially returned back to reasonable levels after the US government released its detailed programs for de-risking the balance sheets of the banks.

Reforms to the financial system were considered, in order to prevent similar crises again. Policies under discussion referred to the changes to the regulation of Credit Rating Agencies, the payment incentives of the Staff of the Financial Institutions and the regulation concerning the banks’ capital.
and liquidity. The Financial Stability Board and the Basel Committee on Bank Supervision developed the above-mentioned initiatives. Both groups membership expanded, in particular by major emerging economies.

The global financial system was facing a period of change. The easy conditions of Credit Markets excesses did not seem to return back soon. Credit conditions started to be tight and the finance for buying assets back became tighter.

As it is obvious from the above mentioned, the current research work, at the moment, is focused on a theoretical grounds. Consequently, the used methodological approach is a qualitative one, centralizing on the 4 aforementioned pillars/axons, relying, mainly, on the role of central banks during the recent global financial crisis and more specifically on the comparison analysis between the applied strategies of monetary policy, by FED and ECB.

Keywords: financial crisis, moral hazard, credit driven bubbles bursts, monetary policy, credit creation, money supply.
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ABSTRACT

In the current scenario, a disengagement of the banking system emerges, in addition to a cultural unpreparedness and economic, financial and patrimonial inadequacy of the companies, the presence of regulatory interventions lagging behind the companies’ needs and a debt/capital market still underdeveloped in comparison to the potential demand.

Therefore, the objective of the paper is to suggest the Italian small and medium companies which funding resource would be the most appropriate to their particular economic, financial and patrimonial situation.

We referred to Giacosa and Mazzoleni (2016), who proposed a model that classifies the companies according to their profitability, capacity to repay financial debts and a growth.

From the analysis carried out in Italian context, it turned out that around 63% of Italian companies can recourse to the bank loans without problems, while in case of about 37% of companies an access to bank loan as the main source of funding is or will be limited.

It appears a relevance of the issue and necessity, from one hand (in medium-term) to change the management behavior and to try to conquer economic fundamentals consistent with banks’ expectations. In the immediate future, the companies should improve to learn about and to use a non-bank financial instruments.

Keywords: Bank system; small and medium enterprises; Italian context; financial structure
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ABSTRACT

We study the deinstitutionalization of a controversial practice that had previously reached a level of international diffusion. We draw on international diffusion and deinstitutionalization theory to study the emergence and diffusion of the third-party ownership practice in the soccer industry. We use an inductive case study combining archival and interview data to study the determinants of the international diffusion of a controversial practice at a global scale, the contestation, and finally the deinstitutionalization process that resulted from the ban of the practice. We find that the opacity of the practice can be a diffusion driver, locally and at the international level, nevertheless the opacity also may lead to different meaning creation attempts and potential discursive battles between actors, and eventually to deinstitutionalization of the practice. This article advances our understanding of how controversial practices fare in different institutional environments.

INTRODUCTION

The striker Radamel Falcao of Atletico Madrid, was transferred in 2011 to AS Monaco for a whopping fee of $70 million. Atletico Madrid, despite being in financial trouble, had acquired Falcao from Oporto FC (Portuguese club) for $45 million only a year ago, in 2010. How could a financially troubled club like Atletico have acquired the star player that helped them to generate an additional income of $25 million? As the financial crisis hit Portuguese and Spanish soccer clubs, limiting their options to raise debt to bring in new talent, investment groups stepped in to help the clubs to participate in the lucrative European transfer market. The investment groups used an innovative practice common in Brazil and Argentina. The investor would alleviate the financial strain of the club in exchange of a share of the player’s economic rights. The practice, known as Third Party Ownership (TPO) describes the arrangement that allows for a third-party ownership on a professional soccer player. As the practice diffused, it started to raise concerns in some of the soccer institutions in Europe (UEFA) on the possible manipulation by external investors in the fairness of the competitions and the transparency of the transfer market. As a result of a lengthy contestation process, FIFA (top international institution in soccer) instructed a global ban of the practice to take effect in 2015 (FIFA,
Prior research has explored the fate of institutionally contested new practices such as the one described above (Jung and Mun, 2016; Reinmoeller and Ansari 2016; Sanders and Tuschke, 2007; Briscoe and Murphy, 2012; Davis & Greve, 1997; Fiss, Kennedy, & Davis, 2012). However, much of this work conflates diffusion of these practices and their institutionalization (for exceptions, see Jung and Mun, 2016; Reinmoeller and Ansari 2016) although, recently few authors argued that these processes are analytically separate (Colyvas and Johnson, 2011). In addition, most of these studies shed light on how these practices evolved in a single institutional environment, providing little information on how they may fare in multiple institutional environments. Furthermore, we know very little about how key international constituents interpret and respond to the diffusion of institutionally contested practices due to differences of norms and values in their corresponding international context.

In order to follow the full life cycle of an institutionally contested practice in different institutional environments, we conducted an inductive study (Eisenhardt, 1989) documenting the advent of the third party ownership practice (TPO) in Latin America starting from the 2000s and its subsequent diffusion and deinstitutionalization in Europe in 2015 due to the contestation by key international constituents. To answer our multi-faceted research question, we combined archival documents and 17 interviews with key informants in the soccer industry. Our findings show that institutionally contested innovative practices may diffuse and get institutionalized within their local markets due to the effort of the diffusing actors, however, they may face contestation by other actors and international institutions when they are diffused to international markets, leading to their eventual deinstitutionalization. We uncover the mechanisms of diffusion and deinstitutionalization, and while doing that, we also provide a multi-faceted account of different institutional actors, some supporting, some opposing this practice. Furthermore, we depict that the opaqueness of the practice helped the diffusion process as predicted by the previous literature (Briscoe and Murphy, 2012, Reinmoeller and Ansari, 2016) but the opaqueness also allowed the opposing parties to construct negative interpretations of the practice within the field. The power imbalances between actors generates a hierarchical contestation process, which can lead to the deinstitutionalization of the practice.

Keywords: Deinstitutionalization, institutionalization, international diffusion, controversial practices
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CROSS-BORDER MERGER AMONG NORDIC BANKS – A LONGITUDINAL STUDY
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ABSTRACT

Researchers have found that even international mergers are popular, they usually fail for its complexity. Recently few studies have tried with process perspective to penetrate into merger integration without much success. We argue that focus on pre- and post-merger stages is good but not enough to provide a total picture of the process. By using a longitudinal approach this study analyzes the establishment, development and consolidation of a cross-border merger between banks from four countries.

Based on theories on strategic motives and culture, a theoretical framework has been developed showing how merger process can lead to better competitiveness and performance. Data has been collected through semi-structured interviews with officials from the merging firms, and secondary materials during 1997-2015. The merger is described in four stages. The first stage deals with the initiation and establishment of the merger. Critical period and cultural clashes are covered in the next stage. The third stage concentrates on the development of synergy. The final stage reflects on how the process has consolidated and what result it has so far achieved.

EMPIRICAL STUDY

Merging stage (1997-2000)

This is a period when the mergers among the four Nordic banks from Sweden, Finland, Denmark and Norway took place. The founder CEO identified four specific motives: growth; flexibility; increased sales and synergies. When the banks entered they brought with different national and organizational cultures with them. Initially the differences were not perceived as a big issue due to the geographical closeness. But already in the first merger between Finland and Sweden, conflicting issues including language, decision making, organizational structure and implementation of decisions came out. In 1999, the management organized cultural seminars to identify and minimize gaps. With the inclusion of Danish and Norwegian banks, the official language was changed from Swedish to English to facilitate communication.

Critical stage (2001-2004)
Several concrete motives including reduction of cultural and organizational gaps, integration of the diversified activities, delivery of synergies and application of best practices to generate most value for the clients had been set. For this, three issues were found important: (1) one Nordea business model; (2) one way of doing business and (3) developing one Nordea business support system. When internal decision-making started during 2001-2002, it was realized that merging partners had different opinions on decision-making and implementation. Due to national feeling and experience, partners considered their own solutions better than the other. In 2001, a group of executives from the four countries were assigned to identify what unique and successful concepts they had and how they could implement those solutions in the whole organization. Cost for different activities went up quickly and more time was engaged in solving differences.

**Development stage (2005 - 2010)**

Situation gradually improved in 2005 and onward due to cost reduction and internal efficiency. By the end of 2007, the number of systems used in Nordea was down to four. Retail banking was an important area of expertise at the Danish partner that came to be widely used elsewhere in Nordea. An effort was made to find ways how to implement a common retail banking system across the Nordic countries. Cultural differences, which were initially painful, made a substantial contribution to realization of synergy in Nordea. Slow Swedish processes speeded up due to pressure from the Finnish side, while the Swedish humanistic view became an important part of management to deal with customers and employees. The critical way of looking at things by the Danes got others thinking about the true complexities of international business and the need to be more cautious to remain competitive. The bank’s post-merger activities concentrated on creating more value for the customers than the pre-merger partner banks had offered individually.

**Consolidation stage (2011 – 2015)**

The previous country managers had a limited focus. Over time the situation changed as activities were distributed according to functional areas, such as production, IT and business support, HRM, and accounting. All CEOs used different strategies to make the integration process successful without hampering financial position of the bank. The aim was to build one integrated bank. Harmonization and one way of doing things required top management to know how things were done in the four different countries. Having functional cross-border managers also required close contact with managers from other Nordic countries. The previous values – “focus, speed, and performance” – served their purposes, and the new values – “great customer experience, it’s all about people, and one
Nordea team” – were introduced to unite the banks under the same umbrella and with the same identity.

CONCLUSIONS

This study has shown how different banks engage in merger to become a new integrated organization. Although the potential of growth has been high, the process of achieving the goal is difficult. It is found that even cultural differences can play a complementary role if the merging partners work for the same goal and identity. This case suggests that managers must be dynamic and compromising to succeed in a merger of many partners.

Keywords: strategic motives, national culture, organizational culture, competitiveness, performance, synergy, best practices
CUSTOMER RELATIONSHIP MANAGEMENT TECHNOLOGY USE OF
SALESPEOPLE
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ABSTRACT
In today’s market, business-to-business organizations’ are challenged with soaring competition and their success is more and more associated with effective implementation of technology such as CRM technology to support customer-centric and relational-focused business models. With that said, two major concerns are still raised up by B2B selling organizations and their sales forces regarding the use of CRM technology.

First, despite the importance of CRM technology, not all salespeople are using it optimally when deployed by their organizations. Thus, it is important to provide more answers on why salespeople differ in their use of CRM technology? Second, not all organizations and salespeople are convinced with the outcomes of CRM technology. For that, it is of great importance to find different ways to boost CRM technology outcomes. What are some of the managerial strategies that selling organizations can implement to enhance the outcomes of CRM technology used by salespeople? When CRM technology deployed fail, organizations face the possibility of high loss.

The purpose of this study is to address these concerns by developing and testing a model of different antecedents and outcomes of CRM technology. Specifically, the study examines (a) the effects of different orientations of salespeople on CRM technology use, and (b), in turn, the effect of such use on service behavior taking into consideration managerial-specific factors that may moderate the relationship. To test the model, time lagged and multi-sourced data were used. The findings support the relationships hypothesized between relational and transactional orientations, each individually, and CRM technology use. Further, the findings demonstrate that CRM technology use with support of job autonomy do enhance salesperson’s service behavior.

Keywords: Customer Relationship Management (CRM) Technology, Job Autonomy, Salesperson’s Orientation, Service Behavior.
TOURIST EXPERIENCE AND VIRTUAL REALITY: THE CASE OF NURAGICA PROJECT
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ABSTRACT

Cultural heritage comes alive if it can effectively communicate knowledge and contribute to the cultural development of society. Communication is therefore essential for disseminating knowledge to visitors, especially tourists. In this respect, information technology plays a key role in communicating with consumers in the heritage sector, offering a wide variety of channels through which information can be provided. In recent years, technological innovations capable of improving the level and quality of visitors’ interactions with heritage, such as Virtual Reality (VR), have increased.

A recent survey on strategies implemented in major museums worldwide with regard to the digitization process, the use of these instruments and the reassessment of websites carried out by Axiell in 2016 for the Museums and the Web Conference shows that the use of integrated ICT applications had a significant impact on the public: 48% of the museums saw an increase in physical visits, 50% saw an increase in the number of visits to their websites, and 82.3% of the museums recorded an increase of social media visitors.

In this context, this paper describes the case of Nuragica Project, it is a joint project between Olbia Archaeological Museum, Sardinia Experience Company and different municipalities of Sardinia. The paper takes an in-depth look at the opportunities provided by new information technologies to enhance the cultural heritage experience. In particular, the article examines information and communication technology (ICT) opportunities for museums, which can leverage these technologies to ‘break free’ and improve the accessibility and communication of their collections and exhibitions, establishing a more intense dialogue with the visitor (Cataldo, 2011; Cataldo & Paraventi, 2007; Hazan, 2011; Izzo, Mustilli, & Guida, 2015; Solima, 2014; Izzo, 2017a,b,c; Izzo & Deva, 2016). ICT enables the expansion of the customer base, complementing traditional cultural institutions in the performance of their educational duties and learning with new forms of active and participatory learning by the community. From this perspective, due attention is given to visitors’ needs and expectations.

Keywords: tourism, visitor experience, museum, cultural heritage, virtual reality, technology, experiential marketing, innovation, communication, Nuragica Project
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PROJECTIFICATION OF THE NON-GOVERNMENTAL SECTOR IN POLAND
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ABSTRACT

INTRODUCTION

Project management is one of the main forms of executing activities by non-governmental organisations (NGOs) and it has been used by them for many years (Lindenberg, 2001). The consequence of the widespread use of projects as the main method of implementation of the tasks is called projectification. This paper aims to contribute to the research on NGO sector projectification. The focus is set on the impact of projectification on working conditions in NGOs. This article is a part of a wider research project that deals with the issues of projectification in non-governmental sector. So far, partial results of the above mentioned research, which concerned the processes of projectification in social enterprises have been published (XXX, 2016). Next, we want to focus on investigating the phenomenon of projectification in various types of non-governmental organizations.

PROJECT MANAGEMENT IN NON-GOVERNMENTAL SECTOR

Due to the distinctness of objectives of non governmental organizations and the plurality of stakeholders, projects conducted in the third sector are very diverse. However, professionalization of third sector entities in general, causes that many of them start acting like companies in regard to their managerial practices. This means that they adapt a range of business tools, including professional project management. Being very diverse, NGOs are also distinctive with regard to what standards, methods and techniques of project management they adopt as optimal. Even within one NGO various project management standards may appear – this may depend on client’s requirements or expectations of external funding organisations. It is similar with project management instruments and techniques – some of them are more frequently and willingly used than others (Golini et al, 2015). Regardless of the project management maturity of an NGO, project management is not a solution to all the problems of management in the third sector organization. Projects tend to be increasingly criticized due to the fact that they e.g. limit planning of long-term goals of the organization, because managers are too focused on achieving short-term tasks and project indicators. In addition, as the experience of the practitioners shows (Banaszak, 2015), projects can destructively affect the working conditions of employees in the third sector.
PHENOMENON OF PROJECTIFICATION

Projectification is an issue more and more often subjected to scientific reflection (Midler, 1995; Packendorff & Lindgren, 2014). The most popular definition of this phenomenon says that, it is a process related with execution of an increasing number of tasks in a form of projects replacing long-term, repeatable activities. The presence of projectification had been at the beginning noticed at an organisation level, however, it soon turned out that it also applies to individuals and whole societies. Beside the general admiration of project work, it is not only about flexibility and freedom - on the contrary, it may bring a series of negative consequences for the people involved in it.

PROJECTIFICATION’S IMPACT ON POLISH NON-GOVERNMENTAL SECTOR AND PEOPLE INVOLVED IN ITS ACTIVITIES

Projects are crucial for most non governmental organizations in Poland. We can observe a variety of indications which confirm projectification of this sector, e.g.: in case of Polish NGOs, more than 60% of their funding comes from the public sector. It means that all these money must be spent in the form of projects, because this is the only way public funding can be transferred to third sector (Adamiak et al, 2015). Majority of new jobs in the third sector is offered through projects, especially in recent years within the EU framework funding. One of the consequences of the dominance of project work in this sector is the lack of stability of employment. It manifests itself, among others, by prevalence of short term employment contracts over the contracts for an indefinite period. According to data, in 2008, the NGO sector in Poland employed about 71 thousand employees (Zielińska, 2012). However, the most popular forms of the job contracts in Polish NGOs are part time job contracts and new jobs are created mostly for the needs of projects. It means that majority of NGOs paid employees are hired only if the organization receives project funding and lack stable, continuous employment. Temporary employment for the period of projects is characterised by a limited time of employment and a specific relationship between the employee and the employer. Usually NGO employee does not take advantage of the terms of employment according to the same rules as in the case of persons who have permanent job contacts. Conditions characterizing the work of the precariat class to which temporary project workers are subject in the non governmental sector include also low remuneration, the lack of protection against the ceasing of employment and lack of access to welfare. This may cause that they became a part of the new class – projectariat (Banasiak, 2015; Szreder, 2016).

CONCLUSION AND FURTHER RESEARCH
Projectification pervades all areas of organisational activities and surely has an impact on non-governmental sector and social NGOs operating therein, predominantly, by introducing a manner of distributing financial resources for development thereof through projects. Observation of pathological phenomena, such as the emergence of projectariat, is therefore extremely important. However, generally agreeing that projectification has plenty of negative effects, our previous research conducted in third sector also enables us to conclude that we still find organisations that benefit from this process and, at the same time, do not subject completely to negative effects thereof. Widespread projectification is therefore an ambiguous phenomenon, carrying not only positive but also negative effects. Hence, it is hard to unequivocally consider it as a pathological phenomenon, and at the same time one can not state that it has only positive dimension. To counter the pathological changes, phenomenon of projectification should be carefully identified through research. Although we can identify examples of research project work on NGOs or critical success factors of non-governmental projects, there is a research gap which we would like to address in further research project: very limited research on projectification of the non-governmental sector in Poland.

Keywords: projectification, NGO, Polish NGO, projectification of NGOs
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EMERGING MARKET MULTINATIONALS FROM LATIN AMERICA: ANALYZING THE INTERNATIONALIZATION PATTERNS AND M&AS CORPORATE STRATEGIES OF MEXICO’S LARGEST COMPANIES.
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ABSTRACT

In the past decade, multinationals from emerging market economies—the so called emerging-market multinational enterprises (EMNEs)—have taken an important role in the global economy (Ramamurti and Singh, 2009a); (Jarque, 2011); (Yaprak and Karademir, 2011). Understanding the way they emerge, grow and generate advantages to compete and succeed in domestic markets first and then internationalize (or the other way around, in some peculiar cases) has been of particular interest of scholars, since the generally accepted wisdom on traditional western multinational enterprises (MNEs) seems not to be useful to explain the phenomena of such successful global-firm players from the emerging world (Ramamurti and Singh, 2009b).1 Utilizing a unique data set based on companies’ annual reports and local leading financial publications; data from privatization of state-controlled enterprises; world merger and acquisitions (M&As) and financial data from the Mexican (BMV) and New York (NYSE) stock exchanges, this paper studies and compares the major internationalization patterns of M&As of Mexico’s 2 largest, yet contrastingly different companies, world class leading firms in their respective industries (Mobile telephony and cement production) in perspective with the rest of the largest 20 indigenous business groups in Mexico over a 22-year period concluded in 2010.

The companies analyzed here have become “emerging giants” competing at home (Ramamurti and Singh, 2009a). These companies, after establishing a dominate position in their home countries, have been able to access international capital markets and technology by making a series of strategic acquisitions (documented here) that allowed them to consolidate their respective industries regionally (in Latin America), and to become important world players.

1 In line with the international business literature, we mean by western MNEs such multinational enterprises from Western Europe, USA, and, in this context, MNEs from Japan.
Table 1. Comparative Analysis of America Movil and Cemex

<table>
<thead>
<tr>
<th>Industry</th>
<th>America Movil</th>
<th>Cemex</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Ranking (Mexico)Sales among all Companies, 2010</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Ranking of Mexican Companies in terms of Sales1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Regional Ranking (Latin America)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>World Ranking (in its industry)</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Market Share in Mexico, 2011</td>
<td>53%</td>
<td>71%</td>
</tr>
</tbody>
</table>

World Presence (number of countries):

<table>
<thead>
<tr>
<th>Region</th>
<th>America Movil</th>
<th>Cemex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latin America</td>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>USA</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Europe</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>Southeast Asia</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Egypt</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sales/Mexico’s GDP ratio (2009)</th>
<th>America Movil</th>
<th>Cemex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Sales/Mexico’s GDP ratio</td>
<td>6.84%</td>
<td>1.66%</td>
</tr>
<tr>
<td>Total Sales/Mexico’s GNI ratio</td>
<td>6.95%</td>
<td>1.68%</td>
</tr>
<tr>
<td>Listed in Stock Exchanges</td>
<td>Mexico, NY</td>
<td>Mexico, NY</td>
</tr>
<tr>
<td>Location of First Exports</td>
<td>Latin America</td>
<td>USA</td>
</tr>
<tr>
<td>Location of first FDI</td>
<td>Latin America</td>
<td>Spain</td>
</tr>
<tr>
<td>Foreign Revenues/Domestic Revenues ratio (in 2009)</td>
<td>63.9%</td>
<td>79.9%</td>
</tr>
<tr>
<td>Average annual growth rate, Total sales 2000-2009</td>
<td>34.5%</td>
<td>19.5%</td>
</tr>
<tr>
<td>Average annual growth rate, International sales 2000-2009</td>
<td>64.8%</td>
<td>30.7%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Acquired Companies (Domestic and Foreign)</th>
<th>America Movil</th>
<th>Cemex</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995-2000</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>2001-2005</td>
<td>27</td>
<td>2</td>
</tr>
<tr>
<td>2006-2012</td>
<td>29</td>
<td>7</td>
</tr>
<tr>
<td>Date of creation</td>
<td>1990</td>
<td>1906</td>
</tr>
<tr>
<td>Generation of the major Stock holder</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 1. International Revenues of the largest EMNEs from Mexico 1989-2009 (in millions of USD)

---

1 Walmart de Mexico, the subsidiary in Mexico of the retailer Walmart, Inc. is the second largest company in terms of sales (again, excluding the Mexican state-controlled petroleum company, PEMEX).
Data Sources: Companies financial reports, various years, Mexican Stock Exchange (BMV)

Figure 2. Acquisitions by Mexico’s largest EMNEs 1999-2011 (in millions of USD)

Keywords: EMNEs, Latin America, M&As, Corporate Strategy
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AN INVESTIGATION OF WAITERS’ OCCUPATIONAL IDENTITY (WOI): A LITERATURE REVIEW AND CONCEPTUAL FRAMEWORK
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ABSTRACT

The creation of occupational identity includes mending, developing, reinforcing, preserving or reviewing current identities (Ashforth and Schinoff, 2016; Cameron and Spreitzer, 2011; Costas and Fleming, 2009; Snow and Anderson, 1987). Consequently, instead of considering the formation of identity as a simple procedure of embracing a work position, occupational identity is an interactive and problematic procedure (Pratt et al., 2006). Most research has either focused on the merely operational qualities of worker’s jobs, and has not considered waiting as a sub-sector in its own right (Fine, 1996; Newkey-Burden, 2009; Paules, 1991; Sekara and Sevcikova, 2011; Sukhu et al., 2017; Ukandu and Ukpere, 2011). However, this research will provide an emphasis on waiters’ sense of self and their identity in the place of work.

The suggested research conceptual framework investigates waiters’ occupational identity, its antecedents (interaction, interferences, self-concept, authenticity, employer branding, inter-groups and stereotyping) and how this relationship, between antecedents and occupational identity, influences work engagement and employee turnover. Salience is used as a moderator of this relationship, to simplify the meaning of the stimuli (Figure 1).

Figure 1: Research conceptual framework

The complication of the ‘occupational identity’ relationship between individuals and aspects of the social environment of the restaurant, strengthens the case for the use of mixed methodologies, where qualitative and quantitative methodologies are used concurrently to gather waiters’ knowledge and to identify individuals’ perceptions, unencumbered by “what we expect to find or what we have read in
the literature” (Creswell, 2013, p.48; Wild et al., 2017). This is an argument that has given limited consideration to date (Nelson and Irwin, 2014). When it is essential to explain what establishes a phenomenon, qualitative methodology is more appropriate (Carson et al., 2001; Khan, 2014). Focus groups will involve discussions with crucial participants, such as managers of marketing and human resources restaurant departments, as well as hospitality lecturers. Semi-structured in-depth face-to-face interviews will be managed including waiters as participants, who originate from Michelin-starred restaurants in London. These two approaches will contribute to the study of waiters’ sense of self and in comprehending how waiters construct their own authenticity on the basis of an individual framework influenced by its antecedents.

Nevertheless, the main research technique in this investigation is the survey as the quantitative method, which will be guided to test the research hypotheses and the designed conceptual model; for this, a questionnaire will be distributed among waiters. The combination of quantitative and qualitative approaches might, therefore, contribute a richer scenario regarding the process of identity construction and the work environment of waiters, by obtaining the feelings and thoughts from waiters about their own work, as well as trustworthy and accurate data from the participants (Malhotra et al., 2012).

The present study is significant because the importance of perceptions, such as identity and knowledge for forming specific job roles, is still under-examined in specific situations. Managers need to work with and understand the individual framework of waiters’ innate in job roles because these have an influence upon principal interests, such as work engagement and turnover of waiting employees. The result of this research will contribute to the academic body of understanding for scholars, by examining the role of work in identity construction of waiters. This research endeavours to address the research gaps, particularly in the field of occupational identity construction (Jung, 2010; Loncaric, 1991; Van der Zee et al., 2004; Walsh and Gordon, 2008). Moreover, this study will evaluate and present a model which defines the relationship between the constructs of occupational identity, the characteristics that influence occupational identity and its consequences.

The outcome of this research can contribute effectively when working with government policymakers to develop what is called ‘working futures’, a regularly updated forecast of skills in the UK labour market (Warhurst, 2017). With regard to possible managerial implications, one of the influences of employee turnover and work engagement is the negative judgement that society has of working in restaurants in the UK (Wildes, 2005). A possible solution within the research can be gained with the formation of an agentic role on the construction of occupational identities; this will provide the right characteristic model in order to maintain the principal abilities of an occupational identity intergroup.
Occupational identity is suitable to many significant areas in the restaurant sector, such as the quality of service delivered, which is a feature of massive competitive benefit in today’s global market. Also, as some waiting staff are against globalisation and homogenisation (Cameron, 2001; Palmer, 2010), by recognising standardisation of the brand and the attractiveness of job authenticity, some potential outcomes can be offered.

**Keywords** - Occupational identity, work engagement, employee turnover, waiters.
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ABSTRACT

This extended abstract summarises a research proposal which aims to investigate a potential move into the international delivery of specialist nutritional advice on behalf of a consortium of independent nutritionists based in Cyprus. The consortium operates out of a medical centre based in Nicosia, Cyprus. The nutritionists who are organised into the consortium are well qualified and experienced in their professional field and they offer specialisms within the general area of nutrition but they are confronted by a degree of market saturation for nutritional advice services in Cyprus. One logical response to this situation might be to extend the service into the international market through the use of digital technology. Such a service could be delivered on an individual basis via Skype or similar platforms.

As the consortium members are fluent in Greek and English opportunities may exist in market expansion into Greece and the United Kingdom (U.K.). The purpose of this particular research project is to undertake exploratory research into the potential U.K. market for Cyprus based nutritional advice.

The research question is, ‘To investigate the potential for the delivery of nutritional advice via digital technology between Cyprus and the U.K.’

The proposed research can be termed marketing research as it is intended to inform business development.

A mixed method approach will be adopted involving questionnaires and a small number of online interviews. The approach will derive from the interpretivist tradition and will be broadly inductive in nature as such an approach is consistent with the use of a mixed-method approach (Saunders, Lewis and Thornhill, 2016). The proposed research can aptly be termed applied research (Easterby-Smith et al, 2012).

A report by the Health and Social Care Information Centre (content.digital.nhs.uk) states that obesity is a major public health problem in the U.K. due to its association with type 2 diabetes, hypertension and hyperlipidaemia which are all serious chronic diseases. The document reports that in 2014, 58% of women and 65% of men were overweight or obese in England. Poor diet and nutrition have been
recognised as major risk factors for ill health and premature death (content.digital.nhs.uk). This suggests that there is a compelling need for appropriate nutritional advice in England and the U.K.

Exactly comparable data from Cyprus is not available but according to the World Health Organization, estimates suggest that in 2008, 58.8% of the population was overweight and 25.5% were obese (euro.who.int). The prevalence of being overweight was higher amongst Cypriot men at 66% than amongst Cypriot women at 52.1%.

These figures suggest that although the prevalence of being overweight or obese may be lower in Cyprus than in the U.K. (given that directly comparable figures are not available from the same year), nutritionists in Cyprus are likely to have experience of treating consultees facing similar challenges to those in the U.K.

Accurate comparative figures for the number of practising nutritionists and dieticians in the U.K. and Cyprus are also difficult to obtain. The London based Association for Nutrition, which is the custodian of a voluntary register of Registered Nutritionists and Registered Associate Nutritionists listed some 1970 registrants at the time of writing although some 10% of this number are thought to be overseas practitioners (associationfornutrition.org). The Association of UK Dieticians has 9,000 members (bdaku.com). There are thought to be 500 nutritionists and dieticians in Cyprus but not all of these are registered with the appropriate body. The U.K. population numbered approximately 65 million in 2015 (ons.gov.uk). By contrast the population of the Republic of Cyprus was approximately 848,000 in 2015 (cyprusprofile.com). Even allowing for considerable error these figures suggest that there are many more nutritionists and dieticians per head of population in Cyprus than there are in the U.K.

Cyprus is associated with the Mediterranean diet which has been linked with good health and a healthier heart (nhs.uk). Cyprus based informed nutritional advice related to the Mediterranean diet could offer valuable health and other benefits to U.K. nationals and this research seeks to investigate whether there is a demand for such a service.

The research will utilise both primary and secondary sources. Secondary research will draw upon resources such as Mintel and Keynote which are both collections of market research information.

Niche marketing is an appropriate strategy for smaller organisations entering into international markets and several U.K. market segments may be worthy of investigation. These are Cypriot nationals living in the UK or those of Cypriot origin, people who have holidayed in Cyprus or who intend to holiday in Cyprus and young professionals in demanding jobs seeking nutritional advice on what kind of food to eat to reduce tiredness and increase work performance.
Another segment which may have an interest in pertinent nutritional advice is U.K couples planning to marry in Cyprus. The U.K. has witnessed dramatic growth in the number of couples who elect to marry abroad and Cyprus is a key destination for overseas marriages. A 2013 survey by Liverpool Victoria (lv.com), the U.K.’s largest friendly society and a leading financial mutual organisation, reported that one in six British weddings now take place abroad. The survey found that 280,000 people had married abroad in the previous five years and that this represented a 20% growth rate over the previous decade. Cyprus was the fourth most popular destination for an overseas wedding after the U.S.A., Spain and Italy. The survey established that 3.7 million Britons (8% of the total population) had attended a wedding abroad in the previous 5 years and a further 11% had received an invitation to a future wedding. Overseas weddings tend to cost less than those conducted in the U.K. although the cost to wedding guests may be considerably greater. However a recent fall in the value of sterling versus the U.S. dollar and the euro may have impacted on the number of destination weddings.

Opportunities to add value to the nutritional advice service could be offered through packages which allowed couples (and/or their guests) to gain hands-on experience in the preparation of traditional Cypriot foods in atmospheric environments.

The proposed service delivery mechanism (Skype or similar) is likely to appeal to those who are comfortable with this technology.

Those who grew up with digital technology are known as ‘digital natives’ and those adults who have adopted new technologies as they have emerged are known as ‘digital immigrants’ (Prensky 2001, cited in Colbert, Yee and George, 2016). Both these groups are heavy users of technology and they are increasingly au fait with emerging technology and reliant on what it can deliver. Very large numbers of digital natives and digital immigrants are present in the U.K. and these groups are likely to be receptive to real-time communication platforms which permit consultations across international borders.

Facebook Business will be used to survey samples of the identified target audiences initially through the use of an online questionnaire. By using Facebook Business it will be possible to segment the audience by location, demographics, interests (based on the interests, hobbies and pages they ‘like’ on Facebook). Other information may be drawn from the samples’ interests, activities, education and job titles, from their online purchasing behaviour, device usage and other activities. For instance, partner categories such as ‘health and fitness’, ‘destinations’ and ‘weddings’ could be selected under behaviours. It will then be possible to overlay additional targeting options such as men or women aged between 20 and 40 years of age.
Using this approach it should be possible to assess demand for an international nutritional advice service with some accuracy. In addition to asking questions designed to assess demand for the service the questionnaire will also seek to gauge attitudes towards remote face-to-face nutritional consultations. Once the preliminary data has been obtained the intention is to conduct semi-structured online interviews with a small purposive sample of informed individuals in the U.K. In parallel with the online research a series of nutritional consultations will also be carried out with a U.K. resident via Skype as a pilot study.

The research is expected to contribute principally to practice but it may also contribute in developing theory related to the entry of micro and small businesses into international markets.

**Keywords:** Cyprus; United Kingdom; Nutritional, Digital; International Marketing; Mediterranean Diet
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ABSTRACT

Due to the intense competition in the marketplace, nowadays, customers are exposed to numerous brands from across the world, and, therefore, building brand equity has become an important source of differentiation. Although research has demonstrated that marketing communication has a positive impact on brand equity, previous studies concerning the relationship between marketing communications and brand equity mainly focused on the traditional instruments of marketing communications, and only a few focussed on social media platforms (e.g. Schivinski and Dabrowski, 2015). Thus, identifying the relationship between this new means of communication and brand equity is vital. Social media offers an opportunity for consumers to talk to hundreds or even thousands of other consumers around the world, and, hence, is changing the traditional marketing communication as companies are no longer the sole source of brand communication. Therefore, some academic research has been conducted to differentiate between firm-generated and user-generated social media brand communication and examined the impact of these two forms of social media communication (e.g. Bruhn et al., 2012). These studies, however, consider firm-generated and user-generated social media brand communication as separate independent variables, whereas, in fact, firm-generated social media communication has a certain ability to influence consumer-to-consumer communications. Hence, it is crucial to investigate the co-creation of user-generated and firm-generated social media brand communication.

Moreover, for the past decade, China has become the focus of considerable business activities and has been receiving growing attention from academics and researchers. With the growing trend of globalisation and the progressive opening of China as a market, multinational corporations have entered China with increasing regularity, thereby bringing their brands and products to increasingly brand-conscious Chinese consumers. This is particularly so for young adult consumers, as, in China, young adult consumers have a higher propensity to spend (Stanat, 2006) with an increasing focus on fashion and brands (McEwen et al., 2006). Therefore, understanding the behaviour is crucial for businesses targeting this young adult consumer segment.

Accordingly, the objective of this study is to examine the relationships between the social media brand...
communication and customer-based brand equity and the relationships between the customer-based brand equity dimensions. Therefore, this study adopts the mixed-method research design that is consisted of two phases. The first phase is using qualitative research method to gain a deeper insight into the notion of social media brand communication and customer-based brand equity and refine the conceptual model that has been developed on the basis of existent literature. In the second phase a main survey will be conducted to test the research hypotheses and the proposed conceptual framework.

**Keywords:** Brand equity, Marketing communications, Social media, High street fashion
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NATIONAL INNOVATION SYSTEM IN SMALLER NATIONS; THE CASE OF MONTENEGRO
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ABSTRACT

There is a global recognition that innovation is a key driver of international competitiveness. Since the 1980s attention has been given to the concept of the National Innovation System (NIS), in which a range of public and private institutions interact with each other to foster innovation and diffuse new technologies. The concept of the National Innovation System (NIS) emerged in the 1980s with the work of Freeman (Freeman, 1987) and Lundvall (Lundvall, 1998). It was the success of economies such as Japan, Germany and the United States in linking their public investment in research and development with the growth of successful technological innovation that triggered strong interest in the NIS concept (Lundvall, 2007). Interest in the NIS concept has continued steadily over the past 30 years, and is now officially recognised by many nations (OECD, 2006). In small nations however this is taking time to develop.

A key area of interest within NIS studies is the role played by universities in their interactions with industry. According to Lundvall (Lundvall, 2007) this nexus between industry and universities for the transfer of technological innovation has been based largely around the experience of the biotechnology and pharmaceuticals industries in the United States. The success of such networks elsewhere around the world has been less clear, although it has not stopped its emulation – with some success – in a number of other countries (OECD, 2012).

Since the 1970s governments throughout the industrialised world have launched a range of initiatives designed to link universities more closely with industry in the process of innovation. These initiatives generally seek to stimulate local economic development by encouraging universities to transfer out their technology to industry. Engaging the inventors in this commercialisation process has been viewed as important (Alexy and Joachim, 2008). This is due to the recognition that many new technologies are highly complex and may not be fully understood by industrial end-users (Linton and Walsh, 2004). Universities have been viewed as having a role to play in this technological development (Styles and Genua, 2008).

In the knowledge economy that has emerged over the past 20 years, universities, as major centres of learning and research, are becoming increasingly important as the source of ideas that can be turned into new products, processes and systems (OECD, 2012). This is particularly so in the enabling...
technologies such as information and communications technologies (ICT), biotechnology and nanotechnology.

Innovation is the key to ensuring the long-term economic prosperity of any nation. A more complete understanding of business innovation and its management, particularly within government, enhances policy frameworks that may assist countries to achieve greater innovation success. In particular, it enables public policy to take a broader, more holistic view of the range of policy structures that influence business innovation, rather than a narrow focus on science and technology policy. Research managers often find themselves attempting to promote and facilitate industry engagement with universities while knowing relatively little about the nature of such relationships (Freeman and Soete, 2009). Of particular importance is the ability of academics to adopt a more entrepreneurial approach to the commercialisation of their research, with research findings that suggest a positive correlation between entrepreneurial activity and research productivity (Van Looy et al., 2011).

Despite its relatively small population, approximately 620 thousand people, Montenegro’s university sector is active in collaborating with industry and the government encourages such plans. For example, University of Montenegro has been actively involved with PACINNO project (Cozza et al., 2016) which is a collaboration platform that connects into a single, regional innovation system the academic and research institutions, policy makers, and innovative companies of eight countries belonging to the Adriatic region (Albania, Bosnia-Herzegovina, Croatia, Greece, Italy, Montenegro, Serbia, Slovenia).

Research shows that the level of received support through innovation incentives from the government, regional authorities and the EU is low and the total number of new PhD graduates, as to the total share of the active population, is significantly lower than the Region and the EU (Karadzic et al., 2016).

In Montenegro, there are several important factors that should provide the right conditions for the development of the National Innovation System. The most important factors are the development of human resources for research and development, and the education and training of the employees in the private sector. For this purpose, equipment for scientific research and appreciation for higher education is required. It is important for the university management to interact with industry and government for socioeconomic development which requires changes in the functions and structure of the universities and the development and functioning of Science and Research System in Montenegro. Research also points out that the most important for Montenegro is also: The formation and development of scientific human resources; Building of a scientific research infrastructure and entering more into the international scientific research cooperation (Tinaj et al., 2013).

Keywords: Innovation Management, Innovation System, National Innovation System (NIS), Scientific Research, Science and Technology, Montenegro, Economy, Structure and Strategy.
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IDENTIFYING SUCCESS FACTORS IN FOOD EXPORTS: AN APPLICATION OF THE BEST-WORST SCALING METHOD
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ABSTRACT

Taking into consideration the major contribution of food exports in the development of Euro-Mediterranean economies, the present study aims to analyse export performance at firm level and assess the importance that food-exporting firms assign to drives and barriers of export performance. Building on exploratory findings from an earlier study (Karipidis et al., 2016), the present study examines two sets of factors connected with the primary production that are considered to impact export performance of food firms. This exploration is especially useful taking into account the structural characteristics of the Euro-Mediterranean agriculture, which is characterised by the small size of farm businesses and the overall conditions of the agricultural production. The first set of factors comprises of reasons that influence export performance positively (success factors), whereas the second includes those with a negative impact (barriers).

We adopted the Best-Worst scaling method Marley and Louviere, 2005) due to its ability to provide a better discrimination of the factors analysed, and its simplicity that makes a significant contribution to practitioners. The method has been applied in the study of consumer preferences towards wine and other food products (Chrysochou et al., 2012; Chrysochou, 2012; Cohen, 2009; Lockshin et al., 2016; Rezaei et al., 2016). We distributed our questionnaire to food exporting firms in Greece and across the following sectors: fruit and vegetables, wine, dairy, animal products and olive oil. The questionnaire included a list of performance measurement indices, the two lists of success factors and barriers, and questions related to the background of the firm. Our respondents were staff members of each exporting firm.

At the time of writing this abstract, data collection is taking place after sending electronically the questionnaire to more than five hundreds of food exporting firms. A preliminary analysis of responses from 59 completed answers shows that the Best-Worst method can be effectively implemented to identify the drivers of the food exporting firm performance. The preliminary results indicate that the big majority of exporting firms are small and too small and that they export their products in several export markets. Food exporters are viewing export performance to be composed of a set of seven indicators associated with entering in new markets, gaining of new customers, export volume and...
value, market position and profitability and the big majority of them perceive the performance to be enhanced last three years. Among the most important success factors between the thirteen factors related to the primary production examined are raw product quality and safety, and quality controls exerted by firms in purchased products. In regards to the barriers, the most important factors between thirteen factors related to the primary production examined are the quality-related uncertainty of raw products, the high cost of purchasing and collecting products by farmers, and the high producer prices.

*Key words: Best-Worst scaling, export performance, barriers, food supply, primary production*
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TITLE- DEVELOPMENT AND VALIDATION OF A SCALE FOR TEAM TASK ROLES, TEAM TASK TYPES AND TASK INTERDEPENDENCIES
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ABSTRACT

This paper describes the development and validation of a scale for Team Task Roles, Team Task Types and Task Interdependencies. This scale is based on Mumford et al, (2006) team task roles. The authors opined that when individuals work in teams, they take on team roles, perform team tasks, and task have interdependencies.

The three constructs for the scale are Team Task Roles, Team Tasks and Task Interdependence. Team Task Role is unique behavior displayed by a team member for accomplishment of team goals in specific situations and responsibilities (Stewart et al, 2005). Team Tasks were classified by various researchers according to task features related to task structure, technology requirements, complexities, abilities required etc. for task completion (Devine, 2002). Team task interdependence is a distinct feature of the team tasks, as tasks are collective responsibility of the team members who use their shared or combined intellectual as well and technological resources for mutual as well as team benefit (Van der Vegt and Van der Vliert, 2002; Rossi 2008).

The scale covers five team task roles (Creator, Critic, Contractor, Contributor and Completer; Mumford et al, 2006), three team tasks types (idea generation, production and problem solving) and three task interdependencies (pooled, sequential and reciprocal) and the interplay between the three.

The following questions guided the research -

1. What Team Task Roles do the team members naturally adopt?
2. What is the relationship between Team Task Role and Team Task Type?
3. How do Team Task Interdependencies influence Team Task Type?
4. What is the relationship of Team Task Role with Task Interdependency?

Hypothesis: Team Task Role, Team Task type and Team task interdependency are interrelated.

The nomological networks were examined amongst dimensions of Team Task Roles, Team Tasks and Team Task Interdependency by mapping each team interdependency type with each team task type and each team task role type (Figure 1).
The authors developed an initial scale of 240 items and subjected it to reliability and validity tests. The definitions and situational possibilities of each task role (Mumford et al. (2006) and Hackman’s Task Definitions (1990) and Task Interdependencies (Thomson, 1967) formed the basis of the scale. Content validity to ensure qualitative instrument output for team task role, team task type and team interdependency items generated for the scale was done by a panel of experts including academicians, industry and language experts by convenience sampling. SME panel helped evaluate item pool compilation by Delphi technique for conformity and redundancy. Final restructuring and regrouping of item subsets was based on the feedback of SMEs and helped refine the item pool to 240 items to be tested for reliability analysis. Exploratory (EFA) and Confirmatory factor analysis (CFA) was done (Table 1). Cronbach alpha was computed for the scale 0.973 as well as the subscales. The purified scale items include (five Team Task Roles; three Team Task Types and three Team Interdependencies $5 \times 3 \times 3 = 45 \times 2 = 90$). The final scale with 90 items has a cronbach alpha reliability of 0.973 after CFA and is named as Team Task Roles and Task Interdependency Scale.

<table>
<thead>
<tr>
<th>Items</th>
<th>Items after Exploratory Factor Analysis</th>
<th>Items after Confirmatory Factor Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pooled</td>
<td>80</td>
<td>38</td>
</tr>
<tr>
<td>Sequential</td>
<td>80</td>
<td>42</td>
</tr>
<tr>
<td>Reciprocal</td>
<td>80</td>
<td>36</td>
</tr>
</tbody>
</table>

*Table 1 – Initial Items, items after EFA, and items after CFA*

The theoretical foundations this instrument is based on a conceptual model of the Team Task Roles of Team members as defined by Mumford et al (2006), Team Tasks and the interdependent nature of the tasks. It aims to be used for assessing the relationship between Team Task Roles, Team Tasks and Team Task Interdependencies. It can be used for diagnostic profiling of the Team members for task roles and be used for forming teams that require or display interdependent task responsibilities. Team members with complimentary capabilities can be selected for a particular team task, backed with an understanding of the core team task role and interdependent team task type requirements.

This framework has distinct characteristics providing a definitive structure for the instrument at individual team task roles, team task types and task interdependency levels. It takes Mumford et al
research a step forward by outlining how individuals respond to different task types and task interdependencies and what role behaviour they display while performing these interdependent tasks. It displays its potential helpfulness by combining team task role knowledge with task types in interdependent work situations. The resultant model not only recognises the three main constructs and their unique contribution to team behaviour and effectiveness but also integrates the main theoretical framework by specifying their relationships and the implications of results for selection and team building are discussed. Incremental value to validity of the instrument may be gained by furthering research of team task role from compilation to sufficiency to proficiency/expertise.

**Keywords: Teams, Team Task Roles, Team Task Types, Task Interdependence**
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SPONTANEOUS VS. INDUCED CLUSTERS: NETWORKS AND COMPETITIVE ADVANTAGE
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ABSTRACT

Clusters, defined as a geographic concentration of interconnected businesses, suppliers, and associated institutions, have attracted increasing attention in the management literature (e.g. Beal and Gimeno, 2001; Öz, 2004; Porter 1998). In the strategic management literature, the term “cluster” has been popularized by Michael Porter (1998), who claims that clusters have the potential to affect competitive advantage in three ways; by increasing the productivity of the companies in the cluster, by driving innovation in the field, and by stimulating new business formation. Social capital theory, on the other hand, suggests that a firm’s external networks play a major role in contributing to its performance (Leenders and Gabbay, 1999). There is a growing literature that claims that the effectiveness of localized networks is related to social capital, which covers cultural norms of trust, cooperation and reciprocity (Fukuyama, 1995). The available literature also shows that a firm’s existing network enables it to establish new linkages through referrals by its current partners as well as the visibility that the network ties provide (Gulati, 1999).

This study aims to define the network patterns of firms in spontaneous versus induced clusters deriving from the cases of two hosiery clusters in Istanbul, located in Ikitelli Industrial Zone Corapcilar Sitesi (the induced cluster) and the Yesildirek district (the spontaneous cluster). As a sub-sector of the competitive Turkish clothing industry, the hosiery industry ranks the 2nd in the world hosiery production, just after China. According to ITC Trademap statistics, the Turkish hosiery industry is the 3rd largest exporter in this sector, with a share of 7.7%, following China and Italy. The Turkish hosiery industry exports its products to nearly 130 countries worldwide, and the EU, with a share of about 90%, is the most important market. Face-to-face, in-depth semi-structured interviews with hosiery firms located in the above stated two clusters in Istanbul (where the majority of manufacturers are located) provide both a general understanding of the existing network patterns and also how these networks help promote competitive advantage. An analysis of the linkages among hosiery firms in these clusters reveals that networks are denser in relative terms in the spontaneous cluster when compared to the induced cluster. The relations in the induced hosiery cluster are rather weak and resemble what Uzzi (1997) describes as market or arm’s length relations. Specifically, inter-firm relations in this cluster are characterized by low mutual dependence, a finding that implies being in the same location is not enough, in and of itself, to develop dense relations with the neighboring
firms. Firms in the spontaneous cluster, on the other hand, much emphasize the importance of linkages, especially with regard to the importance attributed to cooperation and trust, knowledge sharing as well as long-term ties. These dense interpersonal networks among firms in the spontaneous cluster have in turn created a strong base, generating knowledge spillovers and reinforcing competitive advantage. Moreover, the analysis conducted reveals that strong ties, in terms of time and energy invested in the relationship, are considered vital for firms in Yesildirek, the spontaneous cluster, whereas weak ties are seen as just acquaintances, a finding in line with Granovetter (1973).
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THE IMPACT OF DIGITAL NETWORKS ON MANAGERIAL DECISION MAKING: PRACTICALITIES AND PARADOXES
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ABSTRACT
A key element of management is to prepare for the future. This task has become increasingly difficult in this age of multiple disruptions. In order to navigate these disruption, decision makers are increasingly called upon to exhibit innovative processes and solutions. This research examines the potential role of digital networks in innovation. Specifically, it looks at the characteristics of these networks and the manner in which managers elicit, evaluate and engage in actions to mold optimal personal and organizational outcomes. Paradoxically, it seems that the very nature of digital networks and their by-products, simultaneously creates a situation in which managers have both potentially more and less discretion with regard to how they can act. Similarly, they seem to both increase and diminish chances that their actions will lead to desired outcomes. The first stage of this research program is to be the establishment of a background, theoretical understanding of the dynamics at play. Following that, the plan is to undertake empirical research within organizational settings.

INTRODUCTION
A key element of management is to prepare for the future. This task has become increasingly difficult in this age of multiple disruptions: social, economic, spiritual, and technological. Indeed, if there is one thing that characterizes the current era, it is “disruption.” The changes are coming “fast and furious” - creating what Bauman termed “liquid modernity” - “a situation in which the conditions under which its members act change faster than it takes the ways of acting to consolidate into habits and routines” (Bauman 2006, p.1).

As such, the need for decision makers to engage in innovative processes and solutions has become a progressively more crucial factor in the success or contemporary organizations. A central tool in the above are the emerging internet and digital networks. Lanier (2014) suggests that these ever more sophisticated digital networks will create a future that may seem unfathomable today. The exponential growth of digital networks and the information they contain will not only fundamentally change the developing future, but also the very way in which organizations - and those acting within them - respond to an unknown future.
Along the lines of work done by Leonardi and Barley (2008), Orlikowski (2009), the purpose of this research is to examine how digital networks and their accompanying characteristics impact the manner in which managers elicit, evaluate and engage in actions to mold optimal personal and organizational outcomes. More specifically, this work will establish the background, theoretical understanding of the dynamics at play. At the next stage, empirical research will be done within organizational settings.

Organizations can be viewed as techniques of assembling and arranging resources to deal with those future problems that may emerge. The reconfiguration of organizational capacities to deal with the future is a central focus in the context of the proposed research. It seems that, in the spirit of Tsoukas (1997), paradoxically; the very nature of digital networks and their by-products, simultaneously creates a situation in which managers have both potentially more and less discretion with regard to how they can act as well; as well as increased and diminished chances that their actions will lead to desired outcomes. For the networks and information flowing through them may - among other things - both increase and ingrain organizational routines and/or diminish and disassemble such routines, as the mechanics and the messages they transmit lead to a situation in which standard operating routines are increasingly upended (Feldman, Pentland, D’Adderio and Lazaric 2016).

Weick (1979) noted that all managerial actions begin with "sensemaking" - the efforts of the individual to extract meaning from their reality. In terms of managerial decision-making, hierarchy and organizational structures provide, filter and "condense" information (be it via market research, human resource management etc.). Digitalization allows managers to "directly" access relevant information without necessarily relying on intermediates. Thus, it can be argued that digital networks can, perhaps, enhance one's understanding of the surrounding reality in that they provide the individual with much more timely information. As such, they may provide a much more complete picture of one's experiences and current reality, one that simply "makes more sense."

The information afforded by these digital networks (eg. the famous "big data") may also augment the ability to understanding what possible "futures" may exist. Beckert (2013) suggested that behavior is guided by subjective, self-created "fictionalized futures." These subjective "fictionalized futures" both rest on past experience and are fueled by hopes and apprehensions regarding open possibilities. On one hand, digital networks may improve imperfect assumptions regarding the future turning them into objective, "nearly perfect" (or at least, "much better") predictions. As such, they allow managers with the possibility of getting much larger ROI from actions. On the other hand digitalization might lead to less constructive "fictionalized futures" that are more impervious to change and reexamination, as autonomous computerized decisions are made.
Digital networks may have another, unexpected, effect on the ability to respond adequately to the future. First, the individual’s actions and behaviors become increasingly more widely (and deeply) immortalized in digital network, a "sticky" type of digital identity (Beckert, 2013) may emerge - leading to more difficulty to "back out" of previous ideas and decisions. These widely available digital identities may further impair the ability of managers to achieve their future goals in, yet, a different way. For, both various stakeholders with whom managers interacts (i.e. employees, superiors, customer etc.) and possible business "adversaries" may be able to access information that will curtail the ability of managers to successfully negotiate with or otherwise "outwit" the above. Those sharing the business arena with the managers may simply be better prepared to guess the “next move” of the manager.

Clegg (1990) suggested that the transition to the bureaucratization of organizations was seen as "irresistible and inevitable." The impact of technology seems to be following a similar pattern. The "more advanced technology becomes, the more all activity becomes mediated by information tools" (Lanier, p. 16). This mediation of our lives is likely to have both beneficial and detrimental effects on the ability of managers - and the organizations they lead - to optimally negotiate the present future and the future present that awaits.

Keywords: digital networks, managerial decision making, technology and management, innovation
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ABSTRACT

This paper examines the potential prospect of change in the state business undertakings in response to complex new environments. The establishment of an effective authority between state and business has been one of the key challenges in current dilemma of global socio-economic political crises. Global business involve the urgent new framework in state-business affairs in the world, especially in the west. At present, ongoing debate about the role of the state lies at the heart of development economics. Much of this debate has been and continues to be dominated by the idea of “market failure”. The early development theorists (Rosenstein-Rodan, 1943; Hirschman, 1970) pointed to market failure as a reason for comprehensive planning. The actual experiences of the developing countries, in the context of problems associated with government intervention, and theoretical arguments against the role of the state, led to the recognition of government failure as an impediment to development (von Hayek, 1967; Bauer, 1984; Little et al., 1970). More recently, de Soto (2000) has made the argument that the lack of property rights is the fundamental reason for developing economies being unable to develop successful business and economics models. This paper analyzes the main futures of global market mechanism and reasonable basis of change within entangle state business affairs. However, it concludes that in view of the current dilemma in both global markets and state-business affairs may require rather socio-political imbalances to perceive any profound changes.

Keywords: Global business, state-business, diversify, affairs, entangle, state responses, business
MARGINAL REVOLUTION: ROLE OF INTERMEDIARY IN INTEGRATION OF STREET VENDORS IN FORMAL ECONOMY
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ABSTRACT

In this paper, using an institutional theory perspective, we contribute to the body of knowledge about the process of transition from informal to formal economy through the study of SEWA’s involvement in empowerment of street vendors in India. By situating our research in the context of institutional voids and deep poverty, we draw attention to the role of intermediary in empowering of disempowered actors in an informal economy. Through our case study, we identify three processes through which the non-marginalized actor achieves empowerment of the street vendors: (i) creation of collective identity among street vendors; (ii) regulatory entrepreneurship that involves initiating and influencing creation of national laws regulating street vendor activities; and, (iii) making sure that the law becomes available and meaningful to the vendors.

INTRODUCTION

Although there exists a diverse body of knowledge on informal economy, it still remains largely fragmented. Researchers working in various domains (e.g., anthropology, economics, sociology, etc.) have tried to understand the cause and effects of informal economies across the globe, so that possible solutions can be devised to transition it to formally economy. While sociology scholars have tried to explain informal economy with the perspective of empowerment or rather the lack of empowerment to participate in formal economy (Portes, Castells, & Benton, 1989), economists have tried to explain it from cost-benefit perspective for actors willing to enter and remain in informal economy.

Although the demography of actors participating in informal economy is similar across countries, the institutional arrangements and conditions differ substantially from country to country. Therefore, researchers have recently taken an interest in the informal economy from an institutional perspective (Ahlstrom & Bruton, 2006; Battilana, Leca, & Boxenbaum, 2009; Bruton, Ahlstrom, & Li, 2010; Bruton, Ahlstrom, & Obloj, 2008; Khanna & Palepu, 2010; Mair, Martí, & Ganly, 2007; Mair, Martí, & Ventresca, 2012; Stephan, Uhlander, & Stride, 2015; Webb, Ireland, & Ketchen, 2014) We build on existing research on institutions at various levels and the role they play for transition of informal economy towards a formal economy. Scholars have also started taking into account the
importance of intermediaries and institutions at meso level, because of a large gap between the macro level, consisting of state, legal frameworks, national financial institutions, and the micro level, i.e., individual, who are the actual actors in the informal economy (Battilana, Leca, & Boxenbaum, 2009; Lee & Hung, 2014; Mair et al., 2012; Seelos, Ganly, & Mair, 2006; Roelants, 2000). Studies so far have subtly established that role of meso level institutions is to reinforce informality (De Castro, Khavul, & Bruton, 2014) or at best to enable the marginalized citizens to access markets (Mair, Marti, & Ventresca, 2012; Martí & Mair, 2009; Seelos & Mair, 2007; Stephan, Patterson, Kelly, & Mair, 2016). While this is equally true depending on the meso institutions at work, with this study we present that such intermediaries at meso level can be crucial and highly effective in empowering the informal actors to move from informal to formal economy. Moreover, most existing studies tend to focus on either the meso level together with actors at the micro level, or the meso level and its relationship with the macro level (De Castro et al., 2014; Droege & Johnson, 2007; Roelants, 2000; Viterna & Robertson, 2015; Webb, Tihanyi, Ireland, & Sirmon, 2009), there is very little research on the bi-directional role of intermediaries at the meso level. The dual role that meso level intermediary can play to empower and improve the socio-economic conditions of the marginalized micro level actors and also to reshape the macro level, so that the government policies work for providing a better context for improving the conditions for marginalized actors is understudied.

Set in the context of India, its street vendors, the new Street Vendors act and the role of organization called Self Employed Women’s Association (SEWA) which acts as an intermediary, we study the role and mechanism employed by this intermediary to disrupt institutionalized structures of inequality and thereby transition to formal economy. We conduct 286 structured interviews with the street vendors, 12 semi-structured interviews with the street vendor leaders, and 4 semi-structured interviews with the SEWA team. We combine these interviews with archival data, which consists of 64 reports from SEWA and other related sources. Through our case study, we identify three processes through which the non-marginalized actor achieves empowerment of the street vendors: (i) creation of collective identity among street vendors; (ii) regulatory entrepreneurship that involves initiating and influencing creation of national laws regulating street vendor activities; and, (iii) making sure that the law becomes available and meaningful to the vendors. Thus, the non-marginalized intermediary diminishes prevailing inequalities by spanning macro and micro institutional levels, formal and informal economy, and enabling poor to become full citizens able to use local resources, realize choices, and enjoy their rights enshrined in the legal system.

Keywords: Informal economy, Social Entrepreneurship, Institutional Theory, Institutional Entrepreneurship, Empowerment, Regulation
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SUPERVISOR COMMITMENT VERSUS ORGANIZATIONAL COMMITMENT

Kidron, Aviv
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ABSTRACT

The purpose of this paper was to analyze the relationship between psychological contract fulfillment, empowerment, participative decision making and supervisor commitment, as well as affective commitment. Supervisor commitment is considered a mediating variable since it emphasizes the importance of the supervisor’s role in the relationship between employees and the organization. The sample comprised of 522 employees from 11 organizations operating both in public and private sectors. Psychological contract fulfillment, empowerment, participative decision making are positively related to both supervisor commitment and affective commitment. Supervisor commitment was found the most significant predictor of affective commitment among employees. Supervisor commitment partly mediated the relationships between empowerment, psychological contract, participative decision making and affective commitment. The findings consistently accord with social exchange theory, which draws attention to the importance of the dyadic and interpersonal relationship between employees and their supervisor and the possibility that it leads to supervisor commitment. In practical terms, supervisors play a key role in upholding and maintaining the psychological contract and cultivating employee empowerment.

Keywords: supervisor commitment, affective commitment, psychological contract, psychological empowerment, participative decision making,
THE BUSINESS MODEL CANVAS AS THE KEY TO A COMPANY’S SUCCESS
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ABSTRACT

The important management tool that simplistically describes the organization and operation of all activities aimed at creating the company’s values is the business model. The quality business model allows determining the value preferences of consumers and finding ways to meet them with the aim of adding values of the company. In addition, as experience shows, commercial success often depends on technological innovations, namely on building optimal business models.

There are many definitions of a business model. The business model is a conceptual tool to study a complex object (business system) reflecting the logic of business. The business model is a brief description of how the company operates. The value here is that you can use a business model to ensure a strategic fit between various activities. The business model is a role model. The value is that it can be used to describe how a company should function. For one and the same technology, product or service there is a large number of business models. And is there a business model for maximum success?

From the standpoint of system approach, the instrument for visualization of the logic of a company’s business model is the universal business model, so-called “canvas” (template) of the business model authored by Alexander Osterwalder and Yves Pigneur. Today it is the most popular solution in this area.

Having studied and analyzed the tens of universal business models of other authors, Osterwalder and Pigneur proposed a model the undoubted advantage of which was its original graphic solution, namely a matrix template, which they called The Business Model Canvas. Canvas is a schematic display on a single A4 page of the most important things for detailing of business processes, development scheme, plans, projects, startups. The canvas is a powerful tool for business modeling and innovation at the level of senior managers. Its potential is that it can capture a complete set of the most important elements of business modeling. Simply put, it displays them using visualization and simple charts, allowing managers to “create a business model on one sheet of A4 paper” (Coen et al., 2013).

Visually this template resembles a canvas, on which like part of a pattern for cutting fabric the components (in the author’s terminology – blocks) of a business model are placed.
The Business Model Canvas consists of nine main blocks (components). We present them in the order adopted by the Y. Pigneur and A. Osterwalder: customer segments, value propositions, channels, customer relationships, revenue streams, key resources, key activities, key partners and cost structure (Osterwalder and Pigneur, 2010) (Figure 1).

These blocks are grouped into four basic areas: consumers (clients), offer, infrastructure and profit formula. The presence of a selected client direction consisting of three components – “customer segments,” “channels” and “customer relationships” is, in our opinion, the main advantage of this model in the context of the objectives of the company for managing the client portfolio and client relations.

Thus, the Business Model Canvas is an overview on one page, which describes the current (or prospective) activities of the company and the steps to be taken. The visual format of this model is well suited to both already existing and new companies and provides a panoramic view of the whole business. Its uniqueness lies in the fact that all of the other business models require expensive and often inefficient solutions.

Keywords: business model, tool, success, value, canvas, Osterwalder’s business model, models of business evaluation.
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ABSTRACT

Social supermarkets emerged as the answer to economic crisis across Europe. Their main purpose is to serve those groups of customers which have low income or which are in severe material deprivation. They, mainly, collect donations in money, food and toiletries from traditional supply chains and distribute it for free or at extremely discounted prices to people in need. Holweg and Lienbacher (2011) define social supermarkets, narrowly, as food oriented retailers who sell food (not giving it for free) to a restricted group of people living in poverty. On the other hand, Maric and Knezevic (2014) emphasize that social supermarkets are a form of non-profit organizations which use the workforce of volunteers and generated income (if there is any) is used for charitable activities.

The purpose of social supermarket is twofold: (1) the poverty reduction through distribution of food and toiletries to needy people and (2) reduction of inefficiency in traditional (dominantly food) supply chains through removal of surpluses of produced food (and other goods).

Even though, the very purpose of social supermarkets is different in comparison to traditional retailers, their basic characteristics can be compared to traditional retail formats such as convenience shops, supermarkets and discount stores (for more details refer to Maric and Knezevic, 2014).

Intensive communication with users and donors increases operational efficiency of social supermarkets. The penetration of Internet and mobile phones within population in Croatia is in line with EU-28 average. Therefore, digital communication could become the vital part of communication mix in social supermarkets.

According to data available in Smigielska et al. (2016), digital communications already play a significant role in promotional activities of social supermarkets. However, in literature, the scope and role of digital communication usage in social supermarkets is not adequately analyzed and described. Especially two types of digital communications are important for social supermarkets operation; those are web sites and social media.

The aim of this paper is to show how social supermarkets use digital communications for interaction with interested publics, primarily, users and donors. The primary research will include analysis of good practices in social supermarkets in Croatia. Firstly, the structure of social supermarkets’ websites will be analyzed and compared. Secondly, the performance and the level of interactivity through social
media will be measured. Based on comparative analysis of good practices the conclusion about the intensity and importance of digital communication in social supermarkets operation will be derived.

**Keywords:** digital communication, social supermarkets, web, social media, non-profit organizations
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ABSTRACT

PURPOSE OF THE STUDY
Customer orientation provides competitive advantage and increases profit of organizations (Shah, Rust, Parasuraman, Staelin & Day, 2006). Moreover, research has suggested that customer-oriented strategy creates value for the customers and increases customers’ loyalty (Macintosh, 2005, Shah et al., 2006) which in turn results in sales growth and hence firm performance (Asikhia, 2010). Since customer orientation affects customers’ loyalty and satisfaction, customer oriented strategy has become an essential ingredient for the long-term success of the organizations (Matin, Jandaghi, Khanifar & Heydari, 2009). However, research regarding customer oriented strategy in tourism and hospitality industry is still limited.

The primary purposes of this study were: (a) to determine the extent to which customer oriented strategy is implemented to five-star hotels of Greece, and (b) to examine the relationship between customer oriented strategy used by Greek five-star hotels and business performance (profit, ROI, sales volume and market share).

DESIGN/METHODOLOGY/APPROACH

The research was addressed to all five-star hotels of Greece (317 five-star hotels, which recognised by Hellenic chamber of hotels) and involved 317 experienced managers who were the most knowledgeable regarding marketing issues. Responses were received from 159 managers of 159 five-star hotels with a 50.2% response rate.

For the purpose of this study a 40-item questionnaire, was used (developed by Whiteley 1991) focusing on customer oriented strategy. The questionnaire was translated and modified by a panel of experts in the fields of hospitality marketing, business management and strategic marketing, in order to provide information on how managers see themselves in terms of the customer oriented strategy process, using a five point Likert scale. The reliability of the scale was found to be α=.89. Also, the particular research used the subjective way of measuring performance. This means that managers were asked to evaluate the performance of their hotel in relation to their current years’ objectives, in
relation to their last financial years’ objectives and finally, in relation to their major market competitors on a five-point Likert scale. On each of the three bases, performance was judged against four criteria two financial (profit and ROI) and two market based (sales volume and market share). The above criteria were adapted from the literature (Terzoudis, 2011). The study was a quantitative design and the analysis was exploratory in nature. Descriptive statistics and Pearson correlation were used to examine variables relationship using SPSS software (version 22).

FINDINGS

The results (means) indicated that customer oriented strategy is applied to a great extent from Greek five-star hotels (M=4.44, SD=0.55). Also, there were significant and positive relationships between the customer oriented strategy and business performance in the Greek five-star hotels. More specifically, customer oriented strategy had a significant and positive relationship with: (a) profit (r=.209, p=.008), (b) ROI, (r=.305, p=.000) and (c) market share (r=.218, p=.006), as measured by satisfaction levels in relation to current year’s objectives. Furthermore, customer oriented strategy had a significant and positive relationship with: (a) ROI (r=.169, p=.033) and (b) market share (r=.171, p=.031), as measured by satisfaction levels in relation to last financial year’s objectives. Finally, customer oriented strategy had a significant and positive relationship with: (a) profit (r=.256, p=.001), (b) ROI (r=.263, p=.001) and (c) market share (r=.191, p=.016), as measured by satisfaction levels in relation to their major market competitors’ objectives. The findings of the present study are consistent with previous studies on customer oriented strategy and business performance, in service and business sector (Asikhia, 2010; Li & Zhou, 2010; Shah, et.al., 2006), and show that the level of customer oriented strategy which managers exercised in five-star hotels is related to the hotels’ performance. The present findings add credence to the argument that customer oriented strategy is a major factor for tourism and hospitality business activity, because it provides the Greek five-star hotels with a better understanding of their customers, which subsequently leads to enhanced business performance (Asikhia, 2010; Li & Zhou, 2010).

RESEARCH LIMITATIONS

The study was delimited to a questionnaire designed to collect data regarding customer oriented strategy according to Whiteley (1991).

The following were acknowledged as the limitations of the study:
The honesty, accuracy, and objectivity of the respondents when completing the questionnaire

The respondent’s level of understanding of the customer oriented strategy vocabulary.

Follow-up studies should be done to the same sample in three to five years to investigate possible changes in the utilization of the customer oriented strategy process. Areas of further research could also include measuring the impact of customer oriented strategy on the satisfaction and loyalty of customers.

ORIGINALITY/VALUE

This study is useful in extending the concept of customer oriented strategy to the tourism and hospitality industry. The study will be useful in helping managers to their further understanding of the customer oriented strategy process in their respective organization.

Keywords: Customer oriented strategy, tourism and hospitality industry, five-star/luxury hotels.
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REMITTANCE BEHAVIOR OF PERMANENT MIGRANTS
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ABSTRACT
The growing literature on remittances is mostly devoted to remittance behavior of temporary migrant/guest workers and the impact of their remittances on macroeconomic variables. However, little is known about the remittance behavior of permanent migrants, who brought their families to the host country and did not leave households behind in the country of origin. This study aims to fill the gap by focusing on the special case of migrant citizens in Israel who live there permanently. The study examines remittance behavior of immigrants, determinants of their propensity to remit, and investigates the relationship between immigrants’ integration and maintaining social transnational ties focusing on their impact on remittance behavior.


Alternative models of remittance behavior are based on a concept of globalization and transcontinental life of migrants. Persons can migrate permanently, but developed communication and transportation allow them to keep in touch with their former home countries over the years. Members of this group are often considered “transnationals”, namely, persons who live in a host country but maintain social and economic ties with their country of origin (Glick-Schiller, 1999; Holst and Simpson, 2008; Sana and Massey, 2005).

Determinants of remittance behavior are widely discussed in the literature. Personal characteristics, such as age, migrant’s income, education, and time since arrival may affect remittance decisions (Amuedo-Dorantes and Pozo, 2005; Durand et al., 1996; Fairchild and Simpson, 2008; Sana and Massey, 2005), as well as return intentions, and maintenance of transnational social ties (Carling and Hoelscher, 2013; Fokkema et al., 2013; Loschmann and Siegel, 2015). The level of integration into the host country also should affect remittance behavior of immigrants (Holst et al., 2008). However, the relationship between integration and remittances is not unequivocal. On the one hand, integration leads to weakening ties to the country of origin and its community; hence, it should negatively affect
remittances. On the other hand, integrated immigrants earn more, and larger income is associated with higher probability to remit.

Immigrants from some countries remit more than others (Durand et al., 1996; Lopez-Cordova, 2005). For example, Holst et al. (2008) found that permanent migrants from former Yugoslavian countries showed a higher propensity to remit than Italians did. The study of Durand et al. (1996) revealed that economic conditions in the sending communities are significantly related to migrants’ remittances. According to Holst et al. (2008), “(Spaet)Aussiedlers”, most of whom are migrants from the former Soviet states, show a higher probability to remit to their countries of origin, many of which are low-income economies.

This study developed a model of remittance behavior adjusted to the case of permanent migrant citizens. According to this model, remittance behavior of permanent migrants is affected by their socio-economic characteristics, migration experience, integration in the host country, maintaining social ties with the country of origin, and intentions to leave the host country. The model was tested on the data of the 2011 Immigrant Survey that was conducted by the Israeli Central Bureau of Statistics. The sample of the survey was representative of the population of immigrants in Israel and included 3,952 immigrants from the Former Soviet Union (FSU), Asia and Africa, and Europe and America. The data were collected via a postal survey questionnaire, internet and telephone interviews. The study found significant differences in the likelihood of remitting between immigrants from different origins. FSU immigrants were more likely to remit than immigrants from the rest of the world. One possible explanation is that for FSU immigrants, economic aspirations were more important in their decision to migrate than for other groups of immigrants (Amit, 2010; Cohen, Haberfeld and Kogan, 2011). Permanent immigrants, who migrated for economic reasons, may be more inclined to remit because they want to support their relatives in the country of origin who could not migrate with them. The pattern of remittance behavior of FSU immigrants can be representative of other groups of immigrants worldwide, for whom economic and employment motives were important in their decision to immigrate.

Social integration in the host country had a positive impact on the propensity to remit, but the length of living in the host country has a negative effect. The findings of the study support the remittance decay theory. Overall, the study revealed that remittance behavior of migrant citizens who immigrated together with their nuclear families and have low likelihood to return to their countries of origin, is fueled by mixed motives: altruism and self-interest insurance. These motives are not necessarily exclusive and can intertwine. However, contrary to temporary short-term migrants, the altruism motive is dominant in the case of migrant citizens.
This study contributes to a better understanding of remittance determinants and provides a clearer view of the migrant’s decision-making process. Understanding the differences in remittance behavior between different groups of immigrants can help clarify the various economic and financial roles that these groups play.

The study had some limitations. The data of the Immigrant Survey does not contain information about the sums of remittances, nor the remittance rates of the veteran Israeli population, thus preventing comparison with remittance rates of immigrants. The study revealed that immigrants’ remittance rates drop with time, but the question whether they become equivalent to those of the veteran population or still remain higher remains unclear, and can be an issue for subsequent research.

Keywords: Remittance Behavior, Immigrants, Altruism, Integration, Transnationalism
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INNOVATIVE SKILLS MANAGEMENT FOR THE AGRICULTURAL
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ABSTRACT
Entrepreneurship knowledge in the agricultural sector is limited. This contribution deals with the intrinsic links of the innovation process and management by the entrepreneur for the survival of his SME.

Our research aims at explaining the innovation process of Entrepreneurs by combining the different approaches in the field of Entrepreneurship presented in the Pyramid of Julien (2005) to the Knowledge Creation model of Nonaka and Takeuchi (1995). The theoretical framework is based on the model of Nonaka and Takeuchi but also fourteen other authors. The proposed conceptual framework incorporates three dimensions: 1) the Owner-Manager Entrepreneur, 2) the Organization and its Management of Knowledge, 3) the Environment, with its challenges and constraints. In order to test the conceptual framework, the Agricultural sector was chosen. Owners-Managers of Small and Medium-sized Enterprises (SME) have a specific Entrepreneurial culture, because this domain intrinsically imposes limits on product innovation due to its nature and Low Technological content. Yet little empirical research has been done in this industry to test the application of the Entrepreneurship disciplines in this sector. A multi-case methodology was developed for 11 SME producers and managers. The empirical study’s analysis of results supports the different approaches, interdependencies and variables on which the four Triangles (Entrepreneur, Environment, Community, Time) that make up the Entrepreneurial Pyramid are based. This contribution deals with the intrinsic links in the Innovation Process and Management by the Producer-Manager Entrepreneur in order to ensure the survival of his SME. Future research perspectives are suggested to further integrate the fields of Entrepreneurship and Innovation Management.

Keywords: Entrepreneur, Agricultural Entrepreneur, Owner-Manager, SME, Management, Managerial Skills, Knowledge Management, Innovation Process, Product Innovation.
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ABSTRACT
At present Georgian Economy faces new challenges, among which is economic development and increased unemployment. Theoretical research (Solow, 1988, Romer, 1994, Mark Grant and Mac Millan, 2000, Aidis, 2005, and others) and practical experience prove that the development of entrepreneurship is the main solution to these problems. Propensity to entrepreneurship and entrepreneurial activities are different across countries. The positive job creation, innovation and competition effects gained from the development of entrepreneurship are further increased by economic growth gains, which are redistributed and controlled by the state. Generally, entrepreneurship and economic growth require that the need for economic education be generated. This goal can be achieved by means of effective educational and entrepreneurship development policies.

The goal of the research is to study entrepreneurship education problems in Georgia in frame of development governmental strategy.

The research objectives include: discussion of features of entrepreneurship in transitional period Georgia, based on which defined the policy instruments for transferring entrepreneurial way of thinking; Study the policy problems of transferring entrepreneurial education in Georgia; Make recommendations, based the experience of EU, for development governmental strategy to ensure entrepreneurship education in Georgia.

Development of entrepreneurship in Georgia was hindered underdevelopment of entrepreneurship education, absence of entrepreneurship culture which led to low quality of management and administration. Ineffective institutional reforms; imperfect entrepreneurship legislation, low degree of internationalization of functional levels of business; low tax culture and social responsibility, etc. By categorizing these problems it becomes obvious that the development of competitive business and entrepreneurship activities are impeded by low level of entrepreneurship education and way of thinking.

Implementation of the European approach towards entrepreneurship education needs systematization of inter-relationships and promotion of research activities; sharing European experience in the field of entrepreneurship education; adoption of new teaching methods and learning materials in entrepreneurship courses; creation of the grounds for sustainable cooperation; creation of the grounds
for action plan for future cooperation; intensification of the academic ties and transnational relationships, etc.

In order to upgrade entrepreneurship quality and culture it is reasonable to interfere in educational system and implement entrepreneurship education initiatives. Improvement of entrepreneurship skills and potential needs: Formation of entrepreneurship culture; Educational support; Support for entrepreneurship-related institutions; Support for mentor initiatives; Education and life-long learning; Workforce flexibility and employment; Generation and implementation of high tech knowledge; Financial support; Support for research initiatives; Protection of patents and copyrights, etc.

Thus at the current stage studying the European experience in order to upgrade entrepreneurship education the state should resolve the following concrete tasks: Develop governmental strategy to support the entrepreneurship education and declare it as one of the priorities of the state policy; Develop national strategies of entrepreneurship and implement them at every step of education; Take adequate actions at public, regional and local administration levels; Form coordinating groups at the state level consisting of civil organizations, businesses, educational institutions, students and representatives of other organizations; Promote teacher and student mobility among countries, higher educational institutions and private sectors in order to enhance the development of entrepreneurship education; Promote entrepreneurship education projects within the programs supported by the European funds; Finance and support for the educational activities which contribute to the improvement of entrepreneurship education; Work out and implement flexible financial, fiscal, tax incentives for entrepreneur agents in order to build contacts with Universities; Implement practice-based learning in entrepreneurship education by engaging students into certain entrepreneurship projects; Organize information actions at schools and public areas for the popularization of entrepreneurship; Engage entrepreneurs into educational programs; stimulate close relationships of students with companies and entrepreneurs; Help entrepreneurs and business people to develop pedagogical skills on the part of educational institutions; Implement adequate programs for self-employment and starting enterprises, etc.

After the entrepreneurship activity optimization, the state can expand entrepreneurship by means of entrepreneurship development measures, subsidizing, entrepreneurship risk reduction, entrepreneurship potential growth, and support for innovation adoption, entrepreneurship popularization and use of other supportive tools.

*Keywords: Entrepreneurial Education; Development Strategy; Economy of Georgia; Transformation.*
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ABSTRACT

The article considers the issues of the availability of car rental in urban areas in different countries. An overview is done of scholarly work on the factors influencing people's decision whether to own and use a car. A conclusion is made that apart from the factor of cost the decision is shaped by the availability of alternative modes of transport. The authors prove that it is necessary to create an all-encompassing system of public transport that would provide alternative modes of transport, including taxis and car rental that target customers who are not prepared to give up personal cars. It is proven that the availability of car rental could serve as an alternative to car ownership for a certain part of people living in urban areas. The authors analyze types of car rental services and considers different levels of availability of the services to different categories of customers. The authors propose a method of conducting a comparative analysis of the availability of car rental services. The subject of the research is car rental services in three types of cities. The authors picked the cities with a high, medium and low intensity of private car use. The study assesses the cost of car rental in each city type under identical parameters of car brand and rental period and timing. A conclusion is made that there is a substantial difference in affordability and actual availability of car rental services. The authors substantiate an assumption that a wide range of car rental services and their affordability can be a significant alternative for city dwellers who do not use a car regularly. The article argues that car rental is not developed enough in Russian cities and analyzes factors that lead to the Russian cities lagging behind in adopting a systemic approach to the provision of such services. The aim of the research is to assess the availability of rental car and to establish the service availability factor as a crucial element of transport policy in urban areas that seeks to diversify modes of transport.
THE EFFECT OF DIGITAL VARIABLES ON PERCEIVED EMPLOYABILITY IN AN ETHNIC MINORITY AND HEGEMONIC GROUP
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ABSTRACT

Introduction

Employability refers to an employee’s chance of finding alternative employment, either on the internal or external labour market (Forrier & Sels 2003). As a result of fundamental changes in the labour market, such as the growth in temporary employment, globalization and new technologies, along with organizational restructuring and downsizing (De Witte 1999; Quinlan et al., 2001) employability has become a key element in work life (Silla et al., 2009).

The diffusion of information and communication technologies (ICTs) demands changing work skills, which has the effect of expanding employment opportunities while imposing new demands on disadvantaged groups (Garrido, Sullivan & Gordon, 2010). The situation may get worse because of the fast pace of new technological developments, shortened 'lifecycles' of ICT skills, and the need for continuous learning (CEPIS, 2006). However, the impact of ICT adoption on employability has not yet received proper attention.

The current research is aimed at addressing this lacuna by examining the extent to which different aspects of Information Technologies (IT) diffusion (digital skills and digital uses) have modified perceived employability in a unique Israeli context which is characterized by a deep divide between the Jewish majority and the Arab minority.

Methods

This study based on data from a nationwide Annual Social Survey which was conducted by Israel’s Central Bureau of Statistics (CBS) using a representative sample of 7500 respondents. From the total sample, respondents aged 20-65 were filtered who were employed or self-employed. Our sample included 4,085 such respondents, of these 3,546 Jews and 539 Arabs.

Analysis

In order to understand which digital skills and uses, if any, might predict perceived employability, we ran an ordinal regression model in two stages. In the first stage we entered all demographic and labor
market variables. In the second stage digital variables were added. For a deeper understanding of the differences between Jews and Arabs in the effects of the independent and control variables on perceived employability, we conducted the regression analysis separately for Jews and Arabs.

Discussion

Our important finding is that digital skills were positively correlated with perceived employability among both groups. Therefore ICT skills can be seen as 'gateway skills' without which a person’s likelihood of finding employment would be significantly reduced (Green et al., 2012; Garrido, Sullivan & Gordon, 2010). Moreover, in contrast to other powerful factors impacting perceived employability (objective economic situation and personal perceptions, occurrences in the employee’s immediate private and organizational circle, personal traits) these factors can be altered with relative ease, if digital literacy becomes an important goal in the national agenda.

Our findings show the positive correlation between Internet use for study and perceived employability. Internet use for study provide users from the ethnic majority group with the opportunity to leave the cycle of failure by utilizing distance learning opportunities relevant for formal and informal education, which may increase employability in the short run and facilitate career advancement in the long run. However, among Arabs the effect of Internet use for study on the dependent variable was insignificant. We speculate that as a result of discrimination in the labor market, Arab respondents feel that the knowledge acquired through Internet use might not improve their chances in competition with the majority group.

Unlike the research literature, which indicates the effectiveness of “weak ties” (see Granovetter, 1983) in finding jobs, our findings show insignificant correlations between social media use and perceived employability in both groups. We can speculate that in the evaluation of their chances to find a comparable new job, employees base themselves on their human capital, labor market perception and perhaps on strong ties available offline, but not on weak ties created in the world of virtual reality. Another explanation may be that people are aware of the potential harm that exposing personal information in social networks may have on preserving current jobs and finding new employment, which offsets the usefulness of disseminating relevant information and developing weak ties that may assist in finding jobs.

Our findings show a negative correlation between e-mail use and perceived employability among Arabs and an insignificant association between these variables among Jews. In recent years, as social media have expanded, e-mail has become a more formal tool of communication, while social media have become staples of the more private sphere. We speculate that the negative correlation found among Arabs may be a strong negative reaction to multiple experiences of lack of responses
from potential employers to CVs sent by e-mail, as a result of discrimination in the labor market, which is reflected in lower perceived employability.

*Keywords*: perceived employability; digital inequality; digital skills; digital uses; social media; Jews and Arabs in Israel; ethnic minority.
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EXPOSURE TO BULLYING AND JOB BURNOUT: THE PROTECTIVE ROLE OF JOB RESOURCES
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ABSTRACT

INTRODUCTION
Workplace bullying, defined as repeated inappropriate and hostile behavior intended to harm, intimidate, degrade or humiliate others (Einarsen et al., 2003), is a major work stressor, bearing destructive consequences for targets as well as organizations. It is a widespread phenomenon in organizations and is especially common in the healthcare sector (Zapf et al., 2011). Exposure to bullying is associated with a range of negative outcomes, including impaired work performance and employee burnout (Nielsen and Einarsen, 2012). The experience of burnout by health care professionals can negatively affect the quality of care provided to patients (Sharma and Dhar, 2016). Therefore, it is of special interest to examine how the harmful effect of workplace bullying can be reduced.

The present study adopts the Job-Demands-Resources (JD-R) theory (Bakker and Demerouti, 2014) to examine the relationship between workplace bullying and employee burnout, and the moderating role of control-related resources in this relationship. Drawing on this theory, it is first hypothesized that workplace bullying will be positively related to burnout, since it constitutes a job demand that elicits an energy depleting process. Second, it is hypothesized that job autonomy and occupational self-efficacy will moderate the positive relationship between workplace bullying and burnout, because they act as resources that increase employees' sense of control over their work tasks, therefore allow them to defend themselves more assertively in the face of bullying (Rousseau et al., 2014), and elicit effective coping (Pisanti et al., 2008).

The present research aims to investigate the role of control-related resources, i.e., job autonomy and occupational self-efficacy, in the relationship of workplace bullying and burnout among health care employees.

METHODOLOGY
The study was conducted with two samples of healthcare employees in Israel; 309 workers of a mental health hospital from several occupational groups, and 105 students for bachelor’s degree who were
employed as nurses in various settings. Data were collected using anonymous questionnaires which were filled out during work hours (in sample 1) or during class hours (in sample 2).

**FINDINGS**

The hypotheses were tested using hierarchical regression analyses. First, workplace bullying predicted burnout dimensions even after controlling for negative affectivity in both samples ($\beta = .25, p < .001$ for emotional exhaustion and $\beta = .28, p < .001$ for depersonalization in sample 1; $\beta = .26, p < .05.$ for emotional exhaustion and $\beta = .24, p < .05$ for depersonalization in sample 2). Second, workplace bullying significantly interacted with job autonomy in predicting emotional exhaustion in sample 1 ($\beta = -.15, p < .05$), and in predicting depersonalization in sample 2 ($\beta = -.15, p < .05$). Specifically, workplace bullying was more strongly related to emotional exhaustion for employees with lower rather than higher than average job autonomy. Finally, the interaction of workplace bullying and occupational self-efficacy showed a significant effect on depersonalization in sample 1 only ($\beta = -.16, p < .05$ in sample 1).

**IMPLICATIONS**

This study adds to a growing body of literature suggesting that workplace bullying is a major stressor that detrimentally effects employees' well-being. Its main contribution is in pointing to the protective function of job autonomy and occupational self-efficacy as control-related resources that enable healthcare employees to reduce the detrimental effects of workplace bullying. Practically, the findings imply that to promote high-quality patient care, management should primarily act to prevent workplace bullying, alongside with increasing employees' job autonomy and occupational self-efficacy.

*Keywords: burnout, healthcare, job autonomy, occupational self-efficacy, workplace bullying.*
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ABSTRACT

PURPOSE

The aim of this study is to follow Roberts’ concept of Lovemarks and develop a scale to measure Lovemarks brands, using soccer context industry. For scale development, we followed the Churchill’s (1979) paradigm.

CONCEPTUALIZATION

Investing in consumer-brand relationships has become central to many brands seeking to build lasting and profitable links with their consumers (Pang, Keh, and Peng, 2009; Loureiro, 2015). The term Lovemark is associated, initially, with terms defined by Ahuvia (2005) as positive emotions such as brand response, brand connection, brand declarations of love. Carroll and Ahuvia (2006) also define brand love as an emotional bond between a consumer’ satisfied by a particular brand, assigning the concept with the name of Love to the Brand. Albert, Merunka, and Florence (2008), on the other hand, argue that brand passion is supported by three dimensions: cognitive - brand idealization and its presence in the consumer mind; Emotional - desire, attraction and link between the consumer and the brand; Behavioural - where the positive word-of-mouth is inserted, the purchase of the brand at higher prices and the persuasion of other consumers to buy it.

Lovemarks transcend brands. They reach something beyond their good performance. They aim to reach the heart as well as the mind, creating an intimate and emotional connection with the consumer. According to Roberts (2005), if a brand is discontinued from the market, consumers find a substitute. If a Lovemark disappears, consumers will miss them. Roberts’ (2005) theory point out two core faces of Lovemarks: love and respect. Love has been regarded as an emotion but also as a relationship (Batra et al., 2012). The respect associated with a particular brand ensure the type of emotional relationship that consumers develop with a certain brand in relation to a competitor (Bergkvist and Bech-Larsen, 2010).

We employ the Batra et al. (2012) prototype model of love to measure brand love, which presents seven dimensions of love: passion-driven behaviours (passionate desire to use, willingness to invest
resources, things done in the past); Self-brand integration (desired self-identity, current self-identity, meaning of life, frequent thoughts); Positive emotional connection (intuitive fit, emotional attachment, positive emotions); Long-term relationship; Anticipate separation distress; Positive attitude valence (liking); and Attitudes held with high certainty and confidence. The authors use a grounded theory approach to capture the uncovered consumer-experienced features of the brand love prototype leading to a much more comprehensive and integrated understanding of how consumers experience brand love than past research.

Brand respect comprises five components: Brand performance, Brand heritage, Corporate reputation, Brand trust and Brand co-creation. Brand performance, therefore, represents a tool to analyse the consumer’s experience, insofar as it evaluates the positive and / or negative physical and emotional benefits consumers have found in relation to the brand (Banerjee, 2008). Keller (2001) states that the consumer analyses and compares the value proposition of the brand with other competitors in the market and evaluates whether or not it holds a higher value. Brand heritage concept represents an overview of the past influencing long-term relationship, moments of the present and perspectives of the future (Urde et al., 2007).

Corporate reputation is built and fortified by representing a set of positive and / or negative ideas and impressions with stakeholders and allowing them to conclude about the company’s identity (Walsh and Beatty, 2007). Brand trust reflects the assumptions of trustworthy, honesty and altruism that consumers ascribe to brands (Loureiro et al., 2012).

Co-creation represents a common experience between the company and the consumer, in which there are a definition and solution of the problem together based on the exchange of ideas and innovative experiences. The passive consumer is replaced by the creation of active value, giving space for the consumer to interact with this type of processes, supported by constructive criticism and efficient solutions for the creation and / or optimization of products (Prahalad and Ramaswamy (2004).

Regarding nomological validity and predictive validity, we employed Mystery, Intimacy, and Sensuality as antecedents and behavioural intentions as outcomes. Mystery brings together stories, metaphors, dreams and symbols and increases the complexity of relationships and experiences since people are drawn to the unknown and have the desire for discovery. Sensuality comes from the senses. These senses work together to alert and stimulate consumers to new sensations, creating new memories and memories. Intimacy, in turn, can generate empathy, commitment, and passion. This component creates loyalty relationships between the consumer and the brand that can be remembered over the long term regardless of whether the functions and benefits have disappeared or not. Lastly, we expected that behavioral intentions –purchase intentions, willing to pay and word of mouth- is an outcome of being in love and respect a brand (Loureiro, 2015; Xie et al., 2015).
The scale was developed in the context of soccer industry. Collective sports at a global level, and soccer in particular are made up of activities and events mostly based in the service sector, lived in small periods of time, that instil subjective attitudes and behaviours in their consumers and which have unforeseen results given the existing competitiveness (Underwood et al., 2001). Soccer, as a collective sport, represents the most popular sport in the world (Cayolla and Loureiro, 2014). A team sport generates a social experience in which the whole is greater than the sum of all its parts. Soccer can be worth around 250 billion dollars worldwide. This value generates competitiveness not only within each modality but also between different sports (Cayolla and Loureiro, 2014). Soccer represents a way of life. Several feelings can be generated for one person, and the same feeling can be conveyed by many people (Keller, 2003).

The connection among fans is related to their loyalty and commitment. A kind of religious cult is identified for the club, which can overcome insufficient performance phases, scandals and negative publicity in the media, high ticket prices, among others. The representation of the colours of the club, the identification of places as sacred (stadium, museum), the organization and dynamism of cheerleaders, the purchase of allusive products (scarves, equipment, balls) reveal a strong and stable connection between the club and its adherents (Pimentel and Reynolds, 2004). The good results and success of a team can be rapid, but the loyalty and commitment present in the brand-consumer relationship can be slow to develop (Gladden et al., 2001).

**DESIGN/METHODOLOGY/APPROACH**

The process starts with an extensive literature review to identify the facets of Lovemarks regarding love and respect. We employed the short scale of eleven items provided by Batra et al. (2012) to measure brand love. Respect was conceptualized through five components based on Robert's (2005): co-creation, trust, heritage, performance, and corporate reputation. Each of these components was defined previously in the theoretical background.

We employed five items to measure co-creation based on Prahalad et al. (2004), four items for trust adapted from Chaudhuri et al. (2001), twelve items for measure heritage (Merchant and Rose, 2013), performance with three items (Luxton et al., 2015) and corporate reputation with 16 items (Walsh and Beatty, 2007). In order to measure drivers and outcomes, we used four items to measure mystery, three items to measure intimacy, three items to measure intimacy adapted from Roberts (2005) and Fournier (1998). Finally, we employed four items to measure behavioural intentions based on Xie et al. (2015).

Three-month surveys (from February 15, 2016, until May 15, 2016) were carried out through the online platform Qualtrics. It is a free and duly authorized program when registering through the academic
email address of ISCTE-IUL (mmgrs@iscte.pt). The use of Qualtrics has proven to be a relevant option in that it provides an accessible use for both researchers and respondents. The survey consists of three parts, structured in order to make it easier for the respondent to read: first, the brand community to which he belongs is questioned, as well as the degree of affinity he/she feels to the same; Second, seven randomly organized blocks of items (69 in total) representing the constructs under study are carried out; Finally, certain personal data are requested so that a sociodemographic analysis can be carried out on the sample. The analysis of the items had as a method of classification the degree of agreement and disagreement on the same, using the Likert scale with 5 points (1 - totally disagree; 2 - disagree; 3 - neutral; 4 - agree; 5 - agree fully). Statistical analysis, in a research dissertation of this nature, represents a fundamental vehicle for the development of the exploratory study, making possible the analysis of the data as well as the collection of the necessary conclusions.

The data collected through the preparation of surveys were analysed in their entirety by the IBM SPSS Statistics 22 tool. It is a software that contributes to productivity improvement and decision making using analytical techniques. Through the Qualtrics program used to create the survey, it was possible to transfer the collected data automatically to SPSS having facilitated not only in the speed of the process but also in reducing the risk of error. A sample of 348 completed surveys was used from 500 collected, representing 69.6% of the total.

Figure 1. Nomological framework

MAIN FINDINGS

Several aspects come from the study. First, sensuality stands out as the variable that best explains brand Love ($\beta=0.836$, $p<0.001$), co-creation ($\beta=0.486$, $p<0.001$), trust ($\beta=0.728$, $p<0.001$), heritage ($\beta=0.554$, $p<0.001$), performance ($\beta=0.500$, $p<0.001$) and reputation ($\beta=0.490$, $p<0.001$). Second, the three variables (mystery, sensuality, and intimacy) contribute to explain in 90.7% the variability of brand love, 62.5%. the variability of co-creation, 76.5% the variability of trust, 70.7% the variability of heritage, 65.5% the variability of performance and 64.0% the variability of reputation. Third, Intimacy does not explain the variability of trust and performance significantly

Fourth, considering love and respect, brand love is the one to have the higher explanatory power on behavioral intentions ($\beta=0.802$, $p<0.001$). However, 83.6% of the behavioural intentions are explained
by brand love and the five dimensions of respect. Heritage is the one with less explanatory power over behavioral intentions ((β=0.144, p< 0.05).

PRACTICAL IMPLICATIONS

Today's brands should increasingly focus on consumer needs, their expectations and desires as a way to develop long-lasting emotional and sentimental ties and bonds. The brand that does it the best reaches a special place in the head and the mind of the consumer, being titled Lovemark.

The fact that a brand achieves this status allows it not only to create loyalty for the consumer but also to generate a deep relationship. This situation implies, above all, that the brand maintains its quality standards and that does not disappoint the consumer, always meeting their needs.

Achieving a Lovemark implies a constant building of emotional bonds beyond brand-consumer reason, as well as the creation of differentiating factors, sustained by symbolic, emotional, and intangible characteristics based on well-defined strategies. Sensuality and mystery are key factors in building love and respect. Yet, more than respect, it is the relational love (the deep passion connection) that leads consumers to keep in close contact with brands, for good and bad moments.

These findings are quite important for brand management.

The present research was based on the behaviour of soccer club fans in Portugal, and it was interesting to analyse the pragmatism, desire, and passion demonstrated by the club fans. It would be interesting for marketing management to develop an analysis in another industry.

ORIGINALITY/VALUE

As far as we know, this is the first attempt to provide a full scale to measure love and respect following Churchill’s paradigm into the context of soccer industry. Even so, the scale must be tested and extended to other iconic brands in other industries.

Keywords: Brand love, Brand performance, Brand heritage, Corporate reputation, Brand trust and Brand co-creation
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LOCAL COMMUNITY AND TOURISTS - PERCEPTIONS ABOUT THE IMPACTS OF TOURISM IN THE HISTORIC ZONE OF PORTO
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ABSTRACT

This investigation aims to study the perception that residents and professionals of the Historic Zone of Porto (HZP) have about Tourism in this area, taking into account the socioeconomic, cultural and environmental dimensions and following the analysis model of Andriotis (2003). For this purpose, a review of the literature on the subject was carried out and a questionnaire was applied to a sample of 287 workers and residents in the selected parishes of the HZP. The literature review allowed us to find three dimensions to be evaluated, adapted from the models of Andriotis (2003) and Dyera et al. (2007): the interaction between tourists and residents and the socio-cultural development of the city, economic development and local employment and the environmental dimension. Through the analysis of the collected data, it was possible to draw some conclusions about the way residents and local professionals of HZP perceive tourism. First, by analyzing the socio-economic dimension in detail, it was possible to verify that the respondent sample had a positive reaction, emphasizing that the majority of respondents considered tourism as a promoter of development in all areas, including those that are not exclusively linked to this sector. The main advantages include attracting new investors, creating jobs or developing the local economy. On the other hand, some respondents react negatively to the presence of the tourist sector as they consider that the cost of living has risen dramatically, in particular in general expenses and in the price of housing. As far as the socio-cultural dimension is concerned, it is evident that, along with the socio-economic dimension, it is positive for the group under study. It should be emphasized that, in general, a large number of individuals agreed with the statement "Meeting people from other places helps to better understand the culture and society of other countries." The participants demonstrate pride in the traditional culture of Porto, when they see tourists in the city, and consider that the increase of tourism is creating a new dynamic of animation in the HZP. On the other hand, the item with less consensus concerns its participation in cultural events in the Center of Porto (standard deviation = 1,175). The analysis of the socio-environmental dimension reveals less positive feedback compared to the other dimensions. They consider tourism an added value and think that Porto has the capacity to attract more tourists (the average of 4.24 reflects this opinion). It also has advantages in other aspects, such as the general improvement in the city, the revitalization of the historic center, the improvement of accessibility and means of transportation or the restoration of historical buildings in the city center. In general, through
this study, it was possible to verify that the sample surveyed evidences a positive perception regarding the development of tourism in the city, demonstrating that the local stakeholders of the HZP are pleased with the presence of companies and practices related to Tourism in this region. There is also an agreement on a larger scale regarding the socio-cultural dimension, proving that the community feels comfortable and open to the contact with other people and cultures. It was also tested the possibility of finding differences in the perception of the impact of Tourism in the HZP according to gender, age, place of work and place of residence. The results point out that there are no differences in the evaluation of tourism impact in relation to the studied factors. However, in the case of the perception about Animation and Culture this is more positive for who resides in the Center of the Porto but works outside this area of the city. Thus, the present study allows us to conclude that the respondents consider that Tourism in Porto is growing in a harmonious way with the city and had a direct influence on the overall improvement of the HZP. Respondents value positively the Tourism in the city, and the component that had a greater relevance in the positive perception about this activity in the city is the good interaction between tourists and residents that, taking into account the studies of Cohen (1984) and Kim, Uysal and Sirgy (2013, apud Vargas-Sánchez et al, 2014) may be due to the fact that the city of Porto is still at an early stage of tourism development, in which tourists are considered as an important part of social relations and by whom the local community feels a great proximity and appreciation, thus favoring the hospitality.

Keywords: Tourism impact, Residents, Workers, Historic Zone of Porto, Perceptions.

REFERENCES

STAKEHOLDER’S PERCEIVED REPUTATION OF LOCAL GOVERNMENT OF SOUTH AFRICA
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ABSTRACT

The purpose of this study was to assess how internal (municipal employees) and external stakeholders (community members) of a South African district municipality perceive the corporate reputation of that municipality. Generally, the issues that have been pointed out to the municipalities by the disgruntled stakeholders have reportedly been in the areas of dissatisfaction with service delivery performance, from media reports of protest action, which impacts negatively on the reputation of the local government. To address this problem this study therefore used the Harris-Fombrun Reputation Quotient (RQ) to investigate stakeholders’ perceived reputation of the Fezile Dabi District Municipality, formerly known as Northern Free State District Municipality and includes two towns in each of the four local municipalities, namely, Kroonstad, Steynsrus, Heilbron, Parys, Sasolburg, Orangeville, Villiers and Frankfort. Forty employees were randomly selected in the offices of the different municipalities and 240 participants from eight towns were conveniently selected. Questionnaires containing items based on the Fombrun’s six Reputation Quotient dimensions were used. Three fundamental questions were asked and addressed in this study.

- What are the perceptions of external stakeholders (i.e. community members) with regard to the reputation of Fezile Dabi District Municipality (FDDM), as measured collectively in terms of the six dimensions of the Harris-Fombrun Reputation Quotient?
- What are the perceptions of internal stakeholders (i.e. municipality employees) with regard to the reputation of Fezile Dabi District Municipality (FDDM), as measured collectively in terms of the six dimensions of the Harris-Fombrun Reputation Quotient?
- What differences can be observed between external stakeholders (i.e. community members) and internal stakeholders (i.e. municipality employees) in terms of their perceptions of the Fezile Dabi District Municipality (FDDM)?

Keywords: Corporate reputation, Public service, strategic communication, Public relations, Reputation management.
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ABSTRACT

The main objective of this research concerns the sustainability performance with specific focus in the Agrifood industry. In particular, the Agrifood Hubs (AH) have contested over the last decades within the academic and public institutions as main enabler of the economic, social and environmental sustainability of SMEs in the dominated surrounding conventional agri-food system in developing countries.

The majority of research in SCM in the past focused on large organizations, while the benefits of SCM that can be realized by small businesses are not clear enough. Arend & Wisner (2005) have argued that SCM can provide quality, cost, customer service, leverage and even risk mitigation benefits. Provided properly integrating SMEs, barriers to internalization and competitiveness may be eliminated and pave the way for collaboration among supply chain partners (Hoppe, et al., 2010; Davidova, and Thomson, 2014). A road-map has been proposed to integrate supply chain strategies with the competitive strategies of SMEs for effective value chain management (Franklin et. Al., 2011). In the increasingly globalizing market, innovation and use of appropriate methods and processes with trustful co-operation can contribute overcome the barriers chain networks of SMEs and to the enhancement of the innovation capacity (Kühne et al., 2010; Porter and Kramer, 2011). To increase the small share due to lack of efficiency, the implementation of supply chain and supply chain management by SMEs will lower costs and increase efficiency.

In particular, although managers of small firms as a rule suggest that the majority of the benefits of SCM are within their reach and that the barriers to implementation do not intimidate them, they are not actively pursuing SCM as a strategic weapon. The best way to avoid this is to create the ‘collaborative capabilities’ for promoting SCM, for the choice among alternative holistic SCM strategies based on the small firm’s participation (Fawcett et al., 2009; Oreszczyn et al., 2010; Diamond and Barham, 2012). The exploitation of synergies throughout the building-up of a value chain is critical for the sustainability goals of SMEs in the agricultural sector. New ‘strategic thinking’ can initiate collective innovation, leaving aside attitudes and practices dominated in the past. The on-going assessment is expected to be embedded by alignment of the ‘triple line approach’ of sustainability with the so-called ‘three Ds’ triangular analysis (Decentralization-Democracy-Development).
In this direction, AH provide knowledge and information for potential markets throughout the world and value adding services, promoting collaborative action/synergies and enabling market thus access particularly for SMEs through integrating agrifood supply chains, bridging small producers and the consumers—individuals and families as well as big buyers (Ploeg, et al. 2012). This is inescapable for escaping from inevitable agricultural abandonment: because, the globalization phenomenon has increased barriers to market access aggravating the farms’ declining share of profit and the cost-price squeeze of commodity production (Breustedt and Glauben, 2007; European Commission, 2011; European Parliament, 2013; Berti and Mulligan, 2016; Schneider et al., 2016).

The main focus is given to the methodology and literature intermix concerning AH, in a shared knowledge driven research, to motivate “Responsible Research and Innovation” (RRI), with a dynamic interactive R&D process. This accommodates the SD UN concept and the advance of Logistics to integrated SSCM (Sustainable Supply Chain Management). Moreover, the paper through a critical literature review, presents different approaches/types of AH within the framework of sustainability, value supply chain and digital era. More specifically, it aims at a taxonomy analysis of the AH in terms of institutional, functional and other factors met in the literature of AH, while a holistic model of AH will be proposed, incorporating main principles and functional guidelines meeting sustainability imperatives, exploiting value supply chain technologies, methods and practices. (Bloom, and Hinrichs, 2011, Beckie et. al., 2012).

This study identification is in line with the demographic, economic and social prospects for the 2050 and the European Economic and Social Committee decision acting under Rule 29(2) of the Rules of Procedure, for “An EU Industrial Policy for the Food and Drinks Sector’ adopted on 4 May 2015 (2015/C 332/04).

Keywords: Agrifood Hubs, Responsible Research and Innovation, Sustainable Supply Chain Management.
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ABSTRACT

INTRODUCTION: THE GROUP OF RIGHTS TO ENVIRONMENT, WATER AND CCC

4G fundamental rights have begun to be recognized from about 1995 and on. Some dynamic modern groups are formed, comprising new and older components, like the ecological group “Environment, Water, Containing Climate Change (CCC)” (Maniatis, 2017). For instance, the 3G universal right to water has acquired an autonomous constitutional status through decision 1906/2014 of the Plenum of the Council of State in the Greek legal order.

We suppose that the right to CCC, is an autonomous 4G fundamental right.

A JURISPRUDENTIAL REVOLUTION ON THE 4G RIGHT TO CCC

The right to CCC was in the process of becoming a judicially protected right in an autonomous way against the general 3G right to the environment, shortly before the adoption of the Paris Agreement on Climate Change. According to the doctrine, the Climate Change Law was then gaining its own autonomy in the jagged context of Environmental Law (Nespor, 2015). According to the Oslo Principles on Global Climate Change Obligations, presented on 30 March 2015, as scientific evidence is constantly evolving and improving, lawmakers, policymakers and tribunals have a duty to inform themselves of and base their actions – in good faith and respecting justice and equity – on prevailing scientific knowledge and opinion. Threatened human rights include, but are not limited to, the right to life, the rights to health, water, food, a clean environment, and other social, economic and cultural rights, and the rights of children, women, minorities and indigenous peoples. Shortly afterwards, in June 2015, two judgments of national tribunals changed the history of climate law. Initially, the district Dutch tribunal of Aia imposed to the correspondent government to adopt stricter policies in the matter of climate change in order to protect the right of citizens to live in an environment unthreatened by climate alterations in the near future (Nespor, 2015). Holland till 2020 would achieve to limit down its greenhouse gas emissions to the maximum of 17% but this measure was insufficient in view of the importance of climate change, so the minimal reduction to achieve should be of 25%.

The government cannot justify its inactiveness by making use of the argument that the solution in the climate change problem depends only to a very small extent on Holland. For the first time,
worldwide, a judicial authority considered that CCC is not reserved to the discretionary faculty of the political (legislative or executive) components of a State but is a resource of rights of citizens, which countries should respect. The last ten years before this sentence, the ecological movement realized that it was unable to persuade the international community to adopt a legally binding agreement to CCC and modified its strategy, by emphasizing on the judicial way in the interior of single sovereign States, to obtain what they did not manage to obtain by the international community. Besides, some days after the publication of the Dutch sentence, a judge of the USA emitted a sentence on the recourse of young students and ordered the Eco-logy Department of the State of Washington to reconsider their application, presented in 2014 and rejected by the Department. It was about a proposal for the adoption of measures to reduce the greenhouse gas emissions in the interior of the State, on the basis of the most reliable scientific data. The verdict, in line with the jurisprudence of Holland, signalizes that the youngsters are endowed with a right to live in the future in a healthy environment and that the Ecology Department had in no way disputed the data which had been offered by the students and shared by the international academic community, in the matter of damage resulting from climate change. In a comparable way, a law adopted by the Finnish Parliament on 6 March 2015 previews a reduction in gas effect emissions of 80% against 1990.

The United Nations Framework Convention on Climate Change entered into force on 21 March 1994 and has actually near-universal membership. Due to the date of entrance into force, the UNFCCC ties in with the 4G character of the correspondent right to CCC. Furthermore, the above-mentioned Paris Agreement, which was adopted on 12.12.2015 and entered into force on 4.11.2016, provides an opportunity for countries to cope with the threat of climate change by keeping a global temperature rise this century well below 2 degrees Celsius and to pursue efforts to limit the temperature increase to 1,5 degrees Celsius. However, we have to signalize that it makes no explicit mention to the human right to water, despite the aforementioned precedent of the Oslo Principles on Global Climate Change Obligations. The contribution of each State to achieve the worldwide goal of the Agreement is determined by all States separately and is called “Nationally Determined Contribution (NDC)”. However, no mechanism has been previewed to force a State to set a target in its NDC by a specific date and no enforcement will be if a set target within a NDC is not met. There will be only a “name and encourage” plan. Unlike its predecessor, the Kyoto Protocol, which sets commitment targets endowed with a legal force, the Paris Agreement allows for voluntary and nationally determined targets.

In spite of this approach, the USA President announced in May 2017 the withdrawal of his country from the Paris Agreement, which inflicts ‘severe energy restrictions’ on the USA and ‘punishes’ it while ‘imposing no meaningful obligations on the world’s leading polluters’. This motivation is
wrong because the USA NDC was unilaterally offered by the previous national administration (not imposed by anyone) whilst India and China, singled out in President’s speech, have NDCs that are different from this NDC not because the Paris Agreement imposes a prescriptive burden sharing arrangement on countries, but because these countries have different national circumstances (Rajamani, 2017). Anyway, due to legal reasons the USA will remain to the Paris Agreement until at least November 2020...

CONCLUSION: NEW RIGHT AND BRANCH OF LAW ON CLIMATE CHANGE

In 1817 the invention of the bicycle was achieved, as a result of a climate change crisis. Two centuries later, a 4G right on the matter exists, which comes from international stage as it has been consecrated in the 1992 United Nations Framework Convention on Climate Change, put into force in 1994. In 2015, it was significantly promoted by pioneer jurisprudence whilst climate change law has recently gained its self-existence against the older branch of environmental law, through the Paris Agreement. Last but not least, it is recommended to explicitly recognize in Constitutions the universal right to CCC, like the right to water...

Keywords: Containing Climate Change (CCC), Environment, 4G rights, Right to water,
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ABSTRACT
The present study connects individual and organizational level of successful entrepreneurial acting in hardly predictable markets in order to deepen the understanding of the relation between individual thinking and organizational acting. A theoretically derived research model is empirically validated by using survey data from 316 hotel companies in Germany of all size. Our empirical finding is that the variety of entrepreneurial thinking from an individual point of view is a co-driver for a company’s ability for entrepreneurial action together with the well-established organization related driver called Entrepreneurial Orientation. Moreover the different patterns within the entrepreneurial paradigm set do vary in their influence on entrepreneurial acting. This is relevant for entrepreneurship literature because it gives a better understanding of the entrepreneurial function which core element is described here as the relationship between entrepreneurial thinking at an individual and organizational level and the firm’s capability to act.

INTRODUCTION AND RESEARCH DESIGN
The literature on entrepreneurship shows the requirements for successful entrepreneurial acting from both the individual and the organizational point of view, since a new market or business entry, as the essential act of entrepreneurship, refers to actions that may be initiated by an individual, a small firm or the strategic unit of a large firm (Lumpkin and Dess, 1996). Thus, the entrepreneurial role stressed by Schumpeter can and must be performed whether by individuals, small groups or entire organizations (Miller, 1983) throughout a firm’s life cycle. With this study we want to shed more light on the question how and to which extend individual and shared cognitions of (top) executive managers enter into firm’s capabilities and activities that strengthen the firm’s performance. We focus on this relation as an approximation to the entrepreneurial function behind the entrepreneurial act. This question matters since a firm’s (new) entry may be considered as common but “its survival is not” (Sarasvathy, 2008, p. 123). Moreover this question is relevant for the literature on entrepreneurship ever since it emerged as the underlying core question of the Upper Echelons Theory.
by Hambrick and Mason (1984). This theory is based on the premise of bounded rationality by saying that (top) executive managers act on the basis of their personalized interpretations, which are a function of their experiences, values and personalities.

The assumption that situations are not knowable but rather interpretable (Hambrick, 2007) is closely related to the learning theory of constructivism, which states that all human experience and learning is (partly) based on individual constructive activities, which are influenced by neuronal, cognitive and social processes (Glaserfeld, 1995). Hambrick and Mason (1984) used demographic characteristics of executive managers to approach the executive’s cognitive frame. However, there has been a remarkable approach by Sarasvathy (2008) who describes entrepreneurial thinking at an individual level as a combination of effectuation and causation logic which both sum up in an entrepreneurial paradigm set. We consider the concept of entrepreneurial thinking by Sarasvathy as an appropriate and close approach to the executive’s cognitive frame according to Hambrick and Mason. The proportion of both logics within the frame may vary significantly due to factors like personal preferences of the manager and the firm’s life cycle (Sarasvathy, 2008), the organizational background and the branch of the firm (Brettel et al., 2014) and, thus, can be adopt and described for all kinds of manager in certain companies or branches.

A sub-idea of the Upper Echelons Theory states that leadership of a complex organization (like a company) is a shared activity (Hambrick, 2007). Thus, we must consider too concepts that describe dispositions for entrepreneurial thinking on a firm-level. We found this in the theory of Entrepreneurial Orientation (EO) (Miller, 1983; Lumpkin and Dess, 1996). EO is seen as a firm-level disposition to engage in proactive, risk-taking and innovative behaviors that lead to change in the organization or market place (Covin and Slevin, 1991).

Finally, we know from work psychology that (vocational) thinking regulates (vocational) acting (Arnold et al., 2016). Thus, the entrepreneurial expertise (Sarasvathy, 2008) on an individual level and firm-level influence the way a company acts. In this study entrepreneurial acting is represented by the concept of Absorptive Capacity (ACAP) by Cohen and Levinthal (1990). It is seen as a dynamic capability that enhances a firm’s ability to gain and sustain a competitive advantage including knowledge creation and utilization (Zahra and George, 2002). We have chosen this concept for several reasons: First of all, it is well described in its ability to strengthen firm performance (Ebers and Maurer, 2014). Second, it is a very precise description of the firm’s capability to act in the field of marketing and therefore it can be seen as a valid approximation to entrepreneurial acting on firm-level (Engelen et al., 2014). Third, it is theoretically inappropriate to link the entrepreneurial paradigm set directly to firm performance or firm success (Sarasvathy, 2008).
In order to reframe the entrepreneurial function, we include in our research model the relationship between entrepreneurial thinking on individual level and firm-level (entrepreneurial paradigm set and EO) and entrepreneurial acting (ACAP) and link it to firm performance, predicting that a wider variety of entrepreneurial thinking strengthens entrepreneurial acting which leads to a better firm performance. In order to address the combination of both the effectuation and causation logic to the entrepreneurial paradigm set, the construct of Brettel et al. (2012) was chosen. It consists of four components and each of them is a bipolar combination of both logics (means vs. goals, risk reduction vs. risk avoidance, uncertainty tolerance vs. certainty orientation, failure avoidance vs. success orientation).

Besides we include the recognized market ambiguities by (top) executive managers into the research model, because these ambiguities are considered as a strong driver for the use of effectuation logic among managers (Sarasvathy, 2008) and for the supportive effect of EO on firm performance (Engelen et al., 2014). They are likely to appear more often in rather dynamic and changing markets. The hotel market in Germany belongs to those: Its dynamic development results from growing number of market segments, concentration tendencies due to hotel chains and substitution tendencies due to private suppliers (IHA, 2016).

Finally, the following research model was theoretically derived:

![Research Model Diagram]

**Figure 1. Research model**

We assume first that the higher the variety of the entrepreneurial paradigm set gets the higher is the ACAP of the hotel (Hypothesis 1). Further we assume that the higher ACAP gets the higher is the firm performance (Hypothesis 2). We include the well-tested construct of EO by Miller (1983) in the...
research model and assume that the higher EO gets the higher is the firm performance (Hypothesis 3a). Furthermore we argue that the higher EO gets the higher is the ACAP of the hotel (Hypothesis 3b). Finally, we assume that the stronger the realized market ambiguity gets the higher is the EO (Hypothesis 4), the higher is the variety of the entrepreneurial paradigm set (Hypothesis 5) and the higher ACAP gets (Hypothesis 6).

In applying this research model, we are able to address two questions to the literature, which are still underexplored: 1. How and to what extend does entrepreneurial thinking on individual level and firm-level influence the firm’s capability for entrepreneurial action? 2. How and to what extend is this relationship influenced by realized market ambiguities at an individual level? This is important especially for branches which are considered to have a rather low level of entrepreneurial expertise but a rather high level of emerging market turbulences. Again this applies to the hotel market in Germany since the majority of its provider (small and medium sized hotels) are considered as rather conservative and little innovative.

**METHOD AND RESULTS**

An online-questionnaire for hotel managers was designed. It contains seven chapters with a total of 32 questions which include all constructs from the research model. A pretest took place in September 2015 among 16 executive managers in top, middle and lower management positions in German hotels. As a result, we found out that participants took on average 15 minutes time for answering although the calculated duration was 20 minutes. In order to get a preferably valid overview about the chosen market we had to find a compromise between the intended depth of the survey and the estimated working time of potential participants. This was solved by programming a random sample of 4 items on average for each part of the complex construct architecture of ACAP, Entrepreneurial thinking and of EO. To reach enough participants all over the German hotel market the invitation link was spread via E-mail by trade-specific multiplier (such as HRS and DEHOGA), among general and other top managers. Between October 2015 and March 2016 a total of 316 filled questionnaires were collected.

First, the sample composition was analyzed. An evidence for non-response-bias could not be found (Whitehead et al., 1993). Second, a descriptive statistic was prepared, a confirmatory factor analysis for every construct was made and construct intercorrelations were examined with satisfying results in each step. Then, different path models were shaped in order to test the validity of the research model. Two groups of path models were designed: one group to describe the relationship between entrepreneurial thinking and the capability for entrepreneurial action (as an approximation for the entrepreneurial function) and one group to describe the influence of realized market ambiguities on this relationship.
As a result the overall path model (Figure 2 and Table 1) shows that both the variety of entrepreneurial thinking and EO have a significant supportive effect on ACAP. Besides a significant positive effect of ACAP on firm performance occurs. The variety of entrepreneurial thinking was measured as the standard deviation of all means of the paradigm set. Since the model fit test shows an acceptable model quality both overall (RMSEA) and for its composition (SRMR) Hypothesis 1, Hypothesis 2 and Hypothesis 3b are supported while Hypothesis 3a is not supported clearly by our data (Hair et al., 2014).

Furthermore we found that the different components of the entrepreneurial paradigm set have a different influence on “ACAP” (Table 2): The pattern “Means vs. Goals” and “Failure Avoidance vs. Success Orientation” significantly support ACAP when the causation part gets higher and the effectuation part gets lower. The pattern “Uncertainty Tolerance vs. Certainty Orientation” significantly reduces ACAP under the same conditions. The pattern “Risk Reduction vs. Risk Avoidance” shows no significant effect on “ACAP”. Since the model fit test shows an acceptable model quality both overall (RMSEA) and for its composition (SRMR) these findings refine Hypothesis 1.

Finally, with the ongoing shaping of the second group of path models we found that the realized market ambiguities have a slight supportive effect on EO and, much weaker, on the variety of entrepreneurial thinking. Furthermore our results show no significant effect of the realized market ambiguities on ACAP or firm’s performance.

Model Fit:
CMIN: .577; DF: 1
CMIN/DF: .577
NFI: .997
CFI: 1.000
RMSEA: .000
PCLOSE: .598
SRMR: .0097
**Figure 2. Path Model 1 about the entrepreneurial function without report of integrated controls**

<table>
<thead>
<tr>
<th>Path Model 1</th>
<th>Regression Weights</th>
<th>R-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standardized</td>
<td>C.R.</td>
</tr>
<tr>
<td>ACAP &lt;--- EO</td>
<td>0.467</td>
<td>9.603 ***</td>
</tr>
<tr>
<td>ACAP &lt;--- Variety of Entrepreneurial Thinking</td>
<td>0.227</td>
<td>4.873 ***</td>
</tr>
<tr>
<td>ACAP &lt;--- Recognized Market Ambiguity</td>
<td>0.111</td>
<td>2.298</td>
</tr>
<tr>
<td>Performance &lt;--- ACAP</td>
<td>0.285</td>
<td>4.545 ***</td>
</tr>
<tr>
<td>Performance &lt;--- EO</td>
<td>0.167</td>
<td>2.544</td>
</tr>
<tr>
<td>Performance &lt;--- Recognized Market Ambiguity</td>
<td>-0.124</td>
<td>-2.248</td>
</tr>
<tr>
<td>ACAP</td>
<td>0.379</td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>0.189</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Summary of estimates for Path Model 1 without report of integrated controls

<table>
<thead>
<tr>
<th>Path Model 1 (Detail)</th>
<th>Regression Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
</tr>
<tr>
<td>ACAP &lt;--- Means vs. Goals</td>
<td>0.176</td>
</tr>
<tr>
<td>ACAP &lt;--- Risk Reduction vs. Risk Avoidance</td>
<td>-0.002</td>
</tr>
<tr>
<td>ACAP &lt;--- Failure Avoidance vs. Success Orientation</td>
<td>0.188</td>
</tr>
<tr>
<td>ACAP &lt;--- Uncertainty Tolerance vs. Certainty Orientation</td>
<td>-0.127</td>
</tr>
</tbody>
</table>

Table 2. Subsidiary estimates for relationship between ACAP and entrepreneurial thinking in Path Model 1

**DISCUSSION AND LIMITATIONS**

The results show for established hotel companies that the combination of effectuation and causation logic together with EO is able to enhance the firm’s capability for entrepreneurial action. This is a promising first step to build a better understanding of the entrepreneurial function because we gained a more detailed understanding about certain components of the entrepreneurial paradigm set that strengthen or weaken the ACAP according to their causal or effectual shift. The role of ACAP as a mediator of the EO-performance-relationship is stressed here. Most importantly, the overall variety of causal and effectual shifts within the entrepreneurial paradigm set does strengthen the hotel’s ACAP.

With these results a more sophisticated analysis, description and evaluation of the firm’s entrepreneurial function is provided. We conclude that in branches where casual shifts in entrepreneurial thinking dominate (especially the “orientation on goals and success”) like in the German hotel market, effectual shifts are not absent or irrelevant. In fact when these shifts enrich the entrepreneurial paradigm set (especially “toleration of uncertainty”) it leads to strengthening of the firm’s ACAP which is one of the most important enabling factors for entrepreneurial action. That is why we state that companies in those branches should become more familiar with effectuation logic in order to be able to enlarge the variety of entrepreneurial thinking among their (top) managers and employees on an individual level in the first place.
Nevertheless our study faces different limitations due to the chosen methodological approach: All data from the questionnaire are self-referred and were not elevated objectively. Due to the temporary willingness for participation during the pretest we decided not to measure all constructs in full length but to use random selection for items instead. Besides this is a single survey in the field that represent a snap-shot only. That is why we consider this approach as a first look on the surface of the entrepreneurial function that has to be deepen in further studies. First of all we recommend to measure all constructs in full length by using a smaller random sample in selected target markets. Then, we recommend to measure periodically after several years within these target markets in order to analyze and understand the effect of recognized market dynamics in changing market environments better.

**Keywords:** Effectuation Logic, Absorptive Capacity, Entrepreneurial Orientation, Market Ambiguity, Upper Echelons Theory
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ABSTRACT

Prosperity is possible only if political and economic freedom is ensured. Despite the overwhelming evidence from advanced nations, many countries disregard the best practices. The main reason is that those countries are governed by a small group of people who abuse power and benefit to a great extent from this abuse. Economic prosperity has its determinants: political and/or economic freedom. The competition among political forces in free societies helps find best solutions to contemporary problems. If one party is ineffective and inefficient, another is both effective and efficient. In terms of economic freedom, despite the liberal regulations, advanced nations are in a much better position than nations with authoritarian regimes. The reluctance of the majority of emerging and developing nations to focus on freedom and prosperity is the cause of massive poverty on almost every continent. Therefore, a study of the causes of prosperity remains one of the important topics. Based on the data on 27 post-communist nations (PCN), I analyzed the impact of political and economic freedom on economic prosperity in the two groups of PCN: politically free and not-free.

LITERATURE REVIEW

Friedrich Hayek (1948) indicated that economic arrangements determine political decisions. So thought Karl Marx and Friedrich Engels (1848). Milton Friedman (1962) indicated that economic means determine political decisions and social life; however, political arrangements determine economic outcomes. Capitalism was the preferable economic system which is capable of utilizing freedom for prosperity, enacting maximum incentives and motivation to work. There is not much recent literature that discusses the freedom and prosperity linkages because it is obvious that free societies achieve much prosperity despite a huge income inequality gap. In developing countries, governments often fail to implement their own laws and regulations which are sometimes right. The literature indicates that political and economic freedom facilitate economic growth (Vega-Gordillo & Alvarez-Arce, 2003, and so many others). Obviously, economic growth leads to prosperity. The growth and status of GDP per capita indicate prosperity. Some other social variables such as education, women involvement, access to means of communication, and other variables help measure prosperity. Economic freedom is the key to prosperity (Faria & Montesinos, 2009).
HYPOTHESES

Hypothesis 1: The free political system will be positively related to economic freedom more strongly than the not-free political system. Hypothesis 2a: The “civil liberties” attribute of political freedom will be positively related to economic prosperity in the free nation more strongly than in a not-free nation. Hypothesis 2a: The “political rights” attribute of political freedom will be positively related to prosperity in a free nation more strongly than in a not-free nation. Hypothesis 3: Economic freedom will be positively related to economic prosperity in a free nation more strongly than in a not-free nation.

METHODS

I use the political freedom indices (the Freedom House), economic freedom indices (the Heritage Foundation) and Human Development data (the UN Development Program). Data for 2000, 2005, 2010, and 2014 were utilized. Correlations of these indices and the impact of political freedom indices on economic freedom indices as well as the impact of political and economic freedom indices on prosperity indicators were calculated. The advantages of the freedom indices are their objectivity in terms of actual state of freedom in respective countries, rather than what is written in laws that are always good and disregarded by local governments to a great extent in not free nations. The human development data include factual information about GDP per capita, GDP growth rates, education, gender issues, life expectancy, employment rates, trade data, and some other country parameters that measure life styles.

ANALYSES AND REPORTS

Analyses indicate that political freedom is correlated positively with many more economic freedom sub-indices in free nations than in not-free nations in 2000-2014. Specifically, property rights and freedom from corruption are correlated positively with political freedom and civil liberties in the free nations. In not-free nations, these correlations were almost entirely absent. Political freedom indices (political rights and civil liberties) and prosperity indicators are not correlated in not free nations, except employment and political rights and civil liberties. Economic freedom indices are correlated with prosperity indices occasionally in not-free nations while in free nations they are correlated often and in systematic ways. Specifically, GDP per capita is correlated positively with freedom from corruption in free nations, but never in not-free nations. Fiscal freedom (pricing freedom) is significantly correlated with the majority of prosperity indices in free nations. In not-free nations, this index correlated with the employment rates only.
The effect of political freedom on economic freedom was significantly greater in free nations than in not-free nations. In these nations, political rights and civil liberties had a significant and positive impact on economic freedom indices, except the labor and fiscal freedom. In not-free nations political freedom mostly did not impact economic freedom with the exception of financial and trade freedom among ten economic freedom sub-indices. Hence, Hypothesis 1 is supported. In terms of the relationships between political freedom and prosperity, in free nations, political freedom had a significant positive impact on the human development index, employment, access to mobile phones and Internet, as well as GDP per capita. In not-free nations, political rights and civil liberties had a significant positive impact on the employment rates only. Governments in unfree nations were focused on increasing employment rates as a function of political rights and civil liberties. It turns out that political rights and civil liberties are about employment only. Hence, Hypotheses 2a and 2b are supported. In free nations, many economic freedom indices had a significant impact on prosperity. Specifically, freedom from corruption did so there while in not-free nations that factor was insignificant because freedom from corruption does not exist. In these nations, financial freedom had a positive impact on prosperity; economic freedom had a significant positive impact on employment; and freedom from corruption affected education in a couple of years. Hypothesis 3 is also supported.

Keywords: economic freedom, political freedom, prosperity, post-communist nations, emerging markets
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ABSTRACT

1. INTRODUCTION
The issue of Brand Equity has attracted much attention, both from an academic and a business management point of view (Aaker, 1996; Christodoulides and Chernatony, 2010; Keller and Lehmann, 2006; Yoo and Donthu, 2001). However, despite the unanimous opinion that the Brand Equity is an important intangible asset, the literature on this field is largely fragmented and inconclusive in terms of conceptual foundations, sources, essence and measures (Christodoulides and Chernatony, 2010; Davcik et al., 2015; Oliveira et al. 2015). This paper aims to identify explanatory factors from the consumer's point of view, which have a greater influence (positively or negatively) on the probability of choosing a brand. An Ordered Probit Model methodology was carried out. This study examines the relationships between the Brand Equity dimensions (following Aaker’s theoretical model: Brand Awareness; Perceived Quality; Brand Loyalty; Perceived Value; Brand Personality and Organizational Associations) and the probability of brand choice, which is used here as a proxy for Brand Equity.

2. THEORETICAL BACKGROUND
The importance of the concept of brand equity and, more particularly, its measurement is undoubtedly one of the most pertinent topics in the field of marketing, for both, scholars and for practitioners (Davcik et al., 2015). Although, the estimation of brand equity and the quantification of the return on marketing activities in financial terms it remains the major challenge for brand managers (de Oliveira et al., 2015). Two brand equity research streams are dominant: the customer-based and firm-based perspectives. Methodologies developed under the operationalization of CBBE can be classified as direct or indirect. Direct approaches attempt to measure the phenomenon directly, by focusing on consumers’ preferences (e.g. Park and Srinivasan, 1994) or utilities (e.g. Kamakura and Russell, 1993; Swait et al., 1993), while indirect approaches measure brand equity through its demonstrable manifestations (e.g. Yoo and Donthu, 2001; Pappu et al., 2005; Christodoulides and de Chernatony, 2010).

3. RESEARCH METHOD
The study focuses on a category of FMCG, through four widely known beer beverages brands, in the Portuguese market: Sagres, Super Bock, Heineken and Carlsberg. Representing 92,2% of the total market in Portugal. In order to achieve the proposed goal, this research is supported by a quantitative methodology, a questionnaire survey, which was directed to consumers (current and potential) of beer, residents in Portugal. A Factor Analysis was conducted after data collected, following the estimation of the proposed econometric model. In this study, the dependent variable is "the probability of choosing the brand X at the next purchase occasion" and the classes used in the model range from 1 (representing "Very unlikely") to 5 (being "Very likely/Certain"). As we are considering an ordinal qualitative dependent variable, the model should be an ordinal regression model, as this avoids the assumption of constant distances between the variable classes (Maroco, 2007). For this purpose, we used the Ordered Probit Model. In this model, it is possible to model the observed responses considering a latent variable $y_i^*$ which depends linearly of the independent variables $x_i$:

$$y_i^* = x_i^T \beta + \varepsilon_i$$

where $\varepsilon_i$ are independent and identically distributed random variables.

The quality of the model was analyzed, using a specific method: Prediction Evaluation.

4. RESULTS

Regarding the adequacy of the sample to perform the Factor Analysis, the results of the widely used measure of KMO suggest that the data is adequately adjusted. Among the KMO results presented, one can see that, apart for the Super Bock brand (which has a higher KMO 0.8), all other subjects have an excellent KMO (greater than 0.9). In an overview, we can notice that organizational associations are not statistically significant, which makes sense because these are brands that present a brand management at the product level and separated from the corporate brand. Comparing the two brands of high penetration (Super Bock and Sagres) we can see that the most recently consumed brand strongly influences the probability of choosing that brand, a situation that does not happen with the brands of low penetration (Carlsberg and Heineken), in which the most recently consumed brand is not statistically significant. As a point in common, the constructs of loyalty, awareness and quality are statistically significant for all brands.

5. CONCLUSIONS

This study concluded that there are significant differences between the brands in respect of the explanatory factors of the probability of choice. This study aims to contribute to a better academic and management knowledge on the topic of research, particularly by applying a methodology
uncommonly used in this research area, providing a refreshing and original insight into the problematic of Brand Equity. Additionally, from the management point of view, this study reveals some clues to the creation of more efficient marketing strategies.

Keywords: brand equity, customer-based brand equity, brand choice, brand preference, consumer behaviour, purchase intentions, ordered probit model
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ABSTRACT

In this paper we attempt to evaluate the institutional factors at work in the adoption and implementation of CSR practices in the Russian oil industry. As such we contribute to the growing literature examining the evolution of CSR as a function of institutional forces (Campbell, 2007, Bice, 2015). An institutional approach to CSR practices provides a new analytical lens which opens up interesting avenues for scholarly inquiry, notably in examining different reasons for CSR implementation beyond the usual business case arguments such as the (unproven) link between CSR and performance, stakeholder and ethical models. Our aim in this article is to explore how social mechanisms such as social norms, mimetism and normative learning influence CSR, defined as social, environmental and economic behaviours, of Russian oil firms (Bice, 2015).

Institutional theory looks to inform how rules, regulations bound behaviours and helps distinguish multi-layered agent intrinsic conviction from external pressures (Bice, 2015). In other words institutional approaches take into account varying degrees of agency, from highly strategic actors to ‘passive’ objects of isomorphism (Cambell, 2007, Tempel and Walgenbach, 2007). From an institutional perspective, it is argued that ‘CSR is located in wider responsibility systems in which business, governmental, legal, and social actors operate according to some measure of mutual responsiveness, interdependency, choice, and capacity’ (Matten and Moon 2008, 407), hence the variation of CSR across countries and institutional contexts (Chapple and Moon 2005; Campbell 2007). This study employs Scott’s three pillars of institutions; regulative, normative and cognitive to identify pressures on CSR actions (Scott 1995; Kostova and Roth, 2002).

According to a Bourdieusian perspective, human behaviour is influenced by the interplay of economic, social, cultural and symbolic elements. According to Bourdieu, individuals are motivated to engage in any practice that increases their economic, social, cultural and symbolic capital. Social practices are undertaken by individual managers to attain social power and improve their position in the organisational field. When considering the implementation of CSR projects, a Bourdiesian approach postulates that this behaviour is not driven by any economic impact as explained in instrumental approaches, nor by ‘intrinsic rationality’, as suggested by normative stakeholder theory (Aaken et al., 2013).

According to Bourdieu (2005) actors engage in practices to acquire monetary and non-monetary capital. He distinguishes between three types of capital; economic, cultural and social. Bourdieu
argues that unconsciously shared evaluation of various forms of capital is referred to as illusio. Illusio is described as an ideology explaining how individuals perceive the legitimacy of certain pro-social actions in a particular field (Abercrombie and Turner, 1978). This perspective provides a framework to examine why individual actors engage in CSR by underlining the interaction among economic and non-economic motives as well as recognising both micro- and macro-influences (Aaken et al., 2013). Bourdieu’s theory as a theoretical framework broadens the research scope to emphasise on the interaction between actors and organisations fields in the CSR context.

Institutional theory explores how companies’ choices are shaped by and negotiated in the institutional environment. In fact, institutional theory offers an explanation of individual and organizational behavior (Lee, 2008). Companies in different national contexts understand and apply CSR differently. This is explained by the contextualization of CSR in national institutional environment (Bashtovaya, 2014). Institutional theory is useful framework to understand how institutional environment influence CSR (Campbell 2007; Aguilera and Jackson 2010; Bashtovaya 2014).

Companies need more than material resources and technical information in order to survive and expand; they ‘require social acceptability and credibility’ (Scott 1995, 71). CSR is undertaken to improve perceptions of legitimacy by societal actors (Young and Makhija, 2014). Legitimacy is a generalised perception that a company’s performance and actions are appropriate and desirable in socially constructed systems of definitions, values, norms and beliefs (Suchman, 1995). Organisations develop rational and pragmatic strategies in response to the public expectations (Kuznetsov et al. 2009). According to Scott (1995, 45) legitimacy reflects ‘cultural alignment, normative support or laws’, which diminishes the possibility of societal penalties.

This exploratory study aims to investigate the institutional forces which influence how managers in the Russian oil industry and in particular we examine which of Scott’s (1995) institutional pillars seem to frame managers’ perceptions and actions.

The data collection process began with semi-structured interviews with employees of Russian oil companies. Participants were drawn from different departments and backgrounds, to ensure the diversity of perspectives. Following Miles and Huberman (1994), qualitative content analysis technique is used to analyse the interviews to identify themes in the data. Interviews were transcribed and coded manually. Codes are labels assigned to segments of documents such as paragraphs, sentences, or words (Miles and Huberman, 1994). This helps to catalogue key concepts.

Many Russian managers in the oil industry seem to believe that CSR is the ‘right’ thing to do.
'I think you can’t avoid this today. Civilized business cannot exist (without CSR), especially a big one, especially natural resources companies’ Manager G.

CSR projects, particularly in northern and remote regions of Russia, has become an ‘unwritten rule’ that must be obeyed.

'There are unwritten rules that are most important than written rules. And you need to follow these rules more strictly than written…. So the same situation here, no need to regulate CSR, it should be as unwritten rule, but should be obeyed as any other written rule. Any oil or gas company should be socially responsible.’ Manager G.

Perhaps this normative pillar is linked to a perception of the oil industry of being in need of reputation repair in Russia.

'Please understand, we all want to be good. Is it not nice enough to build a nursery, if you have money, if you have time.’ Manager A.

‘and there is moral aspect to this.’ Manager E.

Managers frequently invoke reciprocity, or ‘giving back’ which has become a norm.

'It is important to understand that business especially manufacturing, working with resources, you interfere with the environment and nature. You need to compensate to people. When you come to operate in regions, it is important to give something back.’ Manager A.

‘Companies should be working to benefit country, employees, community; companies should carry a responsibility. Not only making money, getting the profits, getting up and leaving.’ Manager N.

Manager O explains that companies need to obtain a licence to operate. However there is no legislation that makes companies to spend money on social matters. Although it would be ‘quite strange if an oil company did not consider any charity activities’. This is an expected role of a company in society.

Manager O explains that companies are considered as social care-takers, which is explained by the Soviet heritage. During the soviet times, towns were built and developed around ‘factories’. The companies had their operations in regions, which then would have become towns. Companies provided social benefits to the community in these towns.

‘Energy companies cannot operate without providing support to the local community. It is impossible. In this situation, a company comes to a new region with a licence, which concludes that a company can start the drilling. And now imagine, that a company doesn’t
have any social responsibility, and then starts drilling. This is just impossible! The local authorities will get involved, will get in touch with media, they will write everywhere stating they are not happy. Gubernator will explain that you can’t act like this here. ... These are unwritten rules.’ Manager O.

According to Scott (2001) normative systems define objectives and goals of the company, but also indicate appropriate ways to achieve these. Participants explain that there are social obligations and societal moral rules that each company have to conform to. By this, they explain companies need to meet expectations of internal stakeholders such as employees, and external such as community where the company wants to perform. This behaviour is considered to be morally appropriate, which directs further behaviour and how things should be done (North, 1990). The normative standards, which are widely, accepted by a society increase the likelihood of socially responsible behaviour. CSR programmes instigated by Russian oil firms are considered by managers as being ‘normal’, ‘moral’ and seem to be aimed at restoring trust between large companies and society as deep mistrust in the large companies continues in Russian society (Fifka and Pobizhan, 2014).

Our findings show that companies are now moving towards a normative model of CSR, rather than being influenced by the paternalistic approach that has continued in Russia during the recent transition period. Social obligation and societal moral rules play a role in driving the extent of CSR practices. Companies need to meet expectations of various stakeholders such as local government, local community and employees, which is considered as morally appropriate behaviour in the context. We conclude that although Russian oil companies operate in a political context where the State has extensive influence in economic performance, the normative social pressure and social mechanisms are effective drivers for CSR in post-communist economy.

This paper’s contribution is to demonstrate how normative forces shape the of CSR practices in this industry. This sheds light on the institutional logics that underline CSR practices, and puts forward implications for managers and policy makers to construct more effective CSR strategies. CSR needs to be contextualised and constructed with greater local sensitivity, and a better understanding of the local CSR values.
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ABSTRACT

As every sector nowadays, Italian wine industry is facing the international economic crisis; however, it can be described as “in good healthy” and with lots of opportunities in a dynamic perspective. Italy seems not a country for white wines, both for production and for economic values, but this sector has started to collect interesting growing exchange values. In this context, in 2016, the Consortium of the Vernaccia di San Gimignano G.I. celebrated the 50th anniversary of its foundation: it is time to make a balance and think (or re-think) at the future.

This study starts from the analysis of the context of the Italian wine sector, with particular focus on still white wines sector, to outline a re-positioning to the market of Vernaccia di San Gimignano G.I. To achieve this purpose, we conducted a qualitative field research (interviews to experts) and an analysis of productive and economic data in a comparative way.

Signals from the GDO system – a mirror for consumer trends – show some opportunities for white wines: biological, typical and local (km0) products; trends in health consciousness and wellness. The conjunction of these factors, together with the growth of e-commerce, offers considerable opportunities for Italian white wines. But, in this general framework, for Tuscan white wines the challenge is greater: the reputation of the terroir principally concerned with the production of red wines.

This research outlines a profile of light and shadow for Vernaccia di San Gimignano G.I., with unexpressed potential assets that invest not only wine production but the territory as a whole (Castagno, 2016). The results of the interviews indicated that this wine is seen by local people – including political and economic institutions – as a secondary asset for tourism sector. Also some producers had a certain grade of scepticism about the potential economic value of this wine. The result is that today the Vernaccia di San Gimignano G.I. appears relegated to a passive niche in the Italian white wine’s sector.

Tring to synthetize the volume and value’s characteristic of the Vernaccia di San Gimignano G.I. we can say: 50 million of bottles; 10% of wine production is “reserve wine”; 720 hectares; 50% of the production bottled; 145 €/hl price for unbottled, among one of the highest in Italian still white wine sector; 5.9 million euro of production economic value (Ismea, 2016); ninth place in the ranking of bottled wines for
volume growth in the Italian GDO (Iri, 2016); a long documented historic wine; third place for awareness among Italian whites.

Then, Vernaccia di San Gimignano G.I. is a small production, geographically well-bounded and strongly identified with one of the major Tuscany historic city for tourism attractiveness. By contrast, no global wine player is present to create a successful commercial model, both wine and territorial, as in Montalcino for example (Mattiacci and Zampi, 2004); there is an insufficient quality reputation but a good awareness, that it is not properly activated. To conclude, the Vernaccia di San Gimignano G.I. seems to lie in a borderland between the “not yet” and “no more”: not a great wine, expression of the Tuscan ability to create excellent wines; no longer the “poor parent” of Chianti, but with still too many qualitative discontinuity problem and without a G.I. big player to be an example. The strategic path that we identify for this G.I is to define an active niche in the market of local still white wine, profiling an offer enhancing the distinctive characteristics of the grape variety (savory, minerality, etc.) and the extraordinary narrative potential given by its territorial heritage, a very important competitive factor (Rocchi and Gabbai, 2013; Moulard et al., 2015; Spielmann, 2015).

On these two primary assets, we can engage other two for a narrative and explication enrichment; Vernaccia di San Gimignano: is the only Italian DOCG white wine produced only in one municipality; is a wine easy to pair with food.

The analysis we conducted allows us to consider as a target for Vernaccia di San Gimignano G.I. a “male” profile, structured as follows: wine lover; male with more than 35; whole meal consumption patterns. The point of difference would be: for the product, longevity and savory; for the name, history and biological product. The price would be differentiated by type. Last but not least, the brand promise: a “solid white wine”. The path must be developed in a medium/long period, acting to the local community and to external stakeholders.

**Keywords**: re-position; awareness; origin labelled wine; wine assets; branding; terroir
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ABSTRACT

The article looks at how people react to the introduction to additional transport related fees when using private transport. The authors prove that a switch to road pricing and paid parking in urban areas is inevitable. An overview is done of scholarly work on the problem of people's behavioral response by means of sociological surveys and laboratory experiments. The authors analyze the methodological framework of laboratory experiments and improve the method of laboratory experiments. The proposed research method is a laboratory experiment based around a consumer behavior survey of students faced with the need to pay additional transport related fees. The article specifies the basic assumptions and variable parameters of the experiment, the key assumption being that all subjects own a car. At stage one of the experiment, the participants earn money; at stage two they decide on the most suitable means of transportation to make a given number of trips. The experiment stipulates the length of the trip, the size of the per-kilometer congestion charge, the parking fee, the price of gasoline, and the public transport fare. Following the experiment, the students' readiness to pay the additional charges or to use public transport is assessed. The gender of the students is the variable parameter of the experiment. Different levels of readiness to use cars instead of travelling by public transport are measured in female and male students in the case of the additional transport related charges. It is proven that women exhibit smaller levels of readiness to use public transport, while men are more likely to abandon their cars. Different levels of readiness to voluntarily pay the additional transport related charges are measured in female and male students. It is concluded that female drivers exhibit higher levels of propensity and compliance when it comes to paying transport related charges, whereas men need to be kept under tighter control because they are less inclined to voluntarily pay the transport related charges. The aim of the research is to develop a method of assessing behavioral responses of transport fee payers that will make it possible to differentiate between the responses exhibited by male and female inhabitants of urban areas.

Key words: Behavioral responses, laboratory experiments, public transport, private transport
ABSTRACT

The purpose of this paper is to highlight developments in ambient assisted living technology (AAL) so as to drive discussion towards a route to market framework for a European wide AAL solution. Due to time restrictions and the nascence of research in the area of route to market frameworks for AAL technologies models being applied to AAL technology assessment a secondary research approach was employed for this paper (Bryman and Bell, 2007).

Ambient assisted living technologies (AAL) is an emerging technological area that can provide assistance and support to persons suffering various diseases. The development of AAL technologies comes at a significant time with respect to world age profiles (Novitzky et al. 2014). It is estimated that there will be two elderly people to every young person in the European Union by 2060, with 10% of the population estimated to be over the age of 80 by 2060 (Eurostat, 2011). In some cases, the change is more immediate. By 2010, 23% of the population of Japan was 60 years of age or older and it is predicted to reach 39% within the next 40 years (SBJ, 2011). This unavoidable increase in the age profile of the population brings with it particular concerns. As age profiles increase so too does the prevalence of diseases associated with older age, namely mild cognitive impairment and cardiovascular disease (Novitzky et al. 2014). Our health care systems must be equipped with technologies to tackle these concerns. Recently, two Horizon 2020 funded research projects set out to develop AAL technologies that focus on two particular types of disease; cardiovascular disease (CVD) and mild cognitive impairment (MCI). AAL technological solutions aim to allow users suffering from a disease to aspire to an improved quality of life (QoL). Those suffering might enjoy the comforts of their own home. In addition, the application of AAL technologies can reduce the economic burden that currently rests on stressed health care systems, caregivers and patients.

In order for the lifting of economic burden and the destressing of health care systems to be realised, it is imperative that knowledge is developed with regard to the best routes to market for AAL technology solutions. An initial literature review of the healthcare delivery systems of partner countries within said projects elucidates the various and fragmented systems across Europe. Individual partner countries show varied combinations of public and private sector health care delivery systems (WHO, 2016). While literature relating to technology assessment for the purpose of route to market distribution does exist, (Kidholm et al. 2012; Janssen et al. 2013; Cusack et al. 2009)
none address the issue in a European wide context, further more existent literature is lacking in specific contemplation of AAL technologies.

The two Horizon 2020 projects related to this paper present a timely opportunity to build on existing literature associated with route to market frameworks for AAL technologies. Both projects have required the bespoke development of cost benefit analysis tools, total cost of ownership tools and business models for an emerging area, in addition to a comprehensive literature review of partner country health systems. At project maturity both solutions will have trialled suitable business models and commercialisation routes. It is now envisioned for two case studies on the respective experiences to be developed. Its purpose being to document the route to market experience of the solutions, culminating in a route to market framework being developed that can be employed in future Europe-wide projects dealing with healthcare delivery systems.

Keywords: Ambient assisted living, Commercialisation, Healthcare systems, Horizon 2020, Business Models, Framework
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ABSTRACT

This study aims to characterize the consumption of an international consumer product fad. There is made a literature review of the concepts which can be related to an international fad. The review begins with the study of the product life cycle in order to evaluate which characteristics a life cycle has from the production point of view. The CAGE distances are also studied due to the particular importance of the cultural and geographic distance in an international fad. As for the social behavior, the herd behavior is studied to understand the process of sequential decision making and also the influence of the conformism. For the product, the way an innovation is perceived is also approached. To know more about the subject, the Gin case is presented. The quantitative study starts with an initial model with the variables which can have impact in the consumption of the Gin. Based in the initial model, a survey is built and conducted, obtaining 143 valid responses. The data is analyzed based in a structural equation modelling.

The results verify the positive impact of need for group differentiation in the consumption gin. The perceived newness has direct impact in it consumption. An international fad lasts while it is differentiator for the consumer, so the herd behavior influence is not validated.

Keywords: newness, group differentiation, fads, conformism, herd behavior
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ABSTRACT

The Islamic Corporate finance – understood as that whole things of Legal institutions, financial instruments, procedure, transactions and contracts that operate in accordance with the mandates and the traditions of the Islamic law (Shari’ah) – represents, in relative terms, almost the 3% of the worldwide finance and it's obtaining a more significant importance inside of the financial world system, with more than 20% of growth rates per year.

At the beginning of the 2017, the market value of the Asset Under Management managed by Islamic financial institutions was more than 2.500 billions of dollars, with growth estimates close to 3.000 billions of dollars. It should be underlined how the fundamental Sharia’ah precepts have not only limited significance between the God-Man relationship but they represent the principles of behavior for the community of believers in every aspects of the public life since they supervise the adjustment of all economic activities.

The key factor of the Islamic finance is not the “religion” but the component of “Economic Justice” which draws inspiration from the Islamic ethics. Shortly, the main regulations in the Economic-Financial field are attributable to the prohibition to apply a fixed and predetermined interest rate (ribā), guaranteed regardless of the investments performance; the principle of profit and loss sharing is also regulated by the Shari’ah, as the prohibition to implement economic practices that involve uncertainty (Gharar) and speculation (Maysir); in the end the ban to use, invest and trade forbidden activities. According to the principles of the Islamic law there is freedom in the negotiating and economic activities though the possibility to make the agreements between parties it could be exercised within certain limits.

This paper, on one side, aims to investigate and quantify the impact of some economic, assets and financial variables that they have on the financial structure of the companies listed in the Indonesia Stock Exchange and, on the other side, to compare companies Shari’ah compliant within companies not Shari’ha compliant that are listed in the same market through the capital structure analysis. In particular, the objective of this paper is to prove the influence of the debts (short and long run), the firm size (meant as revenue size) and the total assets into the performance valuation represented by
ROE (Return on Equity), ROA (Return on Asset) and the Market to Book Value of the companies listed in the Indonesia market.

It was used as primary source “Data Stream” from Reuters. The companies considered are the 525 firms that make the Jakarta Stock Exchange Composite Index and they have been divided into ten macro-sectors: Basic Materials, Communication Services, Consumer services, Consume Goods, Energy, Financial services, Industrials, Real estate, Technology and Healthcare. The companies in the Indonesian market have been split into Shari’ah compliant and not Shari’ah compliant, following the list of the firms which form the Indonesia Shari’ha Stock Index. These companies follow the Islamic law since their business is not connected with haram activities, for example the sale of alcoholic products, pork meat, porn industry, gamble industry and traditional financial-insurance services. The riba is also a prohibition for the capital structure of the companies, which can't be indebted through services by traditional finance. Few financial ratios have been established by the Islamic law with the aim to summarize and list the admissible situations and the forbidden from the Shari’ah rules about indebtedness. Some companies are excluded from this rule, to be precise: firms with debt on average market capitalization from the past 12 months is equal or above of 33%, firms that the sum of the cash and securities on market capitalization is equal or more than 33%, finally the companies which the credits into market capitalization are equal or more than 33%. All of these ratios have the aim to monitor the companies leverage since at the rising of it the companies automatically have a higher risk that is not allowed on the Shari’ha principles.

Starting from the approach used by Wan Shazlinda and Wan Shahdila (2015), it's been used a regression analysis to examine the data and to observe the possible correlation between those variable that were compared.

The timeline of reference is five years (from 2011 to 2015).

The results obtained reject the initial hypothesis. In particular, the empirical analysis made through the regression shows that the listed companies at the Indonesia Stock Exchange, both Shari’ha Compliant and not Shari’ha Compliant, are not definitely influenced by the variables observed about the corporate performance.

It is highlighted that the dependent variables are not explained by the independent ones, because the “R^2” of this regression sign in the most of the cases values around zero. The industries which the determination coefficient is close to “one” are those of the Healthcare, Real estate, Technology and Communication Services to whom the sample of analysis is small. A result around “one” is statistical significant regarding the variables considered. This feedback, indeed, is relatively remarkable since...
the statistical analysis made on a small number of companies is can’t be considered explanatory and representative. The relevance of this work, that wants observe the impact of some variables on the evaluation of the firms performance, can’t deduce by the size of the sample that has an high importance in order to provide an indicative and comparable result. What emerges from the other business is a lack of the influence from independent variables and dependent ones, with variation in the timeline considered, but overall it attests a non significant correlation.

This result follows the results from other multiple studies which focus on the same poll in different markets. Wan Shahzlinda and Wan Shahdila (2015) say that, in the case of Malaysian companies, the short debts, medium and long term and the totals debts do not affected the ROE and ROA of Shari‘ah compliant companies, as there is no influence from the total assets and total revenues on the dependent variables. The companies not Shari‘ah compliant report correlations coefficient equal as resulting in this study also in term of relevance of the debts on the ROA and the Market to Book Value. Similarly, Philips and Sipahioglu (2007) have analyzed the relationship between the financial structure and the firm’s performance; they also underlined the gap of statistical significance between the leverage and this performance. About the total assets, the results from this work are supported by the study done by Carpentier (2006), according to it this size do not influenced the ROE. Furthermore, from a study by Ebaid (2009) about non financial Egyptian companies, the financial structure does not impact on the firm’s performance in terms of ROA and ROE. The study performed by Mesquita and Lara (2003) on the Brazilian companies follows the same rules, through it the results allowed to realize that the long-term debts have not relevant influenced on the estimation of the performance of the ROE. Finally, Yadav (2012) have made a study on the Malaysian companies and he’s highlighted that there is not an impact on the Market to Book value on the ROA from financial structure of the companies.

In the future, it could be interesting doing the same analysis in different stock markets, considering a different timeline and using different variables for example the net income or the equity ratios.

*Keywords: Islamic corporate finance; capital structure; performance; Indonesia Stock Exchange (IDX), Shari‘ah compliant.*
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ABSTRACT

Hedge funds global assets under management have been consistently increasing and at the moment have a value of over three trillion dollars (Prequin, 2016). The current study performs a comparative analysis of 10 hedge funds performance in each of the three countries: Cyprus, as the local market and Ireland and United Kingdom as the countries leading the hedge funds European industry. The sample size of the hedge funds selected totals Assets under Management of over 258 million euro in Cyprus, over 90 billion euros in the U.K., and in Ireland over 29 billion euro, which represent a significant 121-billion-euro sample of this market worldwide.

The analysed period of active returns is 75 months all through January 2010 to March 2016 for each hedge fund against the monthly returns of several benchmark markets via their index, as alternatives for investments: FTSE 100, S&P 500, ISEQ ALL and EURO STOXX 50., based on databases which include: Morning Star, Financial Times, Hedge Fund Intelligence ECB, CCB and CySEC.

The study presents the legislative background of hedge funds operations in the European Union, U.K. and Cyprus, compared to the U.S., trying though to focus on the management performance comparisons including their risk appetite analysis.

The main part of the analysis has collected, analyzed and interpreted data regarding the funds under examination, using the commonly use statistical measures of mean and standard deviation. In addition to Tracking Error of the active returns, the study’s methodological tools are the risk adjusted measures: the Sharpe ratio, its adapted version the Modigliani risk-adjusted performance measure M², and last but not least the Jensen’s Alpha coefficient.

Several t tests confirm and rejected the hypothesis regarding the performance of the funds under examination relative to above mentioned benchmark markets as alternatives for investments. The study findings show a relative under-performance of the Cypriot Funds compared to UK and Ireland Funds, overall, all the funds outperformed most of the benchmark markets that were compared to. The study limitations are the biases of the strategy used for investment of each hedge fund and on the variation of their regulatory base.

Keywords: hedge funds, active returns, tracking error, Modigliani Risk-Adjusted Measure, Jensen’s alpha, Sharpe ratio, Cyprus, U.K., Ireland, investments.
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ABSTRACT

Family firms play a very important role in today’s international markets, especially because, among small and medium size enterprises (SMEs), they cover a high percentage in different European countries (e.g., Donckels and Frohlich, 1991; Surdej and Wach, 2012). During the years there was a growing interest on family firms’ internationalization (e.g., Graves and Thomas, 2008; Pukall and Calabrò, 2014). Some authors focused on discovering which variables influence the international expansion (Gallo and Sveen, 1991; Gallo and García Pont, 1996; Zucchella et al., 2007; Calabrò et al., 2016). However, the majority of contributions have been concentrated on gradual/step-by-step/Uppsala model type internationalization (Graves and Thomas, 2008; Kontinen and Ojala, 2010), while few studies have been tailored on born global family firms (Wach, 2014). The principal aim of this study is to examine how family firm’s characteristics and external factors can enable or limit the internationalization process of born global firms. To achieve our objective, we decided to adopt a multiple case study. Data were mainly collected through in-depth, face-to-face interviews with owners from two Italian born global firms located in Marche region. For data triangulation, we also collected data and information from other sources, such as annual reports, firms’ homepage, and other documents (Vissak and Francioni, 2013). For examining the different aspects and factors influencing the internationalization of these firms, we decided to create a more comprehensive framework based on Gallo and García Pont scheme (1996). In details, we considered three categories: strategic factors, family firms’ organization characteristics, and top management features. All categories have been divided into elastic and rigid variables. Preliminary results showed that variables stimulating the internationalization process were mainly related to the owners’ backgrounds and their past work experiences. Moreover, the presence of other businesses run by either the entrepreneur or his family members, for which relationships with foreign markets were already established, allowed growing up rapidly in international markets. Similarly, family members living abroad provided effective support in the search for foreign customers and made a valuable contribution to the firm’s international expansion. Furthermore, although the entrepreneur was the main decision-maker in the majority of international strategic decisions, other family members showed a similar approach, to that of the entrepreneur, towards international activities. With specific reference to entry barriers, they were mainly associated with import rules and bureaucracy, and less with the family business characteristics. The paper represents just the beginning of an in-depth analysis through which
understanding the dynamic of born global internationalization among family firms, but it is one of the first contributes to the studies of born global family firms.

*Keywords: Internationalization, SMEs, Born Global, Family Firms*
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ABSTRACT

It is sometimes a premise in Middle East and North African countries that empty positions are not always filled on the basis of capabilities, experiences, high standards and elevated expectations. As a result, the reputation and even the quality of organizations in such region are sometimes not at the level of developed countries. Numerous companies in Lebanon & Tunisia are under corruption and bankruptcy. Along with that, there was continuous pressure on the top administrations of few companies in both the public and private sectors to provide jobs and in some cases, employing two candidates for the same position. Hence, there was a lot of interference, favoritism, cronyism and nepotism while filling vacant positions. Nepotism, as considered by several researchers as a corruption practice, was a problematic phenomenon in these countries in both public and private sectors. In the absence of a connection with the employer, be it social or familial, the candidate has a small or in some cases no chance in getting the job. In fact, Nepotism is the act of showing favoritism to a member of a relative, a friend or a connection by offering him/her a job or a certain position (Arasly et al., 2006) There are two types of Nepotism, the horizontal nepotism happens between counterparts such as business partners, friends and colleagues, and the vertical nepotism which is related to the superior and subordinate relationships (Khatri and Tsang, 2003).

From HR point Nepotism carries numerous issues with it, as it is seen as a work that holds nonobjective standards of recruiting in light of kin relations rather than objective standards that focus on knowledge, experience, abilities and capabilities. Bute (2011) showed that nepotism has significant negative effect on job satisfaction, organizational commitment and practices of human resource management. If employees are in competition with a privileged individual, their probability of promoting is low (Abdalla et al., 1994). Thus, Nepotism if based on kinship can cause family struggles, conflicts between generations, weakened organizational commitment and turnover of competent and high quality managers (Ozler at al., 2007).

Other views often see nepotism as an advantage to the association where some companies rely on nepotism in order to get the work done; Other positive aspects of nepotism can be that if a person is appointed through nepotism by using his relations in the organization, then he can probably have a...
shorter career development paths to go up to higher levels in the organization without the need to go through all the organizational routine steps. Another advantage is that hiring a friend/relative through nepotism means that you already know his capabilities and will allocate the correct task for every individual in view of the individual quality and weaknesses. Another issue is that a friend or family member may be familiar with the company and know how it function, so there is no need to spend as much time to train and mentor new employees with the work process in the company. Moreover, relatives and friends who are hired may possess a strong commitment to the company, where they might be ready to work additional hours or even ends of the week when important. Therefore, Nepotism is thought to be effective when it is utilized suitably. But when it causes irreconcilable situations, homogeneity and legitimate inconveniences, it is dealt with as inefficient nepotism (Khatri and Tsang, 2003).

In the Arab world, “Wasta” is the term used to refer to Nepotism/ social networks or connections (Cunningham and Sarayah, 1993). Historically, Wasta was used as a mean for managing relations between families and tribes in the Arab countries through the use of an intermediary usually referred to as the sheikh who would be called on to be the intercession or the Wasta between the conflicting parties (Cunningham and Sarayah, 1993). In fact, in these countries, there is a high need to establish trust so that business relationships can succeed. Trust is usually built at the personal level (Al-Hussan & Flether-Chen, 2014) and here “Wasta” plays a critical role (Al-Omari, 2008). It is clear that wasta affects heavily recruitment and selection among other HR practices. Wasta in the Arab world is also a critical component for career success (Singh et al., 2006).

While nepotism/Wasta has been a pervasive social phenomenon in every culture, prevailing in family businesses, the topic has majorly been a taboo for academic research. Although the phenomenon prevails in many organizations in Lebanon, Tunisia and the Middle East, the topic is still under researched. Most of the studies explore the factors behind nepotism in Arab countries including cultural, economic and social factors (Abdalla et al., 1998). There are no studies about nepotism/ Wasta in Lebanon and Tunisia and how it influences human resource practices.

Our research contributes to addressing the lack of researches dealing with the effect of nepotism on HR practices in Lebanese companies. The study is significant in the way it addresses the nepotism phenomena in Lebanese & Tunisian companies from different perspectives and shows how the different HR practices are influenced by this phenomenon. **Our research question will be: How does nepotism affect HR practices in Lebanese and Tunisian companies?**

To answer this research question, the qualitative research method was preferred as it focuses on meanings and understanding of a particular issue (Rubin &Rubin, 2005). Moreover, Nepotism as a
A sensitive topic is a common phenomenon yet concealed and avoided to be discussed (Jones, 2013) which requires a different level of interaction than in quantitative method. We adopt the semi-structure interview technique (face-to-face interview). A thematic analysis is done to analyze the content of the interviews conducted with respondent from different organizational industries in order to avoid a single view perspective of nepotism. Each organization is represented by the HR manager or supervisor from the human resources department. 20 companies from the educational, health, banking, NGO, chemical, automotive, electronic, oil, agro-food, ceramic industry, garment sectors were surveyed in Lebanon & Tunisia. Among these companies 13 are locals and 7 Western Multinationals.

All organizations considered that nepotism as a practice may foster inequality between employees if applied. In both countries, it is still a practice mainly found in the public organizations where fraud and corruption prevail. On the other hand, some organizations in the private sector are developing awareness about nepotism as a possible challenge and implementing anti-nepotism rules and regulations. Unfortunately, some organizations specially the locals still have the ideology that if you are not an individual from a specific political gathering, religion, or if you are not connected to someone with authority to influence the recruiting process or the HR decision, then you face no chance in being recruited. They claimed that favored employees recruited through nepotism can demonstrate a highly-motivated work drive since they want to prove to their employer that recruiting them was the right choice. Most of Western companies interviewed mentioned indirectly the use of Wasta through the personal network during our investigation of their HR practices. All interviewees agreed that nepotism could lead to a decline in the company’s and the HR department performance. They implied that it is an unprofessional act that can limit the HR’s decisions thus limiting their work and demotivating their department. Regarding the anti-nepotism policy, few organizations had the policy implemented in their organizations. Some of the policies where mentioned in their internal regulation booklet and in other organizations it wasn’t. Regarding organizations that apply anti-nepotism guidelines; all employees in their workplace had to submit a form, indicating the areas where their relatives are working. Only Western organizations are stricter in performing such mechanism than others.

Related to Khatri and Tsang, 2003, we notice a common use of horizontal Nepotism during the recruitment process through the use of personal network related to family, or friends belonging to the neighborhoods or to the school. The Wasta in this case is the only guarantee of trust and a predictability of others’ reactions which confirm the research of Al-Hassan et al. (2014). While the vertical nepotism is much more used during a contract renewal, a promotion, or even for training request and salary or bonus bargaining. Other cultural dimensions play a big role in this latest case to
justify the mobilization of Wasta by the subordinates and its acceptance by the superior such as: compassion, emotional relationship, loyalty, etc.

Our research shows the negative impact that nepotism could have on the employees morale and attitudes, and on the organization in general by affecting its performance and slowing down its advancement in reaching the goals. It is seen as a problematic phenomenon that nepotism can destroy harmony and motivation among employees, offering inequity, unfairness, inefficiency and the lack of dedication and engagement to the work. Along with that, there is a tendency that conflict can occur especially when there are favored employees who are treated differently compared to their colleagues.

The un-favored employees will be less satisfied and could engage in troublesome behavior which can affect the achievements of the organization and overall objectives. Such discontented employees will work below their optimal level, increase absenteeism and turnover (Ozler at al., 2007). Furthermore, employees will have a sense of insecurity where they might fear not having the opportunity to grow, develop or get promoted due to the absence of a connection with the stakeholders at their respective companies (Abdalla et al., 1994). Through this research we also confirm and describe the negative impact that could have Nepotism/wasta on different HR practices (Bute, 2011) such as recruitment, career management, training & development and compensation.

In order to start reducing this phenomenon in organizations, we advise human resources management to stay ethical and professional. HRM should know what role they have in an organization, the decision-making authority invested in them and be aware of the direct impact that could have nepotism/wasta on the organization performance as well as on its social climate. It is important for HRM to communicate with the CEO or manager on daily basis and trade information regarding employees and their progress.

Keywords: Nepotism, Wasta, HR practices, Lebanon, Tunisia
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THE VISITOR EMOTIONAL EXPERIENCE AT A HERITAGE SITE: A CASE STUDY – THE AUSCHWITZ-BIRKENAU DEATH CAMP
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ABSTRACT

The increasing number of visitors to sites of death and atrocities is a major growth engine in the tourism industry (Timothy & Boyd, 2006), yet little has been written about the onsite experience. Especially lacking is a conceptualization of the visitor experience as related to the emotional experience. The major limitations at the current state of the art in this area are:

1. The visitor experience has not been studied as a total hierarchical process.

2. Research on the emotional experience of tourism, especially heritage tourism, is sparse, with emphasis on positive emotions and fun seeking, ignoring negative emotions that could pertain to sites of death and atrocities.

These gaps led to a study of variables and behaviors linked with three timeframes: Pre-visit – motives for visiting, visitors’ perception of the significance of this heritage to their lives; Visit – emotional experience, the quality of experience; End of visit – perception of benefits gained from the visit.

The research hypotheses were investigated using a questionnaire (in Hebrew, English, German, or Polish) based on scales used in psychology and tourism: Self-perception of Heritage displayed – PSOH (Poria, Reichel, & Biran, 2006), meaning of life and the search for meaning (Steger et al., 2006), Positive Affect Negative Affect scale – PANAS (Watson, Clark, & Tellegen, 1988). Additional variables (e.g., motives for visit, quality of experience, and perception of benefits), were examined using questions based on the literature review and the preliminary qualitative stage (i.e. in-depth interviews with people planning to visit the site).

Participants were a quasi-randomly selected sample of 553 visitors age 18 and older, to the Auschwitz-Birkenau death camp in the summer of 2012. Participants received a questionnaire. The findings revealed an emotional duality, exposing the central role of negative emotions and their significant contribution to the perceived quality of the visit. This challenges a common notion in tourism research
which emphasizes positive emotions, and relates negative emotions to dissatisfaction with the visitor experience.

The findings indicate that the onsite experience is composed of an emotional experience, an intellectual one, an experience related to the visitor’s identity, and an experience that affects one’s worldview. The weight and importance of each of these experiences was linked to the visitor’s perception of the heritage displayed onsite as their own.

The findings underscore the need to examine the relationship between the visitor and the visited object (Collins-Kreiner, 2010), and support the distinction between heritage tourists and visitors to heritage sites (Poria, Butler, & Airey, 2003).

The study revealed the perception of three benefits derived from the visit: (1) cognitive benefits – expanding the visitor’s knowledge and better understanding the events that took place at the site; (2) heritage-related benefits – constructing the visitors’ identity as related to the site and exhibits; and (3) moral benefits – visitors attribute the visit with an effect on their attitudes and moral perception. The moral benefits, which the present study was the first to reveal, are of major contribution to the management of the visitor experience as well as to the understanding of the personal and social role of heritage sites in modern society. This study challenges the current approach to the conceptualization of the visitor experience. Researchers should note that basing a theoretical approach to heritage tourism on a corpus of knowledge related to leisure and recreation may lead to mismanagement and misunderstanding of this compounding social phenomenon.

The findings and conclusions have far-reaching managerial implications. The complex visitors’ experience requires adopting the experiential marketing approach, recognizing visitors’ broad interests. Moreover, visitor segmentation can be based on identifiable preliminary variables.

**Keywords**: Heritage, Heritage Tourism, Emotional experience, Auschwitz
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ABSTRACT

INTRODUCTION

The present study aimed at finding out the factors which are similar or different in the students’ career decision making between two different culture (Italian and Turkish) and the relevance of self awareness and self efficacy on their choices. Thus, the research evaluated the Career Decision Making Self Efficacy Scale- Short Form (Betz et al. 1996; Chaney et al. 2007) and the Situational Self Awareness Scale (Govern and Marsch, 2001). Responses are collected from 291 undergraduate students of Yeniyuzyil University in İstanbul and University of Torino in Turin. The objective of this study is to reveal significant factors to develop self assessment, career awareness and goal setting competencies of the students in different cultural contexts.

Overall, we are willing to add value to the literature by pointing out that high situational self awareness and self efficacy could lead a more conscious attitude of decision making. Moreover, we also want to reveal the differences between two different cultures and among different demographical factors (such as grade, gender, ecc.) in career decision making. The research would give a more explanatory information about the factors that have an effect upon career decision making in university students.

LITERATURE EVIDENCES & RESEARCH OBJECTIVES

There are significant number of studies about career in the literature as it is one of the main and essential subject in human life. Since the initial work of Hackett and Betz (1981), hundreds of studies have applied Bandura’s (1977) theory of self-efficacy expectations to the field of career development and counselling (Betz et al., 2005). Bandura’s (1977) concept of self-efficacy is “one of the most theoretically, heuristically, and practically useful concepts formulated in modern psychology” (Betz, Klein, & Taylor, 1996, p. 47; Chung, 2002). As originally proposed by Bandura (1977), self-efficacy expectations refer to a person’s beliefs
concerning his or her ability to successfully perform a given task and can be useful in understanding and predicting behaviours. Overall, low self-efficacy could lead to avoidance, whereas stronger self-efficacy expectations could lead to approach behavior (Betz and Luzzo, 1996).

Career plays a central role in people’s lives and it significantly impacts their economic and social status as well as emotional well being (Blustein, 2008). Providing guidance that can assist individuals navigate through the complex process of choosing a career can, therefore, help them to make better decisions (Gati et al., 2013). Today, the development of a career continues to be a priority and must be carefully addressed to effectively meet the career development needs of students (Hughey, and Hughey, 1999). So, preparing students for their future roles in the world of work has become increasingly important for educators generally. As a consequence, the need to understand better the factors that are effecting career decisions lead researchers to deepen the subject.

In our research we wanted to add a value to the literature by investigating the role of self efficacy and self awareness in career decisions of the students from different cultures. Regarding the first, Career Decision Making Self Efficacy (CDMSE) identifies the extent to which students have confidence (self-efficacy) in their ability to engage in educational and occupational planning and decision-making. The Taylor and Betz (1983) study identified five sub-scales: Self-Appraisal, Occupational Information, Goal Selection, Planning, and Problem Solving (Peterson and DelMas, 1998). Regarding the second, self-awareness is another fundamental element in shaping behaviours and implies “a deep understanding of one’s emotions, as well as one’s strengths and limitations and one’s values and motives” (Goleman et al., 2002, p. 40). Self-awareness incorporates the self-reflection capacity and thoughtfulness that Covey (2004) declared as necessary to discover one’s voice and, at the same time, incorporates the ability to understand one’s true nature and the freedom to choose how one consciously wishes to respond to life (Caldwell, 2009). This study aims to prove that this ability has an effect also in the career decisions of the students.

Moreover, not only self-awareness and self-efficacy but also demographical and cultural factors can affect the decision making of the students about their careers. Many studies have found that personal factors, such as gender, ethnicity, social status, personality, identity, and self-reliance, played a role in individual differences in career decision-making self-efficacy (e.g. Fan, 2016). Individuals in different countries are likely to make their career decisions differently. While some of these differences are based on the system of higher education (such as choosing a major before applying to college rather than after one’s first or
second year), other differences are more contextual, depending on the culture and its
different expectations of the individual (Willner et al., 2015).

Concluding, in this research we aim at highlighting the effects of these variables on career
decision making of undergraduate students in two different cultural contexts.

**Keywords:** Career decision making, Self Efficacy, Self Awareness, Self assessment.
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ORGANIZATION STUDIES MEET FILM STUDIES: THE CASE OF ISTANBUL’S FILM CLUSTERS
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ABSTRACT

Organization of economic activity in space has attracted increasing attention in the management literature in recent decades, and as with the management literature in general, the literatures on organization theory and strategy are becoming richer in respect of studies related to geographic clusters (e.g. Beal and Gimeno, 2001; ÖZ, 2004; Porter 1998). We know, on the other hand, that the film industry as an economic activity tends to be concentrated geographically but there is limited, though a steadily growing, literature on the emergence of film clusters (e.g. Dudrah, 2006; Scott, 2005). We employ an interdisciplinary approach in this paper that merges the perspectives of organization studies and film studies to better understand the evolution patterns of Istanbul’s film clusters. We tackle this challenging issue by concentrating on the production, exhibition and distribution ends of the sector. To this end, a detailed historical analysis is carried out by scrutinizing archival data, available statistical information on the sector as well as conducting in-depth interviews with the key actors of the sector.

For production, our analysis reveals that following the collapse of Yeşilçam -the historical center of Istanbul’s film industry-, two new clusters, one located in the vicinity of the old center (Beyoğlu) and the other in a rising commercial district (Levent), have emerged since the mid-1990s. By zooming into the specifics of the workings of cluster path evolution (Henning et al., 2013) in this instance, we have been able to uncover the fact that forces of agglomeration gave birth to “twin paths” via a branching process (Martin and Sunley, 2006) in the case of Istanbul’s film industry; one remembering and transforming the past and the other starting a new clustering in a novel destination. Exhibition, the last stage of film business in the production-distribution-exhibition chain, is by its nature - being the stage where the end product (film) finally reaches its customer (spectator) - dispersed rather than clustered while some concentrations are observed within its overall dispersion, as the main avenue of Beyoğlu had hosted a significant concentration of cinemas during the era of Yeşilçam even when cinemas had proliferated all around the city. In a similar vein, a concentration of cinemas is observed today in Levent as well when cinemas have penetrated even the distant suburbs of the city. The large-scale film studios and the technical equipment rental firms are typically located on the outskirts of the city mainly due to much lower rents compared to the ones in the city center. A more dispersed pattern
is also seen in the distribution end. “Being near the producers is not essential for us since we work with the finished product,” says the Turkish representative of UIP. Other concerns such as having lower rents, spacious offices and parking slots as well as avoiding traffic jams seem to be of determining importance for the case of the distributors, making them more dispersed in the city in relative terms. This pattern confirms Martin’s (2010) assertion that in many clusters, even those that have a high degree of specialization, there may be a number of activities, each with its own evolutionary path. Overall, we conclude that forces of globalization (e.g. improvements in transportation and communication technology) pulling towards a more scattered distribution of economic activity seem to have generated some dispersion for Istanbul’s film sector but this could not change the fact that it all remains in Istanbul and does still show a clustered pattern, especially with regard to production.

*Keywords: organization studies, film studies, geographic clusters, film clusters, Istanbul*

REFERENCES


EXPLORING ATTITUDES AND RESPONSIBLE BEHAVIOR TOWARDS THE PHYSICAL ENVIRONMENT AMONG ELEMENTARY SCHOOL STUDENTS IN GREECE
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Abstract

The paper discusses the effort for creating a ‘new’ consumer culture towards environmentalism through instilling environmental values and attitudes among elementary school children. The paper argues that cultural institutions such as schools can cultivate environmental attitudes and responsible behavior among students through the creation of knowledge and understanding regarding the importance of resource usage and environmental responsibility among consumers. The authors carried out an exploratory study with the aim of revealing whether the attitudes and behavior among Greek elementary school students towards resource (energy) use and recycling could be positively influenced as a result of their teachers’ initiatives and guidance. The study focused on this specific age group since children represent the future custodians, planners, policy makers, of the environment and its issues. In addition, children’s perceptions and attitudes can be more easily influenced and changed than those of adults. The study sought to explore whether their perceptions, attitudes and subsequently their behavior towards actions that demonstrate environmental consciousness such as careful consumption of electricity and water, recycling and the planting of trees could be positively influenced and nourished. Although the findings are preliminary they suggest that social initiatives can create a ‘new’ consumer culture which is more sensitive towards the protection of the physical environment.

Environmentalism is an organised movement of citizens and government agencies aimed at safeguarding and improving people’s living environment (Kotler et al. 2005). It is perceived as an attempt to balance relations between humans and the various natural systems on which they depend in a way that fosters sustainability. It deals with the restoration and/or improvement of the natural environment, and may be referred to as a movement to control pollution or protect plant and animal diversity. According to Banerjee and McKeage (1994), “environmentalism” is enjoying a rebirth of interest in marketing and consumer behavior.

---

1 The author writes strictly in his personal capacity and views and opinions expressed do not necessarily reflect those of the European Parliament.
The evolution of environmentalism is characterized by two phases. The first one was driven by environmental groups and consumers that were concerned by the various environmental disasters in the 1960s and 1970s, such as strip mining, forest depletion, acid rain, loss of the atmosphere’s ozone layer, toxic waste and litter. Their concerns were also targeted towards the heightened health problems caused by bad air, polluted water and chemically treated food. The second phase was initiated by governments, which enforced laws and regulations during the 1970s and 1980s, controlling industrial practices that were impacting upon the natural environment. It is a fact that these legal regulation affected different industries in a dissimilar manner. For example, the car industry was required to introduce expensive emission controls in produced cars. The petroleum industry had to create new low-lead and unleaded petrol. At the same time, it is true that, typically, the industries affected most by environmental regulation were the greatest polluters. A third phase has now emerged, in which the corporate sector accepts responsibility of the environment, meaning that it pledges to act in a manner that does not endanger or harm the natural environment. Several corporations are beginning to adopt policies which encapsulate this environmental responsibility by focusing on the company’s profitability whilst being mindful of their impact on the environment (and seeking to preserve the natural environment).

Be that as it may, environmentalism impacts upon people’s personal values and behaviour. One could perhaps suggest that strong positive perceptions towards environmentalism can have a variety of consequence on a person’s product and brand purchase choices, consumption behaviour and lifestyle in general. For instance, people with a strong positive attitude towards environmentalism can show a preference towards the purchase of green products. They can also exhibit changes in lifestyle, like walking or biking instead of driving, or repairing and reusing products instead of purchasing brand new products are also possible. Other consequences are activism (e.g. signing petitions), joining environmental organizations, and keeping abreast of current environmental developments. In general environmentalists are not hostile towards marketing and consumption, they expect however greater responsibility from people and organisations towards the physical environment. One could argue that environmentalists act as watchdogs and pressure groups guiding corporate behaviour towards greater sustainability.

In an era of growing corporate social and environmental responsibility, the role of various governmental, social and cultural institutions and actors are crucial in shaping people’s values towards environmentalism. Specifically, schools and other educational institutions, a person’s family, a country’s legal framework, and voluntary initiatives aimed at protecting and ‘restoring’ the natural environment can play a critical role in creating a society with strong environmental values and,
therefore, behaviour. Instilling and nourishing a behaviour towards environmentalism at a young age can have implications for people’s consumption choices and behaviour in adult years. To this end, the parents, family, the society, educational institutions, and the government have a responsibility and even obligation to create, build, nourish and sustain a new generation of environmentalists.

The overarching aim of the study was to investigate whether the students at an elementary school in northern Greece were able and willing to embrace environmental values and actively engage in activities that demonstrate environmental consciousness and responsibility such as saving energy, careful water consumption, the planting of trees in their school, and recycling in their classrooms and schools. In particular, the key objectives of the study were to identify the students’ perceptions and attitudes towards the physical environment, the key reference groups and their impact on students’ perceptions towards environmental responsibility, determine the key motives, which can encourage students to become more environmentally conscious in terms of energy consumption and finally a preposition towards protecting the physical environment can be cultivated at a young age.

The research was guided by case study methodology since it focused on exploring the attitudes and behavior of the students in an elementary school in Greece as well as their parents and teachers towards environmental responsibility. Data was collected from three groups of participants: elementary school students (83), teachers (30) and parents (34) in order to cross-examine their attitudes, perceptions and behavior and the influence exerted on each other towards creating attitudes that are conducive towards protecting the physical environment.

The research findings suggest that although the students’ parents have never participated in actions that protect the physical environment, their students have actively participated in activities and initiatives such as planting trees and saving water, following their teachers’ encouragement which suggests that environmentally responsible behavior can be learned. The study demonstrates the strong influence that social institutions such as schools and reference groups such as teachers have on shaping people’s perceptions, attitudes and behavior. Reference groups such as teachers have the power to act as role models and guide their students’ behavior towards environmentalism. These findings provide some preliminary evidence suggesting that governmental and social institutions should launch and manage initiatives and actions that aim at educating and motivating children and young adults to adopt more responsible behaviors towards the physical environment thus positively influencing the future generation of citizens and consumers towards greater environmental responsibility.
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THE EFFECTS OF DOWNWARD LINE EXTENSIONS ON CONSUMER BRAND ATTITUDE: THE CASE OF THE EUROPEAN PREMIUM AUTOMOTIVE MARKET

Pedrosa, Gabriel; Nobre, Helena

DEGEIT, GOVCOPP, University of Aveiro, Portugal

ABSTRACT

In the automotive arena, several brands and segments interact in one of the most competitive markets in the world. The dynamics of this competitive context pushes premium manufacturers to use downward brand extensions into the previously unexplored small car segments, seeking growth while using and preserving brand value. However, great care must be taken on downward line extensions to ensure success by a good acceptation of the extension and keep parent brand value (Aaker and Keller, 1990; Chun et al., 2015; Royo-Vela and Voss, 2015). The acceptation of an extension can be measured by the brand extension attitude, and one of the most relevant antecedents is the extension perceived fit (also referred to as congruity, similarity or typicality) (Allman et al., 2015; Boush and Loken, 1991; Kim et al., 2001; Kim and Yoon, 2013; Lei et al., 2008; Riley et al., 2015; Salinas and Chernatony, 2004; Volckner and Sattler, 2006). Specifically, in the automotive market, a high perceived fit is indicated by research as desirable to ensure a positive brand extension evaluation (Heath et al., 2011; Riley et al., 2013) – hypothesis 1 (H1). The ownership status also plays a role in brand extension evaluation as owners tend to be more demanding about the sustainability and exclusivity of the brand (Fu et al., 2009; Grewal et al., 2004; Kirmani et al., 1999; Lei et al., 2008; Royo-Vela and Voss, 2015). On the other hand, non-owners tend to be more positive towards a downward extension as it gives them easier access to the brand (Truong et al., 2008). Thus, it is here hypothesized (H2) that the ownership status has an effect on the brand extension attitude. Consumers displaying a status-seeking behavior may also show a negative attitude toward the brand extension due to the perception of loss of exclusivity (Heath et al., 2011; Kim et al., 2001; Lei et al., 2008; Riley et al., 2013). This question is even more relevant in highly visible and durable items, like automobiles (Grewal et al., 2004; Truong et al., 2008). As it is here hypothesized that a status-seeking attitude is a moderator of the relationship between perceived fit and brand extension evaluation.

RESEARCH DESIGN

The hypothesis will be tested in an experimental research design with a 2 X 2 layout to test the effects of perceived fit (high or low) and ownership status (owner or non-owner) (e.g. Chun et al. 2015; Boush...
& Loken 1991; Riley et al. 2013; Riley et al. 2015; Fu et al. 2009). A premium automobile brand will be used as a stimulus in the experience. The automobile brand will be selected within European brands without an available brand-extension in the supermini segment. The data will be collected through online questionnaires posted on European online automotive forums to further gather respondents who are typically more involved and enthusiastic with automotive brands.

STUDY CONTRIBUTIONS

Research on line-extensions has been more limited in the literature than research on category extensions, although the topic proves to be relevant especially in cases of premium brands stepping down in high-visibility and durable items such as automobiles (Riley, Pina, & Bravo, 2015; Truong, Simmons, McColl, & Kitchen, 2008). This study aims to contribute to research and practice by (1) understanding further the consumer response to brand extensions, focusing on downward line extensions in premium automotive brands especially in the supermini segment and by (2) analyzing the role of consumer’s need for status and ownership status in the attitude towards brand extensions.

Keywords: downward brand extension, automotive original equipment manufacturer, minicar segment, ownership effect, need for status, extension attitude, brand attitude, parent brand, European automotive market
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VALUE OF LISTED COMPANIES; ABNORMAL EARNINGS AND INNOVATIVENESS

Philipson, Sarah

University of Gävle, Sweden and Linnaeus University, Sweden.

ABSTRACT

CONSTRUCTS

ABNORMAL EARNINGS/MONOPOLY RENT

Goodwill has become an increasingly more important part of the valuation of companies. In a study of 528 companies on the London Stock Exchange (LSE), AbuGhazaleh, Al-Hares & Haddad (2012) found that the average share price was £5.21, while the average book value per share before goodwill was £0.79, and the average goodwill per share was £0.82 before goodwill impairment.

Goodwill has

“…four components: (1) the write-up of the target firm’s assets to fair market value (WRITEUP), calculated as the difference between the fair market value of the target firm’s assets and their preacquisition book value; (2) the value of the target as a going-concern, or stand-alone, entity (GC), calculated as the difference between the target’s pre-acquisition market value measured six days prior to the acquisition and the target’s fair market value of assets; (3) the market’s valuation of the synergistic value created by the acquisition (SYNERGY), calculated as the combined cumulative abnormal returns to the target and the acquirer for the 11 days centered on the acquisition announcement; and (4) any overvaluation of consideration and/or overpayment for the target (RESID), calculated as the purchase price less the sum of the preacquisition book value of the target’s assets, WRITEUP, GC, and SYNERGY Current GAAP records as purchased goodwill on the acquirer’s books only the aggregate of GC, SYNERGY, and RESID, if their total is positive.” (Henning, Lewis & Shaw, 2000:375-376).

It can be argued that points 2)-4) are the valuation of potential abnormal profits, and that the expectation of normal profits entails no market value above book value.

“The internally generated goodwill corresponds to the overall value of not recorded intangible assets available to an enterprise. This can be measured through the capitalization of expected flows of abnormal earnings”, Zanoni (2009:xi. cited after Paugam, 2011:351).

In accounting literature this is normally measured by the neo-classical Ohlson model (Ohlson, 1995; Lundholm, 1995; Bernard, 1995; Feltham & Ohlson, 1995; Lo & Lys, 2000; AbuGhazaleh, Al-Hares, &
Haddad, 2012, among others), which calculates the value of the company as the net present value of future abnormal earnings. The Ohlson model updated the Gordon model (Gordon & Shapiro, 1956, after Lo & Lys, 2000) with the Miller & Modigliani model (Miller & Modigliani, 1961).

"Abnormal earnings bear on the difference between market and book values, that is, they bear on a firm’s goodwill." Ohlson (1995:662)

However, the very fact that the model recognizes abnormal earnings, is a fundamental conflict within neo-classical theory, as they must abstract from its fundamental assumption of perfect markets. The Ohlson model is one of the most cited and respected models in the accounting literature, but it has one major flaw. Although the Ohlson model is an empirically well-validated prediction model, it fails to explain why these abnormal earnings exist. Classical economy gives such a fundamental explanation:

**INNOVATIVENESS**

Innovation makes it possible to reach abnormal earnings, AE, during the time that the innovation has not been imitated by competitors. This temporary monopoly gives monopoly rent (Malthus, 1798/1970; Ricardo, 1817/1971; Marx, 1894/1981; Schumpeter, 1907; 1942; von Hippel, 1988).

"Schumpeter argued that those who succeed at innovating are rewarded by having temporary monopoly control over what they have created. This control, in turn, is the lever that allows innovators to gain an enhanced position in the market and related temporary profits or "economic rents" from their innovations.” (von Hippel, 1988:43)

“Innovators capture temporary rents from their successful innovations by first establishing some type of monopoly control over their innovation and then using this control to increase their economic return.” (von Hippel, 1988:58).

Monopoly rent is what in accounting literature is called abnormal earnings.

The Ohlson model assumes that normal earnings are capitalized in the equity of the firm. However the theory of monopoly rent shows that there are no such things as normal earnings in a market, where a firm can reap abnormal earnings. The monopoly rent situation arrives by the re-distribution of profit in the market place, so that other actors get no or subnormal earnings. The following image shows how in 2007 Nokia held the lions share (60%) of the profits in mobile phone market and in 2011 Apple has taken over the position (with 75% of the profits), with Nokia’s profit reduced to zero. Three years later Nokia was no longer in the market.
This is one of the market dynamics that lead Marx (1894/1981) to suggest that the concentration of capital is an inherent tendency in capitalism. Glattfelder (2010) has given a modern validation of this, showing that 50 companies control 40% of global business. Fichtner, Heemskerk & Bernardo (2017) showed that three US companies controls 40% of the US capital.

CONSTRUCTS AND MEASUREMENTS

Market Value

The value of the company is the average share price the 31 December each year, multiplied by the number of outstanding shares.

“The increasing gap between firms’ market and book value has drawn wide research attention to exploring the invisible value omitted from financial statements (e.g. Lev and Zarowin, 1999; Lev, 2001; Lev and Radhakrishnan, 2003). Lev (2001, p. 9) documented that, over the period of 1977-2001, the market-to-book value ratios of US Standard and Poors (S&P) 500 corporations increased from slightly above 1 to over 5, implying that about 80 per cent of corporate market value has not been reflected in financial reporting.” (Chen, Cheng & Hwang, 2005:159)
Innovativeness

Innovation includes products innovation, service innovation, experience innovation, marketing innovation, organizational innovations, and business model innovation. Innovativeness is a complex construct that has been ‘measured’ both by objective and subjective scales.

Innovativeness as a construct has been extensively studied (Midgley & Dowling, 1978; Olson, Walker Jr & Ruekert, 1995; Hurley & Hult, 1998; Mairesse & Mohnen, 2002; Hult, Hurley & Knight, 2004; Tuominen, Rajala & Möller, 2004; Salavou, 2004; Hurley, Hult & Knight, 2005; Laforet & Tann, 2006; Santos-Vijande & Álvarez-González, 2007). Hult et al. (2004:430) hold that “Innovativeness is defined here as the capacity to introduce of some new process, product, or idea in the organization…”

The ‘ideal’ construct for innovativeness are the risk taking in the share of fixed production costs of total costs (Marx, 1867/1970, 1894/1981). These are the costs that the firm has to take before it can sell any item of the product or service. When Apple designed the iPhone it had to take all the design costs on an ‘architectural’ level and for strategic components, like the development of the glass together with Corning, the development of the operative system and some key applications that would run on that system. (Isacsson, 2011). A large part of the marketing costs were also taken upfront, as the lifecycle of each product is so short. but to measure these its only possible with access to internal accounting data.

Typical measures of innovativeness are diverse; patents (Acs. & Audretsch, 1989; Acs, Anselin & Varga, 2002), Intellectual capital (Bontis, 1998; Bollen, Vergauwen & Schnieders, 2005), consumer innovativeness (Goldsmith & Hofacker, 1991), and innovation performance (Tangen, 2004).

“R&D expenditure and advertising expenses, according to conservative accounting standards, are expensed as incurred, and thus are subtracted from the calculation of value added, which is the measure for firms’ total output in the VAIC calculation. However, both R&D and advertising expenditures play an increasingly important role in business nowadays. R&D expenditure is generally considered the drive for technological advancements and firms’ growth, and advertising expenditure is usually aimed at promoting the brand value of products and firms. Therefore, both expenditures, though expensed in financial reporting, should be viewed as asset-like investments.” (Chen, Cheng & Hwang, 2005:162)

Research of innovativeness has measured innovativeness by necessary antecedents, as research and development or patents and other intellectual property rights.

“Research has approached innovation performance measurement from two perspectives: the measurement of R&D (Alegre et al., 2006; Chiesa and Frattini, 2009; Chiesa et al., 2009; Lazzarotti et al., 2011; Cruz-Cázares et al., 2013) and the measurement of technological innovation capability (cf. Capaldo et al., 2003). In addition, conceptual models have discussed the essential elements of innovation that should be measured (cf. Muller et al., 2005; Adams et al., 2006; Saunila and Ukko, 2012).” (Saunila, 2017).
Measures like patents and R&D expenditure are problematic, as patents does not guarantee an ability to exploit these, as was the case with Xerox’ shown inability or even interest to exploit them (Gassmann, Enkel & Chesbrough, 2010:214), as with today’s frequent patent trolls (Magliocca, 2007). Hall, Jaffe & Trajtenberg (2005:33) show that

“…the presumed link between self-citations and market value may weaken with the size of the patent portfolio.”

Hult et al. (2004) recognizes these limits with R&D costs and intellectual property rights as a measure of innovativeness and operationalizes instead innovativeness as a self-evaluation of three variables, Market orientation (referring to Narver & Slater, 1990; Day, 1994), Learning orientation (referring to Argyris & Schon, 1978; Fiol, 1985; Cohen & Sproull, 1996; Crossan; Lane, & White, 1999), and Entrepreneurial orientation (referring to Slater & Narver, 1993, 1995; Lumpkin & Dess, 1996). These variables influence on innovativeness is hypothesized to be modified by market turbulence (referring to Han et al., 1998; Hurley et al., 1998; Miller, 1983; Miller & Friesen, 1978; Zaltman et al., 1973), reflecting

“…rapidly changing buyer preferences, wide-ranging needs and wants, ongoing buyer entry and exit from the marketplace, and constant emphasis on offering new products.” (Hult et al., 2004:432).

Even though Hult et al. (2004) recognize the modifying influence of turbulent markets, the destructive innovations of Schumpeter are difficult to identify:

“...it can always be understood ex post; but it can practically never be understood ex ante...”, Schumpeter (1947:150).

It is therefore highly unlikely that radical innovation is anticipated by the present market leaders. If the Nokia personnel had been interviewed a few years running up to Apple’s introduction of the iPhone in mid-2007, they had hardly anticipated the change.

As Leonard-Barton (1992) states the “...at the same time that they [the core capabilities] enable innovation, they hinder it. Therefore in their interaction with the development process, they cannot be managed as a single good (or bad) entity. They are not easy to change because they include a pervasive dimension of values, and as Weick (1979: 151) points out, ‘managers unwittingly collude’ to avoid actions that challenge accepted modes of behavior.”

**METHOD**

In this research we will measure innovativeness with with the variables suggested by Hult et al. (2004), but with expert respondents instead self-evaluation. These experts will be identified by a systematic sample, based on Urban & von Hippel (1998).
HYPOTHESES

The study will test the hypotheses that innovativeness drives the difference between market value and book value, where Innovativeness is a proxy of the competence to continuously being able to gain temporary monopoly rent and hence acquire abnormal earnings.

Figure 2. Model, own.

The study is intended to be a longitudinal study for ten years of X listed companies. Control values will be size, industry.

ANALYSIS METHOD

The intention is to use a dynamic linear model (LISTREL).

Keywords: Innovativeness; monopoly rent, abnormal earnings.
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THE DETECTION OF FALSE FINANCIAL STATEMENTS USING ACCOUNTING RATIOS: AN EMPIRICAL INVESTIGATION
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ABSTRACT

The issue of corporate frauds has been brought into the limelight, after the most important financial scandals that began to appear from late 2000. Frauds threaten the integrity of the company’s assets and generate negative consequences for all stakeholders who are interested in corporate organization. These phenomena increase the interest to develop a method to identify and avoid corporate failures. However, it is not easy to predict this kind of scandals due to several variables that affect frauds.

Previous literature tested different analytical procedures (e.g. analysis of trends and ratios) to identify signals of fraud. Examining a sample of US firms, some researchers find that financial ratios show a limited ability to detect and predict fraudulent financial reporting (Kaminski et al., 2004). However, there is a paucity of evidence in the European context.

The goal of this paper is to understand whether accounting ratios are able to detect an accounting fraud. Specifically, we aim to investigate whether accounting ratios of fraudulent firms differ from those of non-fraudulent firms. To this end, we select a sample of companies listed in the European stock exchange and we classified them in two categories: fraudulent firms and non-fraudulent firms.

We consider “fraudulent firms” those that engage in ascertained behaviours aimed to manipulate financial statements, while “non fraudulent firms” are the others. The sample selection of “non fraudulent firms” is based on firm size, time period and industry of “fraudulent firms”.

The exploratory study will be conducted for an eight-year period, between 2000 and 2008.

Keywords: Financial statement, Corporate fraud, Europe, Financial ratios, Accounting, Management performance
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ABSTRACT

BACKGROUND

Health Tourism (HT) is a term used to describe the practice of travelling across international borders to obtain health care. HT one of the fastest growing segments in marketing, is becoming a worldwide multibillion-dollar industry today (Kai Ruggeri et al., 2015). According to World Health Organization (WHO), HT is a growing trend with enormous economic implications (Edward Kelley, 2013). Many countries are developing comprehensive plans to use this opportunity to improve their economy as well as the quality of medical care (Matthias Helble, 2011). Many capital-poor Third World nations in need of a profitable industry look to tourism as a solution to their economic problems. There are numerous (and often confusing) measures of the economic impact of tourism. The most important measures include tourism's impact on employment rates, GDP, and tourism's contribution to the balance of payments (i.e., repayment of foreign debts) (Harrison D, 1992). To attract more and more medical tourist from different countries the centre as well as the state government should take appropriate steps to improve all types of infrastructure facilities such as access roads, electricity, water supply, sewerage and telecommunications together with airlines, surface transport, safety, security, and accommodation. Apart from the above the government should also undertake capacity building programs to train paramedical and nonmedical staff of the service providers for cross-cultural sensitivities. The government should take steps in the role of a regulator and also as a facilitator of private investment in health care sector (Aparna Sharma et al., 2015).

OBJECTIVES

The primary objective was the review of published articles in relation to the trend of HT and identification of the main health problems associated with HT. Secondary objectives were to determine the benefits and the consequences of HT in health economy.

SEARCH METHODS
We searched the PubMed database for studies related to HT during the last 10 years. Research was independent of the three researchers. Key words were health tourism, medical tourism, trend, health economy, health problems related to HT, developing countries, health tourism marketing, as well as combination of them.

**SELECTION CRITERIA.**
The inclusion criteria were all published full articles or abstracts in English on the theme of HT. Review designs were not eligible for inclusion.

**DATA COLLECTION AND ANALYSIS**
Authors independently created a list of studies found and later sort them based on the inclusion criteria, extracted data and checked them for accuracy. The categorization of studies found, was based on the authors, the year of publication, and the place where the study was conducted, the health problem associated with HT and the impact on the health economy.

**MAIN RESULTS**
More than 30 potential articles were identified, but we reviewed the results of thirteen articles related to the theme of interest. The review evidenced that the main health problems related to HT were reproductive tourism (4 articles); cosmetic surgery (3 articles); hip and knee replacements; spinal surgery, and ophthalmologic procedures (2 articles); dental tourism, renal transplantation; cardiothoracic surgery, general check-ups and medical consultations respectively with 1 article, (Table 1). The main drivers of the growth of inbound HT to developing countries were lower costs, shorter waiting periods, and better quality of care. Most studies indicate the benefits of medical tourism in developing countries and more developed countries reflect the consequences of HT.

**CONCLUSIONS**
The trend of HT, especially towards developing countries, is high. Implications for the practice in Albania, to carry out an evaluation study of how present is HT in the health economy and its impact on health and medical tourism marketing.
<table>
<thead>
<tr>
<th>Table 1. A presentation of data analyses (continued)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The first author and the publishing year (health problem)</strong></td>
</tr>
<tr>
<td>---------------------------------------------------</td>
</tr>
<tr>
<td>1. Yildiz, M. S., &amp; Khan, M. M. (2016) [reproductive tourism]</td>
</tr>
<tr>
<td>2. Ombelet, W. et al., (2012) [hip and knee replacements]</td>
</tr>
<tr>
<td>3. Bassan, S., &amp; Michaelsen, M. A. (2013) [reproductive tourism]</td>
</tr>
<tr>
<td>4. Deonandan, R. (2015) [orthopaedic conditions]</td>
</tr>
<tr>
<td>5. Franzblau, L. E., &amp; Chung, K. C. (2013) [cosmetic surgery]</td>
</tr>
<tr>
<td>6. Hanefeld, J. et al., (2013) [cosmetic surgery]</td>
</tr>
<tr>
<td>7. Klein HJ. et al., (2017) [hip and knee replacements]</td>
</tr>
<tr>
<td>8. Noree, T et al., (2016) [general check-ups and medical]</td>
</tr>
</tbody>
</table>

Global and national business theories and practice: bridging the past with the future

ISSN: 2547-8516
Keywords: health care tourism, trend, health economy, medical tourism marketing
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ABSTRACT

INTRODUCTION AND CONCEPTUAL FRAMEWORK

The influence of social media in buying behaviour is attracting increasing interest from marketing scholars (Berthon et al., 2012; Hajli, 2014; Heinonen, 2008; Krishnamurthy e Dou, 2008). This influence is particularly important for complex products, such as wine. For these products, whose quality cannot be assessed before consumption, social media may represent an important external clue in driving consumers buying behaviour (Laverie et al., 2011; Szolnoki et al., 2014; Wilson and Quinton, 2012).

Extant research notes that social media may affect the several phases of the buying process, such as need recognition, information research, evaluation, buying and post-buying phases (Gatautis & Kazakevičiūtė, 2012), but scant attention has been deserved to the online buying intention. On the contrary, being able to depict if and to what extent social media may influence consumers online buying intention is crucial in developing new marketing strategies.

The aim of this study is to understand if and how using social media influences online buying intention of wine consumers. In particular, the study focuses on the moderating role of consumers’ knowledge. Knowledge is particularly important in consumer behaviour literature. Previous studies distinguish between objective and subjective knowledge (Aurier and N’gobo, 1999; Brucks, 1985; Dodd et al., 2005; Johnson and Bastian, 2007; Perrouty et al., 2008); objective knowledge refers to what a consumer actually knows, while subjective knowledge refers to “how much an individual thinks he knows about a product” (Johnson and Bastian, 2007: 186). We advance two hypotheses. First, the use of social media in information searching positively influences online buying intention (HP1). Second, objective and subjective knowledge moderates the social media-buying intention behaviour (HP2).

METHODOLOGY, DATA ANALYSIS AND RESULTS

A total sample of 2597 wine consumers is used: 2202 responses are collected via an online survey (administered between January and June 2016) and 395 responses are collected offline (control
The dependent variable (Wine_online_buying_intention) refers to online wine buying behaviour and it assumes 5 values (never; less than once/month; occasionally: 3-4 times/months; regularly: more than once/week; all days). The independent variable refers to the use of social media and it is represented by a 4-items construct that look at the degree of use of social media (on a Likert scale) for searching wine information. The items are drawn from Bruwer e Wood (2005), Chen et al. (2011), Quinton e Harridge-March (2008), Thach (2009), Reyneke et al. (2011), Wilson e Quinton (2012). The moderating variable refers to the objective and subjective knowledge and they are measured by multi-items (Likert scale) based on Dodd et al. (2005) and Vigar-Ellis et al. (2015). On the basis of objective and subjective knowledge we identify 4 clusters of respondents: “Experts” (high subjective and high objective knowledge - HH), “Self-overevaluated” (high subjective and low objective knowledge - HL), “Modest” (low subjective and high objective knowledge - LH) and “Aware” (low subjective and low objective knowledge - LL).
knowledge – LL). Control variables (age, gender, salary, educational level, frequency of online sales, wine consumption frequency, wine buying frequency, wine average price) are considered in the final model. Convergent and discriminant validities are performed for all multi-items constructs.

A multinomial logistic model is used. This model is preferred to the ordinal logistic regression since the parallel regression assumption is violated. Table 1 presents the results.

From the analysis, both hypothesis 1 and hypothesis 2 are supported. Consequently, the use of social media in information searching positively influences online buying intention. (Objective and subjective) knowledge moderates the social media-buying intention behaviour. The higher effect is for “Experts” consumers, i.e. those with high subjective and high objective knowledge, while the lowest effect is for “Aware” consumers, i.e. low subjective and low objective knowledge. The analysis shows that when knowledge grows, the influence of social media on buying intention grows. The post-hoc analysis also shows that the social media-buying intention relationship is influenced by socio-demographic factors (age and gender) and consumption-related factors (e.g., average price).

CONCLUSIONS

This study advances extant research on the influence of social media on online buying intentions, showing how social media use positively influences the online buying intentions. In particular, it extends previous studies in analysing the moderating role of subjective and objective knowledge. Managerial implications are threefold. First, despite e-commerce still does not represent the main acquiring channel according to the sampled respondents, social media may influence this choice. Second, from the data collected it seems that consumers who tend to acquire online are Experts, who are looking for medium-high or high wine quality. Consequently, wine marketing strategies could aim at increasing knowledge levels through information sharing on social media. Lastly, the study suggests that age has a quadratic effects and it is particularly important for those consumers who use social media. Future studies should further investigate the relationship between age, social media and use of online channels.

Keywords: online, wine, buying intentions, social media
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ABSTRACT

INTRODUCTION

The study analyzes the effect of three constructs as antecedents of organic food consumption: extrinsic religiosity, intrinsic religiosity, and individual attachment to a religious community.

Marketing and consumer research are aware of the potential impacts of religion on consumption choices since a long time. However, few are the studies approaching the matter of organic food consumption considering the effects of religiosity. The effect of three potential antecedents are there considered. Intrinsic and extrinsic religiosity are included in the analysis. A third antecedent regards individual attachment to a religious community. The impact of such perceived individual belonging is here considered for a more comprehensive analysis, and given the negligible attention the concept has received so far in the scarce available literature on the topic. Structural Equation Modeling has been performed on a sample of Italian individuals attending Buddhist pilgrimages. Preliminary estimations of the model show a good model fit; all the proposed hypotheses resulted significant.

BACKGROUND

Organic food consumption has experienced, especially in industrialized markets, a considerable growth (e.g., Richter, 2008; Paul and Rana, 2012). Among those studies devoted to investigating the antecedents of organic food consumption, few considered the potential implications of religious values. Religiosity is defined as «a belief in God accompanied by a commitment to follow principles believed to be set by God» (Vitell et al, 2005). It is well-known that religiosity influences everyday human behaviour (Weaver and Agle, 2002). Religion influences also consumption patterns of people (Essoo and Dibb, 2004; Doran and Natale, 2010). Religion is a clear determinant of consumer behaviour, given the pervasive nature of this cultural component, influencing several traits of societies and individual lives. The relevance of religiosity for marketers is straightforward: as noted by Kim et al (2004) religion is an enduring cultural factor, whose influences extend in the long term. In this sense, religion is very likely to influence marketing strategies and initiatives. Such importance of
religion in consumer behaviour and in marketing science has been long recognized by scholars (e.g., Allport and Ross, 1967; Hirschman, 1983). In consumer behaviour literature, several measurements of the religiosity construct have been proposed (e.g., Allport and Ross, 1967; Hirschman, 1983; Genia, 1993; Worthington et al, 2003; Kim et al, 2004). Following most of research on religiosity in consumer behaviour (e.g., Allport and Ross, 1967; Donahue, 1985; Vitell et al, 2005), the study includes intrinsic and extrinsic religiosity as potential antecedents of consumer behaviour related to organic food consumption. As a third antecedent, the study considers consumer perceived attachment to a religious community. The relatively scarce literature on the impact of religion on consumer behaviour has not devoted relevant attention, as far as it is known, to the impact of perceived belongingness to religious communities in determining individual consumer behaviour. (e.g., Lindridge, 2005).

**METHODOLOGY AND EARLY RESULTS**

Data collection was based on the administration of a questionnaire to individuals attending a Buddhist pilgrimage in Northern Italy. Known and validated scales were used for intrinsic and extrinsic religiosity. Due to the substantial lack of studies on the role of religious communities in consumption contexts, a modified version of Sierra et al’s (2016) measure of community attachment was adapted to the context of the Buddhist religious community, as a proxy of the individual sense of belonging with respect to religious communities. 310 usable responses resulted after data collection. SEM was performed on the collected data; early estimations of the model shows an acceptable fit (RMSEA= .046; AGFI= 907; GFI= .941). All the hypothesized relationships were found significant, confirming results of extant literature on the impact of intrinsic and extrinsic religiosity on food consumption (e.g., Mukhtar and Mohsin Butt, 2011), providing also evidence for the influencing role of perceived community belonging. Originality of results should be considered in terms of research context, which differs from the majority of existing research on the role of religiosity in food consumption, mostly related to Islamic contexts. These preliminary results also suggest to further explore individual importance of religious communities in consumption, adopting, for example, the lenses of literature on brand/consumer communities.

*Keywords: religiosity; religious communities; organic food; Buddhism.*
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REDEPLOYMENT OF BRAND ASSETS FOLLOWING M&A BY EMERGING MARKET FIRMS
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ABSTRACT

Studies have shown that firms from emerging countries have been increasingly engaged in cross-border mergers and acquisitions. In 2004, the deal value of cross-border M&A by emerging-country firms stood at $37 billion which skyrocketed to $182 billion in 2008 — a staggering increase of 392%. According to one report by Boston Consulting Group, top 100 firms from various emerging countries are expanding globally in a wide array of industries such as industrial goods, pharmaceuticals, telecommunications etc., and this global expansion is mainly happening through cross-border mergers and acquisitions. The report further showed that 57% of the cross-border M&A deals made by these emerging-country firms during 1985 to 2005 involved target firms from the developed countries (Emerging to Developed). Some of the major acquisitions by emerging country firms in the recent years include: Chinese automotive company Geely’s acquisitions of Volvo, Indian automotive firm Tata Motor’s acquisition of Jaguar and Land Rover, Mexico-based Cemex’s US $15.1 billion acquisition of Australia’s Rinker Group and most recently, Chinese firm Lenovo’s acquisition of Motorola for USD 2.9 billion.

M&A research in developed country context has demonstrated that firms in developed countries engaged in M&A for various motives such as to achieve economies of scale, economies of scope and market power. Put differently, firms engaged in cross-border M&A with diverse motives such as to leverage their current capabilities, expand their current businesses, expand market coverage etc. It thus appears that firms from developed countries engage in M&A mainly to capitalize on their existing competitive advantage such as strong brand names. Conversely, the scant research on M&A in emerging-country context has shown that firms from emerging countries engage in M&A predominantly to acquire strategic assets such as technological capability, brand assets etc. with the objective to reduce their competitive disadvantage. Extant research has shown that emerging-country firms suffer from significant competitive disadvantages vis-à-vis firms from developed countries. These competitive disadvantages arise from, inter alia, outdated technology, lack of knowledge about overseas markets, lack of internationally known brands. It therefore appears that the motives for engaging in M&A deals of emerging-market firms differ from those of developed-market firms.
While emerging-market firms are acquiring firms from developed-market so as to reduce their competitive disadvantage, acquisition of new strategic assets by itself does not guarantee the reduction of competitive disadvantage of these firms. Research has shown that strategic actions taken by the acquiring firm following acquisition largely determine the extent to which the acquisition benefits the acquiring firms. Specifically, post-merger integration strategy has a crucial impact on the success or failure of the acquisition itself. Thus far, nothing has been written in the academic literature as to how these newly acquired strategic assets help the emerging-market firms to reduce their competitive disadvantage. Moreover, the impact of these strategic assets on the marketing performance of the emerging-market firms in the post-merger years also remains unexplored. The main contribution of this paper is to fill this void. Capitalizing on resource based view (RBV), the paper develops a conceptual framework and demonstrates that the emerging market firms redeploy product attributes from the newly acquired brand to the existing brand of the acquiring firms in an effort to augment the brand equity and thereby improving the marketing performance of the existing brand. The papers develop the following propositions based on the conceptual framework which are yet to be tested.

**Proposition 1:** To gain synergetic benefit from newly-acquired strategic assets, the acquiring firm will redeploy product attributes from the acquired brand to the acquirer’s brand.

**Proposition 2:** Successful redeployment of product attribute from the acquired brand to the acquiring brand will be moderated by the level and quality of integration of the two merging firms.

**Proposition 3:** Redeployment of product attributes from the acquired brand to the existing target brand will increase the perceived quality of the target brand.

**Proposition 4:** The redeployment of product attributes from the acquired brand to the acquiring brand will lead to improved perceived quality of the acquiring brand and it will moderated by the change in the customers’ existing cognitive structure.

**Proposition 5:** Increased perceived quality of the acquirer’s brand will have a positive impact on the acquiring firm’s brand’s marketing performance in the post-merger years.

**Keywords:** Brand equity, Mergers and acquisitions, perceived value, Post-merger integration
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WHY WE CONSUME FINANCIAL SELF-HELP? A THICK EXPLANATION USING CONSUMER TALES
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ABSTRACT
The demand for financial advice in general has seen significant increase in the recent years (Kramer, 2012). Yet, only a small percentage of population actually seek professional financial advice (Knutsen and Cameron 2012). Financial advice can broadly be categorised into professional versus non-professional advice. A vast majority of non-professional advice generally belongs to self-help sector. This research investigates why individual investors use non-professional financial self-help when they have access to credible professional financial advice in making investment decisions. Of particular importance is the trend that consumers spend considerable amount of money in self-help content in order to improve their personal finance despite increasing prevalence of scams. Financial self-help contents have had a consistently high rating in the recent the years (Bergsma, 2010). The following may be considered as some concrete examples of financial self-help contents: “Don’t Worry, Make Money”, a book by Richard Carlson; a youtube video on “How to Find Great Investments” by Robert Kiyosaki; “Wealth Mastery”, a 3-day seminar by Anthony Robbins. Financial self-help contents are a resource that consumers can use to help improve themselves by reading a book, following audio-visual materials, or attending a self-help seminar (e.g., “wealth mastery” seminar by Anthony Robbins) and they will be shown how they can enhance their personal financial position (Ebben, 1995). The professional finance sector generally considers financial self-help as a potential threat to their existence. For example, McDonald (1998) critiques Richard Carlson’s “Don’t Worry, Make Money” (book), which topped the New York Times business bestseller list. As McDonald argues, Carlson, a professional feel-good speaker and stress consultant who has a Ph.D. in psychology-but no background in finance - should not be in the business of advising on finances. However, giving that the current system in the professional financial advice in has a number of issues (Knutsen and Cameron 2012), consumers are increasingly being ‘sucked in’ to self-help systems due to a range of persuasive promotional techniques by non-professional self-help providers. For example, due to recent introduction of self-managed super funds in Australia, a large number of companies are promoting their products and services to individual investors via a range of seminars. Using phenomenological method (Russell and Levy, 2012; Thompson et al, 1989), combined with a thick explanation (De Munck, 1998), we investigated why consumers use non-professional financial self-help when they have access to credible professional financial advice in making investment
decisions. In this paper, a thick explanation of individual consumer tale is illustrated from four consumers. One summary is illustrated as follows:

Marty: a 47 year old Aussie IT manager, who became interested in IT during high school, and went on to earn a degree in this field and began his career in computing information system as a technical helper, and worked his way up to management, changing jobs along the way. Growing up, Marty had watched his parents invest in real estate, and talk about the value of money, which made him interested in his own finances and how he could increase his money. During university and his early career, Marty invested in shares. He was “interested in short-term returns, than long-term returns” wanting to “make quick money.” In the meantime, Marty fell in love and married Gina who was “living high”, “quite materialistic” and “wanted to best all the time,” and “spent too much”. The marriage broke. Marty then remarried Amanda, with whom things turned around. He started accumulating personal debts but managed to recover and started to meaningfully invest in real-estate, built wealth, and currently owns seven houses.

The presentation of this research focuses on a detailed analysis resulting in commonalities and diversities amongst the consumer tales, and provides insights for policy makers and businesses.

Keywords: self-help, consumption, financial services, financial literacy, marketing, Australia, thick description
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ABSTRACT

INTRODUCTION

Innovation implementation is a major challenge for organizations in the contemporary dynamic environment. The present study responds to the need in investigating the role of team learning in team innovation implementation and the associated team performance. Team innovation implementation is achieved when the innovation is assimilated into team practices such that the innovation is widely, skillfully and consistently deployed (Klein and Knight, 2005). Team learning, i.e. the proactive spiral process of reflection and action performed by team members (Edmondson, 1999), assists in the innovation assimilation process by increasing team awareness of innovations in its environment, by promoting the quality of team decisions to adopt innovations, and by adjusting the team practices to the innovation (Tucker et al., 2006; Schippers et al., 2014; Zhu et al., 2006). Accordingly, it is hypothesized that team learning will have a positive effect on team innovation implementation.

Since innovation is a general prototype of an idea, practice, or the implemented innovation often needs to be adjusted to increase its fit to the specific team’s characteristics, mission and context. Team learning activity of reflection and experimenting with the innovation in its specific context, enables to adjust the innovation accordingly (Naveh et al., 2006; Tucker et al., 2006). Thus, it is hypothesized that team learning will moderate the relationship between team innovation implementation and team performance, such that this relationship will be stronger when team learning is higher.

Taken together, this study proposes a moderated mediation model that poses team learning as both facilitating team performance through team implementation, and moderating the path between team implementation and team performance. Accordingly, it is hypothesized that the indirect effect of team learning on team performance through team implementation will be moderated by team learning in the path from team implementation to team performance.
METHODOLOGY
The study comprised 525 employees from 77 work teams (448 team members and 77 team managers) in various service industries. The research variables were measured by validated questionnaires accompanied by a 7 point Likert scale (1=very inaccurate; 7=very accurate). Team members' responses for team learning (Edmonson, 1999) were aggregated after satisfying the required criterions of Rwg(j), ICC1, & ICC2. The team managers' responses were used for assessing team innovation implementation (Axtell et al., 2000) and Team performance (Zellmer-Bruhn and Gibson, 2006). We controlled for team size and team manager's tenure. Research hypotheses were tested using a moderated mediation analyses using Model 74 in SPSS PROCESS (Hayes, 2013).

FINDINGS
Team learning significantly predicted team innovation implementation (t=3.19, p< 0.002), supporting hypothesis 1. Additionally, there was a significant interaction effect between team innovation implementation and team learning (t=3.82, p<0.0003) on team performance, in support with hypothesis 2. Team innovation implementation was more strongly related to team performance when team learning was high rather than low. Finally, the indirect effect of team learning on team performance was stronger for high (mean +1SD) team learning (ab=.39, CI 95% [.12, 68]) than for low (mean -1SD) team learning (ab=.17, CI 95% [.06, 0.34]), supporting hypothesis 3. Accordingly, there was a significant moderated mediation effect of team learning on team performance (ab=.10, CI 95% [.03, 0.20]).

IMPLICATIONS
Team learning not only facilitates team innovation implementation, but also moderates the relationships between team innovation implementation and team performance. This moderated mediation effect shows that the routine use of the innovation (i.e., its implementation), is not sufficient for achieving maximum team performance gains. Rather, there is also a need in team learning behavior for enhancing the fit of the innovation to the specific team’s setting.

Keywords: innovation implementation, team learning, team performance
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WHO BENEFITS MORE FROM TRANSFORMATIONAL LEADERSHIP? THE CASE OF TEACHERS’ BURNOUT UNDER NORMAL VERSUS EXTREME WORK DEMANDS
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ABSTRACT

INTRODUCTION

The benefits of transformational leadership are well-known, including its negative effect on burnout (Skakon et al., 2010). Recent studies show that the beneficial consequences of transformational leadership are contingent upon environmental factors (e.g., Den Hartog and Belschak, 2012; Schmitt et al., 2016). However, prior research neglected the intervening role of work conditions in the transformational leadership – burnout relationship. As transformational leadership transforms followers to rise above their self-interest by changing their values, beliefs, self-perceptions, and motivating them to perform above and beyond expectations (Bass and Avolio, 1990), it requires employees to invest high levels of effort in work. In terms of the Conservation of Resources theory (Hobfoll, 1989), the constant investment of effort leads to ongoing use of resources to cope with job demands, resulting in continuous resource loss and consequently in burnout. Therefore, we suggest that in extremely demanding work conditions the effect of transformational leadership on burnout is weaker.

Extremely demanding work conditions can be found in some schools. Specifically, efforts to prevent pupils from dropping out lead to the formation of separate schools for this population, which are characterized by high absenteeism, low achievement, feelings of alienation, social maladjustment, behavioral problems, and violence (McCluskey, 2008). Teachers who work in this type of schools are faced with an extremely demanding work environment.
Accordingly, the present study aims to investigate whether transformational leadership is equally effective in reducing burnout under the different work conditions of extreme versus normal demands. We suggest that the inspiring and motivating nature of transformational leadership should better inhibit burnout when teachers have more available resources to take advantage of their principals' leadership style, that is, when the working environment is not extremely demanding. Therefore, it is hypothesized that school type will moderate the relationship between school principals' level of transformational leadership and teachers' level of burnout, such that in extremely-demanding schools the negative effect of transformational leadership on burnout will be weaker than in normally-demanding schools.

**METHODOLOGY**

263 teachers participated in the study, of whom 72 worked in extremely-demanding schools and 191 worked in normally-demanding schools. Data were obtained using anonymous questionnaires and the study variables were measured with well accepted and validated scales.

**FINDINGS**

The hypotheses were examined using hierarchical multiple regression analysis. A significant effect was found for school type on teachers' burnout (β=0.454, P<0.0001), such that burnout level was higher in extremely demanding schools. A significant effect was found for transformational leadership on teachers' burnout (β=0.449, P<0.0001), such that as the manager's level of transformational leadership was higher the burnout level of the teachers was lower. Finally, a significant interaction was found between transformational leadership and school type in predicting teacher's burnout (β=0.465, p<0.05), such that the negative effect of transformational leadership on teachers' burnout was significantly stronger in normally demanding schools in comparison to extremely demanding schools.
IMPLICATIONS

The results expand our understanding of contingencies of the transformational leadership - burnout relationship, showing that transformational leadership is less effective in extremely demanding work settings, where employees' resources are depleted, therefore not allowing them to use the benefits of transformational leadership for burnout reduction. The findings suggest that in extremely demanding schools there is a need in implementing other burnout reduction mechanisms.

Keywords: burnout, transformational leadership, work demands.
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ANTECEDENTS OF ORGANIZATIONAL FIELD REGULATORY CHANGE:
LINKING INDIVIDUAL PROFILES OF SOCIAL ENTREPRENEURS WITH THEIR REGULATORY NEEDS AND PRIORITIES?
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ABSTRACT
In this paper, we focus on the interplay between social entrepreneurs and their organizations with the regulatory institutional context within which they work toward positive social change. We show that although regulatory context of the social entrepreneurship field is in its infancy, regulatory needs and priorities of the field are well-defined and heterogeneous. To explain the sources of the heterogeneity, we adopt a two-method strategy which combines traditional quantitative methods with qualitative case analysis. Based on the data about values, motivation, and entrepreneurial orientation of social entrepreneurs from four EU countries, we develop a typology of social entrepreneurs. By establishing links between identified profiles of social entrepreneurs and different regulatory needs and priorities we contribute to the institutional theory literature dealing with organizational field regulatory change. Furthermore, we provide valuable insights for policy makers in the social entrepreneurship field.

INTRODUCTION
Studies have shown that the institutional environment plays a key role for entrepreneurs in that it facilitates or hampers venture emergence and survival (Hwang and Powell, 2005; Pacheco et al., 2010). Within different aspects of an institutional environment, laws and regulations are known to be critical drivers of this process as regulatory actors can promote or hinder new products and services through the institutional mechanisms they develop (Edelman and Suchman, 1997; Russo, 2001). While regulated environments are known to be challenging for entrepreneurs, regulation-free environments are not problem-free either. It is relatively easy to observe how the relative lack of institutions and regulations can be an obstacle to entrepreneurs. However, it is less easy in the social entrepreneurship context to conceive how the lack of institutions/regulations can affect the development of social ventures since social entrepreneurship is more likely to occur where there are significant socioeconomic or cultural problems (Dacin et al 2010), Thus little is known about what are regulatory needs and priorities of social entrepreneurs and what determines these needs and priorities. Since there is no real consensus on what would the proper regulation for social entrepreneurship be, in this
study we propose that we might as well listen to the individual and collective voices of the community of social entrepreneurs and suggest policymakers formulate their regulations accordingly. We aim at improving our understanding of differences among regulatory needs and priorities of social entrepreneurs by looking at the link between configurations of individual profiles of social entrepreneurs consisting of their values, motivation and entrepreneurial orientation, and regulatory needs and priorities identified by these entrepreneurs. In other words, in this paper we are suggesting a motivated regulatory needs cognition argument that posits that differences in individual profiles of social entrepreneurs relate to specific regulatory needs and priorities. Furthermore, we suggest that within a broader community of social entrepreneurs there are specific sub-communities characterized by specific configurations of individual characteristics and regulatory needs and priorities. Specifically, we seek to achieve three main goals: first, we seek to establish a typology of social entrepreneurs based on their value profiles (Schwartz, 1994), motivation, and entrepreneurial orientation (Zhao, Seibert, and Lumpkin, 2009). Second, we aim to analyze and classify regulatory needs of social entrepreneurs. Finally, building on the typologies of individual characteristics of social entrepreneurs and classification of regulatory needs and priorities, we aim to establish a link between specific configuration at the individual level and specific regulatory needs and priorities.

In this study we rely on data from SELUSI database containing data on the population of social enterprises located in Hungary, Romania, Spain, and United Kingdom. The data was collected using two survey instruments – an online and a phone survey. The surveys were conducted during 2009-2010 (1st wave) and 2011 (2nd wave) either with the founder or the managing director. In total, the final sample has more than 500 social enterprises some of which were interviewed in two waves of data collection. In our data analysis we rely on the two-method strategy which combines traditional quantitative methods with qualitative case analysis, an approach that is becoming a powerful tool in social science research (e.g., Vaisey, 2007). Specifically, we rely on cluster analysis and fuzzy sets comparative qualitative analysis (Ragin, 2008) to reveal configurations of variables associated with specific policy needs and recommendations.

Benefiting from a diversity of personality profiles, organizational characteristics and regional and national regulatory environments in our data, we are able to capture configurations of individual characteristics of social entrepreneurs that are associated with specific categories of regulatory needs these entrepreneurs identify and prioritize. By showing that individual profiles determine how we see the institutional context, our theoretical contribution potentially could be applied to other type of communities. Finally, by conducting a research on social entrepreneurship and regulations we hope to contribute to the literature on social entrepreneurship as well as provide valuable insights for policymakers.
Keywords: Institutional environment, social entrepreneurship, regulation, community
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ABSTRACT

1. INTRODUCTION

Although the marketing and branding literature has seen a great deal of interest in the study of luxury brands (Kapferer and Laurent, 2016; Chandon et al, 2016), little is yet known of how luxury perceptions can elicit passionate feelings towards luxury brands such as brand love (Batra et al., 2012; Albert and Merunka, 2013). The purpose of this paper is to investigate the influence of self-congruency (Grubb and Grathwohl, 1967; Fugate and Philips, 2010) and self-brand integration (Mohammadian and Karimpour, 2014) on luxury perceptions (Hennings et al., 2013; Hampel et al., 2012). It also aims to investigate the direct and moderating effect of luxury perceptions on brand love.

2. THEORETICAL BACKGROUND

The traditional meaning of luxury is associated with excellence, creativity, exclusivity (Jackson and Shaw, 2009; Okonkwo, 2009), heritage of craftsmanship, recognizable style, premium price and global reputation (Nuemo and Quelch, 1998). Nevertheless, recent studies emphasize luxury as an experience that adds value to consumer-brand relationships and stress that luxury brands allow consumers to derive subjective intangible benefits beyond their functional utility (Vigneron and Johnson, 1999) and help them to reflect their self (Belk, 1998). In this regard, fashion goods such as shoes and accessories are used as a means to symbolize social status, prestige and success (Cheah et al., 2015).

Self-congruency theory states that consumers buy and use goods, which are somehow reflective of their own image or identity (Grubb and Grathwohl, 1967; Fugate and Philips, 2010). Given the importance of purchasing luxury goods for their symbolic meaning and their reflection of the individual’s self-concept, we believe that those consumers will be influenced to a greater degree by luxury brand perceptions when consumers relate to luxury brands. Specifically:

H1- H3: Self-congruency has a positive and direct relationship with prestigious perception of a brand, luxury brand perception and overall luxury brand perception.

The concept of brand self-brand integration refers to the ability of a brand to express consumer’s
actual and ideal identities (Mohammadian and Karimpour, 2014). According to Reimann et al. (2012) a brand is regarded as signifier of the self, allowing consumers to portray their individuality, exhibit their social standing or fulfill their experimental needs (Nuemo and Quelch, 1998; Vigneron and Johnson, 2004). Thus, we suggest that consumers tend to relate to luxury brands, which they perceive to be closer to their own-self image or better address their aspirational needs in the consumption process. Therefore:

H4-H6: Self-brand integration has a positive and direct relationship with prestigious perception of a brand, luxury brand perception and overall luxury brand perception.

Research shows that the concept of luxury is highly subjective, situational contingent and dependent on consumer experiences and individual needs (Wiedmann et al., 2007). Following this perspective, it is claimed that consumers evaluate luxury brands based on financial, functional and emotional attributes (ibid) and that they usually relate to brands, which are able to deliver sufficient value in accordance to consumer subjective expectations and individual perceptions (Dubois and Duquesne, 1993; Zhang and Bloemer, 2008). Therefore, we expect that the result of the perception of a luxury brand is reflected in the strength of consumer-brand relationships such as brand love. Formally, we then state that:

H7-H9: Prestigious perception of a brand, luxury brand perception and overall luxury brand perception has a positive and direct relationship with brand love.

3. RESEARCH METHOD

Luis Onofre is a Portuguese designer luxury brand created in 1999. Data collection was done using a structured questionnaire to final consumers, who frequently buy luxury fashion products. Its measurement was made using Likert scale of 5 points, where 1 corresponded to "strongly disagree" and 5 corresponding to "strongly agree." The Luxury Brand Perception (LBP) and Overall Luxury Value Perception (OLVP) was measured using Hennigs et al. (2013) scale the first with 4 items and the second with 3 items, the Brand Love (BL) was measured using the Carroll and Ahuvia (2006) scale with 7 items, the Self-Brand Integration (SBI) was measured using Mohammadian and Karimpour (2014) scale with 7 items, the Self-Congruency (SC) was measured using the Fugate and Phillips (2010) scale with 3 items, the Prestigious Perception of Brand (PPB) was measured using Hampel, Heinrich and Campbell (2012) scale with 4 items.

4. RESULTS

A total of 304 valid questionnaires were collected. Of the sample, 40% were male and 60%
female. The majority of respondents were aged up to 30 years (71.7%), representing the age range from 31 to 50 years, 21.4% and above 50 years, 6.9%. 73.4% of the respondents answered that they were single and 22.7% married or in union. The monthly net income of the household with the highest number of responses was between 1001 and 2000 € (31.9%), followed by those with less than € 1000 (27.3%) and those with above 2000 € 37.8%. Of the 304 respondents, 61.8% had secondary education, 33.9% had higher education and 4.3% had only basic education. To the question "Do you know the Luís Onofre brand?" 72.7% answered positively and to the question "Buy Luís Onofre brand products?" 62.55% answered negatively.

The survey questions were tested through exploratory factor analysis (EFA) and confirmatory factor analysis (CFA). Beginning with the EFA and in order to simplify the findings, an estimation with principal components was performed on an initial factor solution. The criteria for acceptance of the results were the value of communalities is greater than 0.6 and the factor loading without rotation are greater than 0.70. Some items were eliminated. CFA was used to validate the measurement models consisting of six constructs. The level of Cronbach's alpha was measured for each factor to assess the internal consistency of the factor. The measurement model shows a reasonable fit when RMSEA is below 0.10 and the CFI are above 0.90 (Hair et al., 2010). Validation of the latent constructs is evaluated by convergent validity. All composite reliabilities are greater than the minimum criteria of 0.70 (Nunnally and Bernstein, 1994). The average variance extracted (AVE) provides evidence of overall convergent validity of each construct as it indicates the amount of variance explained by the construct relative to the amount of variance that may be attributed to measurement error, and should exceed 0.50 (Fornell and Larcker, 1981).

The results of structural equation model to test the hypotheses of the research is indicated in Fig. 1.

![Fig. 1 – Research Model Estimated](image-url)
As a result of testing the structural equation model, the model generated the following statistics:

$\chi^2 (165) = 1586.679$ (p = 0.000), CFI = 0.952, TLI = 0.915, IFI = 0.953 and RMSEA = 0.069. The model has a very good fit.

As shown in Fig. 1, all constructs measuring brand love have a positive and significant intercorrelation and the hypotheses were all most validated except the H4. Moreover, the dimensions of PPL, LBP and OLVP are positively related to brand love ($\gamma 1 = 0.185$, p = 0.000, H7; $\gamma 2 = 0.116$, p = 0.000, H8; and $\gamma 3 = 0.395$, p = 0.000, H9) but the influence of the PPL and LBP is smaller than the OLVP dimension. The influence of SC and SBI on LBP and OLVB is also demonstrated ($\beta 2 = 0.676$, p = 0.000, H2; $\beta 3 = 0.506$, p = 0.000, H3; $\beta 6 = 0.289$, p = 0.000, H5 and $\beta 7 = 0.485$, p = 0.000, H6), as well as the influence of SC on PPB ($\beta 1 = 0.297$, p = 0.000, H1). Only the influence of SBI on PPL was not verified ($\beta 4 = 0.032$, p = 0.535, H4).

5. CONCLUSION AND IMPLICATIONS

Brand love is a huge concept, on behalf of the brand management context. The literature review highlight the brand love as a construct intrinsically related to the emotions and customer engagement which adds value to the brand in terms of brand equity. The aims of this study is (i) to investigate the influence of self-congruency and self-brand integration on luxury perceptions and (ii) to investigate the direct and moderating effect of luxury perceptions on brand love. A proposal of a structural equation modelling (SEM) to assess the determinants and consequents of Prestigious Perception of a brand (PPB), Luxury Brand Perception (LBP), and Overall Luxury Value Perception (OLVP) was advanced and validated it in the context of marketing B to C. This study represents a contribution to the brand love research. Firstly, it points out the critical variables considered as determinants of the Brand Love in a new perspective, missing in the previous literature review. Secondly, the results consolidate the concept of Brand Love as a crucial construct in the long-term brand consumer relationship. Lastly, it provide key managerial insights answering how brand managers could capitalise brand through loved brands.

Keywords: Luxury, Brands, Consumer-Brand Relationship, Brand Love, Self-Congruence, Self-Brand Integration; Luxury Brand Perception; Prestigious Perception; Overall Luxury Brand Perception; SEM
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ABSTRACT
The importance of employee satisfaction in enhancing customer satisfaction has been emphasized in past research, as well as the link between customer satisfaction and (external) customer trust. Yet there is limited research exploring the mechanism linking them and very little is known about moderators and mediators – if any – affecting in their relationship. As employees are mainly responsible for service delivery, the interpersonal interaction between customers and employees has been found to substantially affect customer perceptions of services and considered as the key to customer satisfaction. Past research also indicated that employee satisfaction can enhance customer-employee interactions, which, in turn, increases customer satisfaction. Thus, there has been dedicated scientific interest for exploring the mechanisms linking employee, customer satisfaction and finally (customer) trust.

Integrating the “congestion” of the service (number of firms / number of employees), this study attempts to bridge this research gap by developing and testing a framework that includes the mediating emotional mechanism through which employee satisfaction affects customer satisfaction in a public service context. Furthermore, the model investigates how customer satisfaction generates trust.

A theoretical framework was developed to explore the employee-customer satisfaction and trust mediated by customer satisfaction. Moreover, the FE ratio (number of firms / number of Chamber’s employees) was taken as moderator of the relationship between customer satisfaction and trust.

Survey data collected from a sample of Italian Chambers of Commerce was examined through structural equation modeling. Results show very interesting implications for both boards of directors and management of the Chambers of Commerce.

INTRODUCTION
Creating superior customer satisfaction has been the primary objective for service organizations. The importance of employee satisfaction in enhancing customer satisfaction has been emphasized in past research, as well as the link between customer satisfaction and (external) customer trust. Yet there is limited research exploring the mechanism linking them and very little is known about moderators and
mediators – if any – affecting in their relationship. As employees are mainly responsible for service delivery, the interpersonal interaction between customers and employees has been found to substantially affect customer perceptions of services and considered as the key to customer satisfaction (Brown and Lam, 2008). Past research also indicated that employee satisfaction can enhance customer-employee interactions, which, in turn, increases customer satisfaction (Homburg et al., 2009). Thus, there has been dedicated scientific interest for exploring the mechanisms linking employee, customer satisfaction and finally (customer) trust.

Integrating the “congestion” of the service (number of firms / number of employees) (Cachon and Feldman, 2011), this study attempts to bridge this research gap by developing and testing a framework that includes the mediating emotional mechanism through which employee satisfaction affects customer satisfaction in a public service context. Furthermore, the model investigates how customer satisfaction generates trust.

A theoretical framework was developed to explore the employee-customer satisfaction and trust mediated by customer satisfaction. Moreover, the FE ratio (number of firms / number of Chamber’s employees) was taken as moderator of the relationship between customer satisfaction and trust.

Survey data collected from a sample of Italian Chambers of Commerce was examined through structural equation modeling and thus we developed the following model:

![Research Model Diagram]

**RESEARCH HYPOTHESIS**

All above considered, and consistently with the previous literature frameworks, in order to test our model, we developed the following research hypotheses:

H1: Employee Satisfaction positively influences Trust

H2: Customer Satisfaction mediates the relationship between Employee Satisfaction and Trust

H3: The FE ratio moderates the relationship between Customer Satisfaction and Trust.
METHOD

In the proposed moderated mediation model (Picture 1) Employee Satisfaction is supposed to impact Customer Satisfaction (path a), which in turn should affect Trust (path b). Further we hypothesized that the link between Customer Satisfaction and Trust would be moderated by the FE ratio: we evaluated the mediation model at (1) high (above the average of our sample) and (2) low (below the average of our sample) values of the moderator (FE Ratio).

RESULTS

Overall, without considering the effects of the moderated mediation, Employee Satisfaction positively affect Trust $\beta = .27$, $p < .05$). Thus, H1 is confirmed.

However when the effects of mediation (Customer Satisfaction) were considered Employee Satisfaction was no longer significantly related to Trust (path c') $\beta = .01$, $p = .93$. In this moderated mediation model Employee Satisfaction is related to Customer Satisfaction ($\beta = .45$, $p < .001$), in addition the relation between Customer Satisfaction and Trust is moderated by FE Ratio ($\beta = .33$, $p < .05$).

Examining the model for high FE Ratio, we found that the higher the Customer Satisfaction the stronger the Trust ($\beta = .94$, $p = 0.01$). For those Chambers of Commerce with an high FE Ratio, the mediated path was significant $a^b = 28.01$, 95% CI= 9.55 – 52.29).

Next we examined the model for Chambers of Commerce with low FE ratio. We found that Customer Satisfaction was no longer significantly related to Trust for a low FE ratio ($\beta = 0.29$, $p = 0.91$). Evaluating the significance of the mediated pathway for those with low FE ratio, customer satisfaction did not significantly mediate the relation between Employee Satisfaction and Trust $a^b = -.866$, 95% CI= 0.63 -0.20).

REGRESSION ANALYSIS

<table>
<thead>
<tr>
<th>Variable</th>
<th>B</th>
<th>T</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employee Satisfaction $\rightarrow$ Trust (path c)</td>
<td>0.27*</td>
<td>2.10</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>Employee Satisfaction $\rightarrow$ Trust (path c')</td>
<td>.01</td>
<td>.09</td>
<td>.93</td>
</tr>
<tr>
<td>Employee Satisfaction $\rightarrow$ Customer Satisfaction</td>
<td>.45**</td>
<td>3.76</td>
<td>.001</td>
</tr>
<tr>
<td>Customer Satisfaction $\rightarrow$ Trust (moderated by FE Ratio)</td>
<td>.33</td>
<td>2.24</td>
<td>.05</td>
</tr>
</tbody>
</table>

DISCUSSION AND CONCLUSION
According to Keh et al. (2013), this study so far investigates the link between employee satisfaction and customer trust. We hypothesized that this relationship is mediated by customer satisfaction, as a development of a previous study (Ambrosino and Romanazzi, 2016). Moreover, we also considered the ratio between the number of the firms and the number of the Chamber’s employees as a moderator of the relationship between Customer Satisfaction and Trust.

Results show interesting and useful advances and suggestions for both academic and managerial purposes. In fact, results highlighted that without any mediating or moderating factor/effect employee satisfaction positively affects trust (Cho and Park, 2011). This of course suggests that managers should care about the satisfaction of their employees in order to enhance the Chamber of Commerce customer Trust. Despite what we hypothesized in H2, if the mediating effect of Customer Satisfaction is considered, employee satisfaction and trust are no longer so strongly related. This highlights something different to what we found in a previous study (Ambrosino and Romanazzi, 2016) where we just focused on the relationship between Customer Satisfaction and Trust. This could be due also to the different (and smaller) sample of Chambers of Commerce considered. Finally, we separately examined the model for (1) high FE ratio and for (2) low FE ratio, because of the not significant results we obtained considering them jointly. Thus, for high FE ratio we found that Customer Satisfaction positively affects Trust and the mediated path was significant. While, on the other hand, for low FE ratio we found that Customer Satisfaction was no longer significantly related to Trust and also in those cases Customer Satisfaction was found not to mediate the relationship between Employee Satisfaction and Trust.

This should suggest to Chambers’ boards of directors and management to take into a very high consideration the FE ratio (congestion of the service) when setting up their policies and strategies: they should be consistently differentiated and context specific, on the basis of the significantly different competitive scenario FE ratio could be a signal of.

Keywords: employee satisfaction, customer satisfaction, trust, public management, service congestion, citizen satisfaction, moderated mediating model
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AN EXAMINATION OF RESIDENTS’ SUPPORT FOR TOURISM DEVELOPMENT: A CASE STUDY IN THE CITY OF YOGYAKARTA
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ABSTRACT

Tourism is recognized as the strategic industry that has created jobs and generated incomes for the nations. Despite its potential, competition in the tourism industry among countries, regions, and cities is escalating due to the scarce resources. A place needs to acquire scarce resources like investments, companies, talented residents, tourists, big events, etc, to remain attractive. The tourism studies have admitted that residents are very important in tourism development because they are the main actors and they participate with tourism in many ways. Residents interact and share their local facilities, services, knowledge and talents with tourists. Residents are also those who receive most impacts from tourism in the long time and thus have more concern on the sustainability of their place. In managing tourism industry, support from the residents is necessary because successful operation and sustainability depend heavily on residents’ good-will. Due to the important role of residents, government policies in this sector should be aimed at residents’ well being and how tourism stakeholders particularly residents could participate in the development of the tourism industry. The competition between cities also justifies the importance in understanding the factors that may retain the residents to their city. Some studies have used psychological factors such as place attachment and the level of residents’ involvement in the tourism sectors. Residents’ satisfaction with their life is also factors that call interest among researchers in tourism study in determining their support on tourism development.

This study constructed a model of residents’ support for tourism development and its structural relationship with residents’ satisfaction, involvement, and place attachments. Using a valid sample size of 179 residents from 14 districts in the city of Yogyakarta, the findings revealed that support for tourism development are influenced by residents’ involvement and place attachment. Residents’ satisfaction did not affect residents’ support. Residents’ involvement in tourism influenced both residents’ satisfaction and place attachment. Place attachments influenced residents’ support on tourism development.

For the governments as well as tourism marketers, knowledge of the perception of residents towards the place they live is vital to the implementation of place and tourism development strategies. When people state “yes, I love to live in this place”, this may infer that they may have some memories, attachments, experiences and expectations to the place. This potential should be further explored for
place development. By doing this research, the contributions for the academic are enriching the empirical evidence in Asian context on the role of satisfaction with life, residents’ involvement, and place attachments in influencing residents’ attitude to support their government strategies/local communities in tourism development. For marketers, governments, and tourism planners, all elements of ‘satisfaction with life’, “involvement”, and “place attachments” should be creatively managed so that residents have the sense that their local tourism performance is of because their significant contributions, their life satisfaction would increase if they care with their environment as well as “the pride” they would receive if their place receives favorable image. While it cannot be denied that different tourism stakeholders view different perspectives from tourism, the priority of tourism development should be placed to the increasing prosperity of the local residents.

Figure 1. Full model and PLS Results

Keywords: Support for tourism development, satisfaction with life, residents’ involvement, and place attachments
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NETWORKING SMES FOR KNOWLEDGE SHARING: PRELIMINARY EVIDENCES FROM A SURVEY
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ABSTRACT
Previous literature has highlighted that SMEs face particular knowledge sharing challenges and claim that networks allow SMEs to overcome such limitations. Prior studies investigate the role of SMEs as active knowledge participants in networks. Nevertheless, scant empirical evidences are provided about the usefulness of networking among SMEs for knowledge sharing purposes and the literature calls for further investigate such phenomena. This research aims to provide an empirical analysis of whether and how networks enhance the knowledge sharing in SMEs. To this aim the following research question is investigated: how and in what extent networks can enhance knowledge sharing in the SMEs context? The empirical investigation is based on a survey questionnaire submitted to a sample of Italian SMEs. Preliminary empirical evidences about the benefits in term of knowledge sharing from network participation are provided. Beyond the acknowledgment of the importance of network belonging in order to share knowledge, the evidences allow to understand that different type of network serve SMEs for multiple objects and different benefits are achieved depending on the type of network. Opportunities for future research are identified in the field of knowledge sharing in SMEs.

BACKGROUND AND PURPOSE
Despite knowledge is the primary source of competitive advantage for SMEs (Coyte et al., 2012), SMEs have received little research attention from knowledge management literature (Cantù et al., 2009; Massaro et al., 2016). In general, previous management literature has highlighted the need to better understand how SMEs manage knowledge resources (Salojarvi et al., 2005; Ricceri et al., 2010). In particular, recent studies have point out that SMEs face particular knowledge sharing challenges (Zieba et al., 2016; O’Connor et al., 2017).

Networks are seen as tools that allow SMEs in knowledge sharing. Nevertheless, scant empirical evidences are provided about the usefulness of networking among SMEs for knowledge sharing purposes and the literature calls for further investigate such phenomena (O’Connor et al., 2017). The purpose of this research is to contribute to address these calls providing an empirical analysis of whether and how networks enhance the knowledge sharing in SMEs. To this aim the following
research question is investigated: how and in what extent networks can enhance knowledge sharing in the SMEs context?

RESEARCH METHOD

This study relies on a quantitative methodology based on a survey aimed at gathering data by means of closed-ended questions structured in a standard questionnaire layout. The survey has been conducted on firms located in North East Italy. We selected SMEs according to the definition provided by the European Commission and included in the sample companies ‘which employ fewer than 250 persons and which have an annual turnover not exceeding EUR 50 million, and/or an annual balance sheet total not exceeding EUR 43 million’. We excluded microenterprises with less than 10 employees and less than EUR 2 million annual turnover and/or annual balance sheet. SMEs were contacted via email at their institutional e-mail address, to the concern of the entrepreneur and/or top managers. We submitted the questionnaire to 1,674 firms and we received 411 completed questionnaires with a response rate of 25%. The responding firms reported their views about knowledge sharing in network, specifying whether or not they belong to a network of companies.

The first section collects information about the entity’s participation to network (currently or in the past) and the description of such network. The following sections are restricted to companies that currently belong to a network or have participated in a network in the past. The second section investigates the objectives pursued belonging to a network. The last section captures both the benefits and the difficulties emerging from the network participation. The responses to each question are based on a Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). A descriptive analysis was elaborated to draw the preliminary findings exposed in the next section. Further multivariate analysis are currently in progress.

PRELIMINARY FINDINGS

The respondents recognize the importance of networks (37.90%) for knowledge sharing, regardless their participation (current or past) in networks. This is confirmed by the acknowledgment that they need to join with other companies (42.74%) in order to overcome their knowledge limitations. Most of the respondents (60%) has an experience (current or past) as network participants: 55.56% of them are placed at a different point in the value chain, while 44.44% of them belong to complementary networks.

The respondents claims that among the reasons of the aggregation there is a willingness to share knowledge. In particular, network is considered an essential tool to overcome the limitations related
to knowledge and its dissemination. Thanks to knowledge sharing respondents claim that were able to develop new products (2.67%), new commercial policies and the entry into new markets (4.00%). Respondents conceive networks as a means through which they can: access knowledge not obtainable individually (11.11%), produce goods and services not achievable individually (33.33%), promote innovation, research and development (22.22%) and access to distribution channels (22.22%).

Sharing of information within the network is made with different types of subjects, and it is influenced by the type of network to which the SMEs belong: supply chain network or complementary network. Specifically the SMEs share knowledge primarily with suppliers (45.97%), with customers (37.90%), with other companies in the sector belonging to the network (35.48%) and complementary enterprises (20.97%).

CONTRIBUTIONS AND FUTURE RESEARCH

The findings show that networks enhance knowledge sharing that provides benefits to partners related to learning, to develop innovation capabilities and to improve efficiency. In the following, the findings are discussed according to the Möller et al. (2005) taxonomy, that classifies the type of networks according to three dimensions: benefits of knowledge sharing, types of relations among network partners and network goals.

Benefits in terms of knowledge sharing are pursued in terms of both acquisition of explicit knowledge and of dissemination and deployment of tacit knowledge in order to merge different competencies and to develop new vision and strategy. The relations established within the network involve different subjects such suppliers, complementary companies in the sector, competitors and others, both vertically and horizontally integrated with the SMEs. The goals pursued by participants overcome customer satisfaction and are also configured on R&D, promotion and innovation, access to resources and learning and exploitation of know-how.

All this considered, the evidence show that SMEs participants are engaged in “enhancing network”, despite the literature affirms that most SME networks are mainly hierarchical supply-chain networks established to sustain client satisfaction, where the knowledge sharing is limited to the distribution of explicit knowledge (Valkokari and Helander, 2007).

Opportunities for further research in this area emerge. The research is contributing to the attempts to capture how network belonging allow SMEs to share knowledge. Further research could measure the performance outcomes of belonging to networks and investigate relations between the types of network and the benefits gathered on knowledge incremental.
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ABSTRACT
Previous literature has highlighted that SMEs face particular knowledge sharing challenges and claim that networks allow SMEs to overcome such limitations. Prior studies investigate the role of SMEs as active knowledge participants in networks. Nevertheless, scant empirical evidences are provided about the usefulness of networking among SMEs for knowledge sharing purposes and the literature calls for further investigate such phenomena. This research aims to provide an empirical analysis of whether and how networks enhance the knowledge sharing in SMEs. To this aim the following research question is investigated: how and in what extent networks can enhance knowledge sharing in the SMEs context? The empirical investigation is based on a survey questionnaire submitted to a sample of Italian SMEs. Preliminary empirical evidences about the benefits in term of knowledge sharing from network participation are provided. Beyond the acknowledgment of the importance of network belonging in order to share knowledge, the evidences allow to understand that different type of network serve SMEs for multiple objects and different benefits are achieved depending on the type of network. Opportunities for future research are identified in the field of knowledge sharing in SMEs.

BACKGROUND AND PURPOSE
Despite knowledge is the primary source of competitive advantage for SMEs (Coyte et al., 2012), SMEs have received little research attention from knowledge management literature (Cantù et al., 2009; Massaro et al., 2016). In general, previous management literature has highlighted the need to better understand how SMEs manage knowledge resources (Salojarvi et al., 2005; Ricceri et al., 2010). In particular, recent studies have point out that SMEs face particular knowledge sharing challenges (Zieba et al., 2016; O’Connor et al., 2017).
Networks are seen as tools that allow SMEs in knowledge sharing. Nevertheless, scant empirical evidences are provided about the usefulness of networking among SMEs for knowledge sharing purposes and the literature calls for further investigate such phenomena (O’Connor et al., 2017).
The purpose of this research is to contribute to address these calls providing an empirical analysis of whether and how networks enhance the knowledge sharing in SMEs. To this aim the following
research question is investigated: how and in what extent networks can enhance knowledge sharing in the SMEs context?

**RESEARCH METHOD**

This study relies on a quantitative methodology based on a survey aimed at gathering data by means of closed-ended questions structured in a standard questionnaire layout. The survey has been conducted on firms located in North East Italy. We selected SMEs according to the definition provided by the European Commission and included in the sample companies ‘which employ fewer than 250 persons and which have an annual turnover not exceeding EUR 50 million, and/or an annual balance sheet total not exceeding EUR 43 million’. We excluded microenterprises with less than 10 employees and less than EUR 2 million annual turnover and/or annual balance sheet. SMEs were contacted via email at their institutional e-mail address, to the concern of the entrepreneur and/or top managers.

We submitted the questionnaire to 1,674 firms and we received 411 completed questionnaires with a response rate of 25%. The responding firms reported their views about knowledge sharing in network, specifying whether or not they belong to a network of companies.

The first section collects information about the entity’s participation to network (currently or in the past) and the description of such network. The following sections are restricted to companies that currently belong to a network or have participated in a network in the past. The second section investigates the objectives pursued belonging to a network. The last section captures both the benefits and the difficulties emerging from the network participation. The responses to each question are based on a Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). A descriptive analysis was elaborated to draw the preliminary findings exposed in the next section. Further multivariate analysis are currently in progress.

**PRELIMINARY FINDINGS**

The respondents recognize the importance of networks (37.90%) for knowledge sharing, regardless their participation (current or past) in networks. This is confirmed by the acknowledgment that they need to join with other companies (42.74%) in order to overcome their knowledge limitations. Most of the respondents (60%) has an experience (current or past) as network participants: 55.56% of them are placed at a different point in the value chain, while 44,44% of them belong to complementary networks.

The respondents claims that among the reasons of the aggregation there is a willingness to share knowledge. In particular, network is considered an essential tool to overcome the limitations related
to knowledge and its dissemination. Thanks to knowledge sharing respondents claim that were able to develop new products (2.67%), new commercial policies and the entry into new markets (4.00%). Respondents conceive networks as a means through which they can: access knowledge not obtainable individually (11.11%), produce goods and services not achievable individually (33.33%), promote innovation, research and development (22.22%) and access to distribution channels (22.22%).

Sharing of information within the network is made with different types of subjects, and it is influenced by the type of network to which the SMEs belong: supply chain network or complementary network. Specifically the SMEs share knowledge primarily with suppliers (45.97%), with customers (37.90%), with other companies in the sector belonging to the network (35.48%) and complementary enterprises (20.97%).

CONTRIBUTIONS AND FUTURE RESEARCH

The findings show that networks enhance knowledge sharing that provides benefits to partners related to learning, to develop innovation capabilities and to improve efficiency. In the following, the findings are discussed according to the Möller et al. (2005) taxonomy, that classifies the type of networks according to three dimensions: benefits of knowledge sharing, types of relations among network partners and network goals.

Benefits in terms of knowledge sharing are pursued in terms of both acquisition of explicit knowledge and of dissemination and deployment of tacit knowledge in order to merge different competencies and to develop new vision and strategy. The relations established within the network involve different subjects such suppliers, complementary companies in the sector, competitors and others, both vertically and horizontally integrated with the SMEs. The goals pursued by participants overcome customer satisfaction and are also configured on R&D, promotion and innovation, access to resources and learning and exploitation of know-how.

All this considered, the evidence show that SMEs participants are engaged in “enhancing network”, despite the literature affirms that most SME networks are mainly hierarchical supply-chain networks established to sustain client satisfaction, where the knowledge sharing is limited to the distribution of explicit knowledge (Valkokari and Helander, 2007).

Opportunities for further research in this area emerge. The research is contributing to the attempts to capture how network belonging allow SMEs to share knowledge. Further research could measure the performance outcomes of belonging to networks and investigate relations between the types of network and the benefits gathered on knowledge incremental.
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ABSTRACT

“Three things in human life are important; the first is to be kind; the second is to be kind; and the third is to be kind.” - Henry James, as quoted in Edel, Henry James a Life, Vol V: The Master 1901 -1916 (1972)

Much has been written concerning leadership styles and practice (Bass and Bass, 2008). It is widely accepted that leadership has a crucial role in both the success of organizations and also in the wellbeing of society. Hence, leadership takes a central role in the public affairs agenda (Cameron, 2011; Thomas and Rowland, 2013). Little has been explored in relation to kindness and leadership yet poor relationships between leaders, managers and others is a major barrier to performance, wellbeing, and wealth creation (Robertson and Cooper, 2011: Rowland and Hall, 2013). This research reviews and investigates the role that kindness may play in establishing good management practice within organizations. It discusses the role of compassion and kindness in both past and current leadership theory and practice and whether these attributes have value in sustainable models.

In particular our work focusses on two opposing leadership philosophies: those of Niccolo Machiavelli (1988) and Frederick the Great of Prussia (1988). The original work by Machiavelli dates from 1532 and the work by Frederick dates from 1740 yet both their works remain in print and the impact of their beliefs still inform management and leadership practice today. Many leaders and managers have adopted Machiavellian strategies. Manipulation often by fear was his preferred model for leadership because he believed that fear was a much more reliable motivator than respect or affection. He stated unequivocally that it was better for a leader to be feared than loved. In 1740 Frederick published his essay “Anti-Machiavel” Frederick’s standpoint was very different. He argued that expediency was not morally right and that leaders should be both rationale and humane. He was highly critical of Machiavelli’s model (1988) which he suggested was leadership based on manipulation and fear and he proposed an alternative model based on kindness and mercy. Although his work is not as well-known as Machiavelli’s in terms of modern leadership he provides more insight into the motivation of people and the complexity of behaviours resulting from altruism and belonging rather than pure self-interest.

The methods used in this research were mainly based on the interrogation of literature. This paper mainly comprises a systematic review of published works on leadership focusing on the concept of kindness. The paper reviews a sample of published management works using concept analysis.
methodology to evaluate leadership characteristics and explore the concept of grace with its attributes of kindness and compassion. The sources yielded a total of 2,096 references and 3,016 identified interviews over a 15 year period. Direct observations by the authors and two small employer and employee purposive focus groups were also employed to gather data.

Initial findings were interesting and indicated that there was conceptual confusion regarding the definition of compassion and its application in leadership practices. Kindness is not discussed within the concept of compassion and kindness itself may be viewed as a weakness in contemporary self-selected leadership characteristics. Very few of the books and journals reviewed referred to kindness at all. Kindness does seem to have a positive energising effect, on both the kind individual and the recipient which does seem to have other benefits. Maslow, (1971) Fredrickson, (2009) and Algoe and Haight, (2009) all observed that when individuals observe acts of virtuous kindness then that appears to instigate feelings of compassion which creates improved inter-personal relationships and reinforces good deeds that drive and further reinforce more kindness behaviours. Armstrong, (2015) found that in a business or organizational environment, more compassionate staff were happier and more engaged with work, were more willing and able to foster teamwork and kept customers longer and better satisfied with the service. Research reported by Krakovsky, (2013) found that kind, generous and compassionate personalities are attracted to organizations that match their own personal values but inauthentic acts of kindness for the individuals own personal benefits are soon observed by working colleagues with a negative impact on working relationships. This is definitely a reaction against the instrumental acts of self-serving generosity advocated in Machiavelli’s Prince. Barsade and O’Neill, (2016), found a similar result with employees who were kind anyway gaining extra performance motivators from working in an organisation which shared their values.

Conclusions suggest that there is disconnect between contemporary models of leadership and calls for sustainable ethical leadership in the spheres of public and business environments. Compassion and kindness remain in the side-lines yet the implications for future trust and commitment are neglected in times where discretionary effort of workers and volunteers is crucial to goal achievement. Leaders have to spend more of their pressured time communicating and negotiating with staff to gain a wider acceptance and understanding of management practices which attempt to bring certainty in uncertain times. It is easier to spend less precious time by instigating hierarchical processes and procedures. This approach ignores major elements of pragmatic kindness and may be counter-productive. Signs such as curtailed meetings, curt emails, no discussion time, lack of humour, the reliance of process over interactions and spending less time receiving messages rather than giving them suggest leadership and kindness fatigue rather than a more efficient organization.
This research contributes to knowledge and understanding in a neglected area of international management discourse. In terms of practice it enables organizations to now appreciate the benefits of kindness by leaders in terms of both the “bottom line” and good citizenship. Consequently it may represent a step back to the future of less Machiavellian manipulation by leaders and result in organizational policies of more Frederickian kindness.

Keywords: Leadership, Kindness, Pragmatism, Grace, Compassion, Machiavelli
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ABSTRACT

Traditionally, the public sector adopt cash-based accounting systems, whose limitations have been broadly highlighted in literature, as they not provide the information that is necessary for a government to operate efficiently and effectively. The potential offered by the accrual accounting, that allows the measurement of economic results and of the assets and liabilities of the public entity, is the main reason behind the choice adopted by a growing number of countries that have decided to shift from cash-based to some form of accrual accounting in the public sector. The introduction of accrual accounting aims to improve the quality of information in terms of usefulness for decision-making, and to increase accountability and responsibility of public choices.

Relevant implications of the accrual accounting implementation in public entities are emerging in the perspective of budgeting and reporting, which ask for integrated information systems, in order to ensure the availability of useful information for decision making and for external stakeholders.

The paper intends to focus the attention on the adoption of accrual accounting in the context of public Italian universities, which become mandatory following Legislative Decree no. 18/2012, starting from 2015.

Moving from a practical experience at the University of Messina, the paper presents a case study as the result of close relationship between knowledge acquisition and action (“action research”).

The findings of the research outline some arguments about advantages and drawbacks of the actual implementation of accrual accounting, in the ongoing evolution of the legal framework in the field investigated. At the present stage, in fact, whereas universities are experiencing the first time adoption of consolidated financial statements, they cannot still refer to clear rules and accounting principles.

Moreover, the coexistence of cash based accounting, for the purposes of external reporting with the central government, provokes perplexity and requires further efforts in the direction of assuring reliable and coherent information for different users.
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ABSTRACT

The paper briefly summarizes the results of the research analyzing the viewpoints of tourism service providers in the Czech Republic concerning the quality in the destination. Principal quality factors of the destination are revealed, their importance is defined and the dependency of perceiving quality factors importance on the type of the provider, on overall destination quality evaluation or on the existence of destination management is examined. Primary data were obtained through a questionnaire survey with the quota selection of respondents. The nineteen research factors were designed on the basis of contemporary theories and on the qualitative research. Within the discussion the findings are compared with a similar research that focuses on the client/visitor to the destination and then the main discrepancies/gaps in perceiving the quality between offer and demand are determined. The visitors and the service providers in the destination agree on security to be the most important quality factor of the destination. The cleanliness of the destination is the second most important factor for the visitors whereas the service providers consider it to be the eighth most important factor and they have classified the quality level of the personnel to be the second. The obtained results can contribute to more efficient destination management and they are the part of the long-term research aimed at evaluating destination quality.

INTRODUCTION

So far, the quality of services in the Czech Republic has been one of the areas that evinces insufficiencies and in the long term its level is perceived to be lower – especially by foreign visitors. Mainly in regions big differences in the qualitative level of offered services can be observed. This reality is supported by the fact that almost two thirds of foreign tourists visit Prague only and they do not go to other regions. Quality is currently one of the priorities of the Conception of State Politics of Tourism for the period 2014-2020. For successful tourism management by means of increasing quality level in the destination it is important to be aware of not only the viewpoint of demand – wishes, needs and the perception of the performance itself by the client of the tourism service/the visitor to the
destination – but it is also inevitable to know the offer side – the possibilities and the specific quality perception from the viewpoint of tourism service providers themselves in the destination. The gap model was theoretically developed by Parasuraman, Zeithaml and Berry (1985, 1988). It is based on the presumption that the customer’s satisfaction reflects the difference between his or her expectation and perception of the obtained service level. In case of positive gap we talk about a satisfied customer, in other words the customer’s expectations have been fulfilled or the customer has even obtained more than he or she expected. If the client’s ideas and expectations have not been fulfilled, so called negative gap develops and the client probably acquires an impression that he or she has not obtained an adequate level of service for his or her money. The gap model is divided into two mutually interactive levels – these are a service provider level and a customer level – and it works with five contradictions that can cause the customer’s dissatisfaction. The foundation of the model is the presumption that the basic contradiction gap 5 between the perceived and expected quality is a function of four partial contradictions that can emerge during the process of planning and providing the service. In order to eliminate this most significant customer gap (gap 5) the company needs to close all the other gaps on the service provider’s side, which means from gap 1 up to gap 4 (Zeithaml, Bitner, 2000). The results of the long term research conducted by the authors focusing on destination quality management in the Czech Republic through gap 5 analysis have shown many negative contradictions (Ryglova et al., 2015, 2016; Rasovska et al., 2016; Stojarova, 2016), therefore it is inevitable to analyse other possible gaps and causes that induce the negative results of the principal customer gap. The text presents the results of the research that focuses on service providers and it identifies the gap 1 mentioned above that results from different images of customers and management/service providers.

METHODOLOGY, RESEARCH DESIGN AND DATA ANALYSIS
The 19 research destination quality factors used in the survey were chosen on the base of the theoretical and scientific research and models related to quality destination (Buhalis, 2003; Middleton and Clarke, 2001; Woods and Deegan, 2003; Grönroos, 2007) and own previous qualitative and quantitative research. Primary data were gained by means of questionnaire survey among 343 tourism service providers operating in the Czech Republic during 2016. The quota sampling has been used, based on organization/firm size and type of offered tourism services (characteristics published by the Czech Statistical Office and Eurostat for the year 2014). For testing the dependency of the results/the importance of the factors on the selected characteristics of respondents the Chi-squared test in the contingent table was used. For the gap 1 analysis the secondary data from the previous authors’
According to the service providers, the most significant factors of destination quality are the sense of security (F14; average evaluation 4.50 on the five-point scale), the quality level of personnel in tourism services (F13; 4.46) and natural attractions (F1; 4.45). On the other hand, the least important factor for the service providers was local transportation (3.08) followed by additional infrastructure (3.14). The differences in perceiving the significance of individual factors according to the type of tourism service provider can be seen in picture 1.

The dependency of perceiving the significance of individual factors on the type of business was confirmed on the 5% significance level in case of 13 factors out of the 19 evaluated ones. The strongest dependency was shown in case of the sense of security factor, which means that partial branches of tourism perceive the importance of security factor for the client in different ways; for instance, the mediators/cultural service organizers do not consider this fact to be important and place it on only the 15th position out of all the evaluated factors. The perception of the importance of 10 factors depends on the total evaluation of the destination quality. The strongest dependency was confirmed for the factor of the atmosphere in the destination/friendly acceptance by the locals. In case of 6 factors the dependency of the destination quality factors on the destination management performance in the area was confirmed on the same level of significance. For the three most important factors (F14, F13, F1) the dependency on the type of the service provider was confirmed, whereas the dependency on the overall evaluation of the destination was confirmed for factor F13 only: the quality level of personnel.
The dependency on destination management performance was not confirmed in case on any of these factors. In the picture below the values as well contradictions (gap 1) in perceiving the significance of individual destination quality factors between the provider and the consumer/client of tourism in the destination can be followed concurrently.

**Picture 2 – the comparison of the factor significance evaluation between the service provider and the client (gap 1); Service providers: n = 343; clients/visitors: n = 1097**

In most cases the service providers assign higher importance to individual quality factors than the clients do. The positive gap 1 is on average 0.3 points higher and the biggest difference can be seen in case of the factor of image where the provider assigns this factor with 0.9 point higher evaluation of significance than the client. This difference can be also observed in case of the order of individual factors importance when the image of the place is the 6th most important factor for the providers while for the clients it only takes the 15th position (Ryglova et al., 2015). The negative gap 1 that can be one of the stimuli causing the clients dissatisfaction emerges for three factors: F12, F15 and F16. The service providers do not fully appreciate the significance of the factors for their clients in case of the following factors: the level of prices of services and goods in the destination (F12, gap 1 = -0.54), the destination cleanliness (F15, gap 1 = -0.06) and the overcrowding of the destination (F16, gap 1 = -0.16). At the same time all these factors occupy higher positions in the order of all 19 factors from the client’s point of view; F15 is the second, F12 is the fourth and F16 is the 11th most important factor for the client. To reveal the causes of such lower satisfaction of the visitors to the destination with its quality in more detail it would be necessary to examine other gaps emerging during the process of service realization on the provider’s side as well.

The obtained results can contribute to more efficient destination management and marketing in general and they are the part of the long-term research aimed at evaluating destination quality. The revealed key factors of quality and their importance can simplify the application of scientific methods...
for example SERVQUAL or IPA analysis. The findings can also serve as input data for these methods that enable the evaluation of the actual qualitative level of the destination by means of customer satisfaction. Last but not least the research findings with revealed gaps in perception of the quality among clients and providers contribute to broadening the current studies with the destination quality and to better understanding of the behavioural mechanism and can be used by services providers to increase the efficiency of quality management to improve their competitiveness.
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EXAMINING THE IMPACT OF EMPLOYEE SOCIAL MEDIA USAGE ON
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ABSTRACT
Social Media (SM) are public e-platforms that enable users to interact in various ways and forms. According to Doyle et al. (2015) are divided into six categories such as blogs, content communities, collaborative projects, micro blogs and social networking sites (SNSs) that considered to be the most widely used category. A considerable number of studies during the last years are researching the way that these online platforms impact people’s live and behavior. This study will try to identify the way that employee SM social usage is affecting contemporary workplaces, by specifically examining their affect on the workplaces bonding social ties such as workplace friendship, teamness and socio-emotional support; plus researching its implications to employee WOM. This is because SM does not only impact employee’s ties and relationships but also transform essential organizational constructs. The main purpose of this study is to develop a framework that will help organizations to confront the possible negative implications of employee SM usage in the workplace, and to take advantage of the positives for enhancing the social capital ties of the organization and for pursuing positive WOM.

LITERATURE REVIEW AND GAP
SM researchers underline the need for additional research in the area mostly because the research results around SM employee usage seem to be contradictory (Schimidt et al., 2016; Kluember et al, 2016; Men and Muralidharan, 2017; Hanna et al., 2017). While there are studies identified negative impact for organizations and employees such as misbehavior and harassment in the workplace (Mac Donald and Thompson, 2016), there are others showing benefits such as employee productivity (Fraser and Dutta, 2008). Therefore it is argued that further research should examine the employee SM usage for identifying more clearly the implications for organizations, in order to take the necessary actions for reaching possible benefits and overcoming drawbacks (Kluember et al, 2016; Men and Muralidharan, 2017; Hanna et al., 2017).

Conferring also on the role of workplace social capital and SM, foregoing research principally examined quantitatively its effect on employees and organizations (e.g. Ali-Hassan et al., 2015), and mainly by focusing solely on bridging social capital instead of bonding (Xerry and Brunetto, 2010; Pinho, 2013; Kwahk and Park, 2015). In connection to this, there is also a debate on the issue if
workplace bonding social ties are affected by the employee SM usage (Bargh and McKenna, 2004; Ellison et al., 2007, Li and Chen, 2014; Neves, 2015). In responding to this research gap, this study will research qualitatively the way that SM employee usage affects the bonding ties of an organization. Further to this, it will also try to examine how it affects employee WOM through employee satisfaction. Previous research focused on the students’ SNSs usage, users’ relational social capital and electronic WOM (eWOM) and underlined the need for further research to connect SM usage with bonding social capital for identifying possible marketing advantages (Choi and Scott, 2012; Thoumrungroje, 2014). It has been suggested that positive WOM and eWOM could work as a mechanism for developing positive employee advocacy as an important marketing tool (Harris and Ogbonna, 2013; Huotari et al., 2015). This study will contribute to this aspect.

METHODOLOGY
The rationale of following qualitative research approach in this study is twofold. At first this approach is more appropriate for examining the sensitive bonding constructs included in this study such as socio-emotional support and friendship and secondly it will help the researcher to obtain a deeper picture of the phenomenon. Therefore the chosen data gathering technique for this study is depth semi-structured interviews and the sample chosen technique is the purpose sampling. The key informants that will take part in the research will be selected according to a purposive sampling criterion: the frequent use of any type of SM for social interaction with colleagues. Further as the preliminary framework of this study will be tested in the tertiary education in Cyprus, 30 interviews will be conducted including the eight recognized universities of Cyprus (according to the Cyprus Ministry of Education and Culture). This number is expected to be sufficient for reaching the required data (Creswell, 2007; Saunders et al., 2012). However the exact number of interviews will depend on the theoretical saturation that the researcher will follow (based on Eisenhardt, 1989). The university sample will include both administration and faculty members. Lastly, the interview questionnaire will include open-ended questions. The primary research of this study will take place at the beginning of 2018 and the results will be published thereafter.

Keywords: Social Media (SM), employee social media usage, workplace social capital, workplace social bonding ties, word of mouth (WOM), Human Resource Management (HRM).
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ABSTRACT

THEORETICAL BACKGROUND

According to World Health Organization (WHO), the assessment of life quality spent in good health is one of the most important indicators used for the evaluation of health care (WHO, 2012). Diseases and medical care deriving from nutritional problems, cause an increase in health care costs and worse the quality of life (Mancini et al., 2012; Marotta et al., 2014; Naughton et al., 2015).

Since care processes are linked to these problems, an assessment system would contribute to the measurement and monitoring of their performance in terms of care quality, which is defined as a measurement system that should be developed and adopted before and after the implementation of projects of process considering all the dimensions that compose the quality concept (Crema and Verbano, 2015).

In the healthcare sector, the quality of life evaluation is not spreadly adopted but there are many activities that allow evaluating the impact of illness and its costs on the health of the patients (Ware, 1987).

Mor (1987), has defined “the quality of life” as living aspects that are considered essential for living fully. It includes a huge amount of variables such as attributes regarding safety, job, level of education, living standards, wages and eating habits (Diener and Suh, 1997). All those measures can be used to implement a new performance assessment system. Performance measurement is a process that provides feedback to decision makers to assist them in improving performance and to report the company results to the key stakeholders. It is a fundamental to guarantee any good governance framework. From a practical standpoint, performance measurement is a process whereby the drivers and results of key activities are measured using different types of information (Barbuio, 2014). Besides understanding what information are needed and have to utilized, these measures permit to understand how processes are performing. In addition, based on the outcomes deriving from performance measurement system, resources can be allocated to improve the efficiencies and effectiveness of the reference system.
In the literature, there are different Key Performance Indicators (KPI), which can be adopted for the assessment and control of care processes (Arah et al., 2006). The Joint Commission on Accreditation of Healthcare Organizations has developed an indicator system widely used. This system provides that the indicators are divided in “Core Measures” (CM) and “No Core Measures” (NCM) (Vittadini et al., 2004). In addition, there are not standard models to evaluate the improvement of the care quality (Botje et al., 2016).

Typically, the performance measurement system needs to adopt different dimensions to assess the care process.

In this sense, the U. S. Department of Health and Human Services (2011), identifies 4 kinds of measures. They are: (1) process measures; (2) outcome measures; (3) balancing measures; and (4) structure of care measures. Quality-of-life (QOL) could be part of “outcome measures” because it tries to quantify the patient’s state of health and, at a later time, this can be compared to a standard care value (Higginson and Carr, 2001).

The papers about this topic recently published in academic journals, demonstrate that the concept is in developing. In particular, it could be adopted for assessing the health status of patients with cardiovascular diseases (CVD). Specifically, for measurement of the health-related quality of life in patients with CVD, the measures adopted are divided into generic and disease-specific. The measures in the generic group are: Sickness Impact Profile, Medical Outcomes Study 36-Item Short, Form Health Survey (SF-36) and Nottingham Health Profile (NHP). Instead, the measures in the disease-specific group are: Duke Activity Status Index (DASI), MacNew Heart Disease QOL Measure, Seattle Angina Questionnaire (SAQ), Minnesota Living with Heart Failure Questionnaire (MLHF) and Heart-QOL project (Thompson and Yu, 2003; Thompson et al., 2016; Tully, 2013).

Despite the widespread use of these different indicators, CVD in the European context, is growing and still represent the leading cause of death in the EU (Eurostat, 2014). For this reason, it is necessary to provide at the patients the right cares that will allow them to live a correct lifestyle which can be measured and monitored by QOL indicators.

Preventative actions could be performed based on the results of the adoption of a performance measurement system, saving a lot of money for our country and manage healthcare processes in the best way. In particular, in the literature there is not a standard model to evaluate the use of QOL as a dimension for the performance of care processes of patients with eating problems that provoke CVD.

For all these reasons, the purpose of this study is to investigate possible uses of the QOL indicators as an additional dimension to define healthcare performance of patients with CVD. Use of these indicators has already been suggested in the literature and, in this paper, the purpose that will be
pursued is to grasp from the literature review the information that have to be considered for successful implementation of QOL in the performance measurement.

RESEARCH OBJECTIVE AND METHODOLOGY

Due to the relevance of developing a performance measurement system, this study aims to understand whether and how QOL indicators for CVD can be used as a dimension of a healthcare measurement performance.

To answer our research question, we have carry out a structured literature review, following the methodology adopted by Khangah et al., (2016); Crema and Verbano, (2015); Pawson, (2006); Denyer et al., (2008).

The studies were identified via a search of two electronic databases, including Scopus and Web of Science (WOS). Both using reference lists and through meeting with experts, we have obtained information for the reference articles. The keywords searched has been the following: “quality of life”, “cardiovascular disease” and “indicator”. Moreover, we used inclusion and exclusion criteria in the following way.

As inclusion criteria, we only select papers that were published from 2000 to 2017, we used as subject area: “medicine”, “social science”, “economics, econometric and finance”, “engineering”, “cardiac cardiovascular system”, “health care sciences services”, “nutrition dietetics”, “multidisciplinary sciences”, “endocrinology metabolism”, “peripheral vascular disease”, “economics”, “primary health care”, “computer science” and “business finance”, finally, we only considered papers in English to obtain an international validity of studies. Instead, as exclusion criteria, we did not consider book section, conference proceedings, book chapters, special issues and dissertations.

By doing these searches we got 312 papers in Scopus and 83 in WOS.

After a descriptive analysis of the obtained database of international relevance, this will be analyzed though a content analysis which will provide to classify QOL dimensions referred to the cardiovascular pathologies.

EXPECTED FINDINGS AND FUTURE RESEARCH

It is expected to obtain a literature database that can be used to create a framework with QOL dimensions to study the performance of care processes of patients with cardiovascular pathologies. This result will meet the objective of research, including whether QOL dimensions are used, for what CVD and what results will be possible to obtain.
Ultimately, thanks to this framework, it will be possible to create a measurement system that can monitor CVD and this lead decision makers to intervene on processes but, above all, on the prevention of food-related illnesses. With this standardized system, it will be possible to avoid the population from aggravating their health status and thus, improving their quality of life. In the future, a similar framework, can be applied to nursing centers such as hospitals.

*Keywords: cardiovascular disease, quality of life, healthcare process management, performance measurement system, structured literature review*
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MORAL REASONING AND CORPORATE PLANNING

Santosuosso, Pierluigi

Dept. Law and Economics of Productive Activities, Sapienza University of Rome, Rome, Italy

ABSTRACT

Appeals for ethics in business, Codes of ethics, systems for reporting malpractice and other ethical compliance programs do not seem to reduce unethical behaviours and legal violations (McKendall et al., 2002; Webley and Werner, 2008; Brenkert, 2010). Various episodes of misconduct are reported in many companies around the world, such as the infringement of environmental standards, the violation of workplace health and safety rules, the mismanagement and misuse of organization’s resources and false or deceptive sales practices (KPMG Forensic, 2008; Ethics Resource Center, 2012).

To overcome the gap between ethical principles and practice within firms, two main approaches have been suggested. First, the creation of an ethical corporate culture has been proposed by the adoption of several measures such as the charismatic role of top managers and leadership styles (Ferrell et al., 2011), the rewarding of behaviours that support the importance of ethical values (Grojean et al., 2004), the discussion of moral issues as part of the manager’s job (Water and Bird, 1987), the ethics training (Valentine, 2009), the ethical climate of benevolence (Cullen et al., 2003). Although the ethical culture in an organization play an important role in ethical decision-making (Trevino et al., 1998), empirical studies have not yet provided conclusive results about its effectiveness (Loe et al., 2000; O’Fallon and Butterfield, 2005; Helin and Sandström, 2007; Kaptein and Schwartz, 2008). Second, several studies have suggested the development of an effective ethics policy by the integration of ethical values into corporate planning. Robin and Reidenbach (1987) examined the integration of ethical and socially responsible plans into strategic marketing planning. Guerrette (1988) set out a five-step development plan of management strategies emphasizing the need for continuing training and for reformulation of corporate strategy in accordance with a Code of ethics. Hosmer (1994) highlighted the role that planning has to enhance trust, commitment and effort among stakeholders. Rampersad (2003) provided a strategic management model in which the personal goals are integrated into the organizational Balanced Scorecard.

The purpose of the current study is to provide a theoretical framework for an integration of ethical values into corporate planning using Activity-Based Budgeting (ABB). ABB is a well-known approach that allows managers to create and simulate a model of business activities aiming to overcome the limitations of traditional budgeting (Hansen et al., 2003; Brimson and Antos, 1999; Bunce et al., 1995; Hansen et al., 2003). More specifically, we underline the key role that moral reasoning plays in
integrating ethical values into business activities and the role that ABB has vice versa in affecting moral reasoning by providing real and simulated information about firm and individual performances.

Keywords: moral reasoning, corporate planning, ethical decision-making, budgeting, Activity-Based Budgeting, business ethics
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ABSTRACT

The pay gap between men’s and women’s salaries is another prime example of bias in the workplace. Women are more likely to have an advanced degree than men, are entering the workforce in nearly equal numbers as men, and are protected by the Equal Pay Act of 1963 and Title VII, yet the needle has barely nudged (Dworkin, Ramaswami, & Schipani, 2015). More than 50 years after the Equal Pay Act became law, women still earn 79 cents for every dollar men earn (“America’s Women and the Wage Gap,” 2016). In 2013, women made a median salary of $706, compared to a median salary of $860 for men (U.S. Department of Labor, 2015). The disparity intensifies among those with higher degrees. Men with bachelor’s degrees made a median of $1,246 per week, but the median of women with bachelor’s degrees was only $931. Among those with professional degrees, men received a median of $1,896, while women received a median of only $1,411 (U.S. Bureau of Labor Statistics, 2013).

While the above figures are based on median salaries of full-time workers, the discrepancies occur in a wide range of occupations where the comparisons in terms of education, experience, and other traits are easier to make. For example, female surgeons earn 71 percent of what male surgeons do and five of the 10 major occupational groups where women lagged the most were in finance (Miller, 2016). This is not an unusual discrepancy. A Wall Street Journal poll found that in many “elite jobs” and professions, women in these areas showed the biggest pay gaps (Adammy & Overberg, 2016). Additionally, women with children incurred a “motherhood wage penalty” up to five percent per child, further compounding how dangerous this disparity really is (Magid, 2014). This evidence exhibits just how insidious the gender divide remains.

Our methodology will involve synthesizing the available studies on the issue and collecting data on the supervisory and non-supervisory roles of women in comparison to men, to suggest ways to reduce the pay gap. With respect to data collection, we have conducted a survey of alumni of prominent business schools in the U.S. and Italy, which includes a question on supervisory and nonsupervisory roles in business. We will analyze this data for gender differences both overall and with regard to country differences. If women tend to hold significantly fewer supervisory positions than men, we anticipate the wage gap to continue to proliferate.
A preliminary suggestion to reduce the gap, based on our synthesis of current studies, is to promote, and perhaps achieve, transparency in salaries (Burkus, 2016). For example, one study suggested that transparent pay conditions tended to reduce the gender pay gap. (Belogolovsky & Bamberger, 2014) In another study such transparency gives legitimacy to an employee’s wage bargaining, and even just being aware of discrepancies can change norms. (Rosenfeld & Denice, 2015) Bargaining for better pay is something men are much more likely than women to do.

Perhaps the easiest is to make it clear that discussing salaries between workers is allowed. When employers have encouraged such discussions or provided information about pay scales, many misconceptions about pay are corrected (Burkus, 2016). Governments at various levels are also looking to transparency to help correct the gender wage gap.

Several other practices to narrow the gap have recently been suggested. One proposal is to ignore past salaries in order to avoid reproducing previous disadvantages. And transparency may not only help with pay gaps—it may also increase productivity. Emiliano Huet-Vaugh (2013) suggests that workers who know of their placement in the earnings distribution provide significantly more effort on average than those without knowledge of their peers’ earnings. Thus, despite the traditional mind-set against such comparisons, pay transparency would be good for business.

**Keywords:** gender, discrimination, employment, pay, diversity, women, organizations
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WORKING IN VIRTUAL TEAMS: THE ROLE OF TEAM CONNECTEDNESS, KNOWLEDGE SHARING AND TEAM DIVERSITY
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ABSTRACT

INTRODUCTION

Employees working in global virtual space, who use technology to interact with one another across geographic and organizational boundaries, are growing in number and importance and becoming increasingly common strategic work units in global organizations (Colbert et. al., 2016; Gilson et. al., 2015; Jackson & Chen, 2007; Gibson & Cohen, 2003). Given the numerous technological advancements (e.g., Priem, Li, & Carr, 2012) a recent survey suggests that approximately 66% of multinational organizations utilize virtual teams (Society for Human Resource Management, 2012), and 80% of companies surveyed believe this number will continue to grow (Gilson et. al., 2015; Perry, 2008). Hence, researchers call to examine how technology is shaping employees perceptions, beliefs and values and how it changes the workspace and organizations (Colbert et. al., 2016). Particularly, research is needed to better understand how digital fluency and reduced face-to-face interaction may influence job performance and employees' effectiveness (Colbert et. al., 2016). Given what we know about the characteristics of the digital workforce and the increasing use of technology at work, the question remains regarding how organizations can most effectively manage the digital workforce and advantage technology while avoiding potential downsides. Research has only begun to provide guidance on these issues (Colbert et. al., 2016; Kirkman and Mathieu, 2005; Martins et al., 2004). To fill this gap, this study aims to explore some of the fundamental factors affecting the success of working virtually.

The virtual team efficiency is associated with the quality of relationships between the remote team members (De Jong & Elfring, 2010; Balkundi & Harrison, 2006) and the level of knowledge and information they share with each other (Haas, 2010; Cummings, 2004). Researchers have given considerable attention to how social process and dynamics, including social interaction (Ren & Gray, 2009; Richter et al., 2006), identification with the team (Ibarra & Barbulescu, 2010; Richter et al., 2006; and trust among team members (Renzel, 2008; Kirkman et al., 2002) are related to performance and effectiveness of organizations and in particular to productivity and quality (De Jong & Elfring, 2010, Hsu et al., 2007). Team members who interact identify and trust each other are more likely to engage
in productive interactions and teamwork processes that enhance team performance. In addition, the virtual team efficiency is also associated with how knowledge sharing process affects team/organizational effectiveness (Haas, 2010; Chudoba et al., 2003), as Nonaka (1994) noted: "knowledge is considered to be one of the most strategically important, and even vital, organizational resources" (Nonaka, 1994). Thus, it seems important to understand how the level of virtuality affects both connectedness dynamics and knowledge sharing processes and how those dynamics and processes affect employees' effectiveness.

The current study investigates how working from remote locations and communicating electronically affect the team’s connectedness dynamics and knowledge sharing processes (i.e., mediators), and how these dynamics are further related to employees' outcomes. The current study also explores the moderating role of key components that are influencing this process, specifically, task interdependence, employees' tenure in the team and the level of diversity in the team (in terms of demographics and values). The research model is presented in Figure 1.

Figure 1: The Research Model
METHOD

Sample: Our sample contains 867 LinkedIn members operating in virtual teams working in global high-tech companies. Nearly 20% work at IBM, 20% work at Cisco Systems, 14% work at Dell, and 12% work at Amdocs. Others (17%) work at other firms such as Atos, Oracle, and EMC, and 17% were not willing to disclose their employer. Nearly 40% of the respondents held managerial or executive positions. A total of 50% of the respondents reported being from the EMEA (Europe and the Middle East) region (e.g., Netherland, Poland, Romania, Israel); nearly 20% reported being from the Americas region (e.g., USA, Brazil, Mexico, Canada); and nearly 15% reported being from the Asia Pacific region (e.g., India, Australia, China) and 15% of the respondents were not willing to disclose their nationality. Nearly 85% of the reported were male and 10% female, 5% did not report their gender. The average virtual team tenure was 4.4 (SD=3.5) years. A total of 85% of the respondents were male and 10% were female. The average age of the respondents was 41 ranging from 20 to 79. About 65% reported being married with 50% having 1-3 children.

The data was collected using an Internet survey (Qualtrics) and was then aggregated into an SPSS file. All errors and wrong or outlier values were removed after which the data was analyzed using SEM procedure by Amos 17 software.

Measures: virtuality level was measured using empirical indexes based on definitions of virtuality taken from previous studies. Two indexes were used, reflecting different aspects of team virtuality level: 1. Globality, which reflects the geographical disparity of the employee from his or her other team members. 2. Channel Richness, which reflects the media channels that are used in order to communicate between the remote team members.

1. Globality was developed by aggregating two types of indexes a. Geographic Dispersion and b. Time Zone Differences: Geographic dispersion is the air distance (in kilometers) between the respondent’s location and that of his/her other team members. Time Zone Differences is the time zone’s lag between the respondent’s location and his/her other team members. In order to calculate the Geographic Dispersion and the Time Zone Differences, the respondent was asked to indicate the total number of site locations, the location of each site, and the number of team members at each site location. The values of both geographic dispersion and time zone differences between two sites were taken from the Google Map website. For each respondent, the total geographic dispersion and the total time zone differences were calculated as a star network. These measures take into consideration both the number of locations and the number of individuals in the team, residing at each location (O’Leary & Cummings, 2007).
2. Channel Richness score measures the frequency of use of each communication channel, as a function of channel richness: i.e., the ability of the communication channel to transmit multiple cues, transmit immediacy feedback, and focus on the other person (Daft & Lengel, 1986). The channels available to communicate and collaborate with the other team members are: face to face, video conference, telephone calls, telephone conference, chat, and email, on an ordinal scale, so that: face to face communication is considered to be the richest form, while email is considered to be the leanest form (Daft & Lengel, 1986). In order to calculate the Channel Richness score, the respondent was asked to rate how frequently he/she uses each communication channel to collaborate with his/her other team members on a 7-point Likert scale. The frequency of use of each communication channel was multiplied using an ordinal factor creating a 0-100% continuous Channel Richness score. Higher scores indicated using richer communication channels included face to face interaction and video conferences, whereas lower scores indicated using leaner communication channels such as phone calls and emails.

3. The other variables of the model - connectedness (social interaction, identification, and trust), knowledge sharing, outcome measures (productivity, quality), and the moderators (task independence, tenure in the team, team diversity) – were measured using reliable and valid self-reported scales.

RESULTS

Our results confirmed the relationships between virtuality level and connectedness only for the ‘channel richness’ index of virtuality but not for globality index. To sum up our main results:

1. Channel richness was positively related to connectedness (i.e., social interaction, identification with the team, trust). 2. Connectedness and knowledge sharing were both positively related to the outcomes measures (i.e., productivity and quality). 3. Connectedness, (including social interaction, identification with the team, trust) mediated the relationships between channel richness and the outcomes measures. Also, 4. Connectedness was positively related to knowledge sharing.

These results indicate that when virtual teams communicate via rich channels of communication (in terms of both quality and frequency), the team members become more connected to and identified with their virtual team, and this connectedness feeling further leads to improved team outcomes. In addition, the connectedness relates to knowledge sharing, which also relates to the team outcome. This indicate that when employees of virtual teams feel connected to their team, they are more willing to share their knowledge with their remote team members, which is crucial for the team ability to perform well.
Regarding the moderators that were tested, we found that value diversity strengthens the positive relationships between channel richness and connectedness for two indices of connectedness (identification with the team and trust). This means that in the case of low value diversity, communicating via richer communication channels would not make any difference to the identification with the team or the trust level, but in cases of mid and high levels of value diversity, identification with the team and trust would be stronger when using richer communication channels.

**DISCUSSION**

This study contributes to the existing knowledge by shedding light on how the virtual space might be re-designed to take advantage of its competencies, to promote connectedness dynamics and knowledge sharing processes and to ensure that technology is most effectively used as a tool in service of the organization’s goals. By using the virtual working space wisely and reasonably, via sequential interventions, the negative consequences of working remotely may be reduced or possibly be prevented.

The effective management of social dynamics, team diversity and knowledge exchange as organizational resources, is one of the most important challenges facing organizations today (Rico et al., 2008). From a management perspective, it is vital to know which possible interventions have the potential to help an organization scale the social fence and move towards a scenario where everyone cooperates.

There are two main limitations: 1. Measuring the outcome variables reflected in productivity and quality was a self-reported, rather than objective measure. 2. The virtuality level would better analyzed by a team-level research and not by an individual-level as this study was. However, to accurately assess the level of virtuality of the team of each respondents, we have used detailed scales, which measured for each respondent - the number of his/her team members and their location, which allow us to compute the geographical disparity of the respondent’s team, and through this to assess its virtuality level.

*Keywords: Virtual Teams; Geographic Dispersion; Knowledge Sharing; Social Integration; Team performance*
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ABSTRACT

Significant change is currently taking place in the governance of place and destination marketing organizations in England. A destination marketing organization (DMO) is defined by Pike (2008, p. 31) as ‘The organization responsible for the marketing of an identifiable destination’. The term ‘destination marketing’ generally refers to marketing related to tourism development whilst the term ‘place marketing’ has a similar meaning save that it tends to refer to marketing activity designed to attract inward investment and skilled and talented residents as well as tourists (Quinn, 2013). As such, the practice of place marketing tends to have a wider brief than that of destination marketing.

The changes underway in place marketing organizations in the United Kingdom reflect international trends but they are primarily the result of continuing austerity measures and government policy. The central proposition underpinning the government policy is the desire to reduce public sector funding of destination marketing dramatically (Government Tourism Policy, 2011). The expectation is that the private sector will fill the resulting funding gap. However, the extent to which the private sector is willing or is able to fill this gap is open to conjecture. If the destination marketing organizations are unable to adapt sufficiently to these changed circumstances they may face an existential threat if, and when, their core funding disappears. A 2011 survey of a network of European DMOs known as European Cities Marketing found that the majority were public private partnerships with an average reliance on public sector funding of 48% (Heeley, 2015). If they are to continue as ‘going concerns’ such organizations have to adapt their working practices and attract new funding streams or they may cease to exist.

Organizational ambidexterity is a term that can readily be used to characterise and analyse the situation confronting DMOs. Organizational ambidexterity is the ability of an organization to be both exploitative and explorative in the way that it operates. The exploitative element involves a focus on, inter alia: existing customers and markets whereas the explorative element requires a focus on new markets and new methods (O’Reilly and Tushman, 2013, Smith, 2016). Exploitative resources are largely extant whilst exploratory resources are generally evolving and are representative of new
opportunities (Stokes et al., 2015). Junni et al. (2013) observe that the management of innovation may have particular resonance in organizations that largely draw upon intangible assets and knowledge to make themselves marketable and this is particularly the case with DMOs. The need to be organizationally ambidextrous and strategically agile in order to ensure survival exemplifies the challenge currently confronting DMOs in England. Chief executives with organizational ambidexterous skills of a high order are required to lead DMOs through the current financial maelstrom. This will necessitate the well-developed leadership skills that are required to effect transformative change as well as a willingness to embrace change throughout the organization. As exploitative and exploratory operations compete for the same resources (Junni et al., 2013), DMO leadership that is wedded to previous operating regimes may lack the flexibility to adapt to the new order. On the other hand, too much of a focus on exploratory operations may alienate existing partnership organizations such as local authorities. Achieving optimum organizational performance will require a balanced approach that involves the capacity to look both backwards and forwards or, in other words, to have a something of Janus perspective (O’Reilly and Tushman, 2004). The theoretical concept of organizational ambidexterity has been applied to a number of different industries and contexts but it has yet to be applied to DMOs. It is therefore hoped that the current research will make a valuable contribution to this growing field of academic enquiry.

Methodologically, the study employs an overall interpretive framework (Denzin & Lincoln, 2011). Fifteen semi-structured interviews have been conducted to date with senior figures in England’s destination context including nine DMO senior executives and two DMO board members. The sample has involved a combination of purposive and snowball approaches. The reliability, validity and generalizability of the findings will be assured through thematic analysis (King, 2004). A range of issues and themes have so far been identified in relation to the challenges and manners in which DMOs and the senior figures leading them have variously engaged (or not) in organizational ambidexterous behaviours and postures. The research has already identified a number of managerial implications that need to be taken forward if DMOs are to evolve and be sustained.

It is hoped that this research will contribute a deeper knowledge and understanding of the challenges currently faced by DMOs in England and elsewhere and will provide a theoretical basis for improving the effectiveness and efficiency of the change management processes that are required to confidently face the future.

Keywords: Organizational ambidexterity; place marketing; destination marketing; United Kingdom

REFERENCES

Global and national business theories and practice: bridging the past with the future

ISSN: 2547-8516
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ABSTRACT

INTRODUCTION

Sports research have examined many different aspects of sport fandom (Wann, Melnick, Russell, & Pease, 2001), however, one of the predominant topics of interest continues to be fan aggression and violence during sporting events. Fan aggression is a societal problem that affects many football clubs worldwide, causing deaths, injuries and extensive property destruction (Dunning 2000; Russell, 2004), and leading to potential economical and reputational damage to sports clubs. The need to understand and leverage sports fans behavior has become especially critical for sports marketers dealing with marketplaces characterize by increasing commercialization (Crawford, 2004). Consequently, it is not surprising that the nature and expression of sports fans aggression are of special interest for both marketers and researchers.

Aggression in sport is defined as any intentional behavior, which is not recognized as legal within the official rules of conduct, directed towards an opponent, official, teammate, or spectator who is motivated to avoid that behavior (Maxwell, 2004). Various studies attempt to measure levels of fan aggression from different perspectives. For example, Buss-Perry Aggression Questionnaire (Buss & Perry, 1992) assesses participants’ trait aggression. This scale consisted of four factors with three items measuring each factor: physical aggression, verbal aggression, anger and hostility. In addition, Rocca and Vogl-Bauer (1999) Fan Behavior Measure assesses participants’ perceptions of the appropriateness of verbal and physical aggression among sport spectators. This scale consists of twelve Likert-scale items comprising two subscales: appropriateness of verbal aggression (nine items) and appropriateness of physical aggression (three items). Lately, the Dysfunctional Fandom Scale developed by Wakefield and Wann (2006) was designed to assess fan dysfunction. Fan dysfunction concerns the extent to which fans complain about various components of the fan experience (e.g., stadium amenities) and the degree to which they are confrontational (e.g., enjoy arguing with rival fans).

Even though the sports literature has used several types of fan aggression scales, which furthered our understanding of fan aggression, none of those measures examined club aggression. Importantly, the current study proposes that levels of club aggression can serve as a trigger mechanism for fans’ violent behavior. Thus, the purpose of this study is to develop a scale that examines levels of club’s
aggressiveness. Specifically, the current study attempts to develop a scale which assesses club aggression through two different measures: fan's aggression, which measure participants' perceptions of their favorite team's fan behavior; and team aggression, which measure participants' perceptions of their favorite team aggression (i.e., coach, players and management). Indeed, players' violence, coaches' aggressive behavior, and management's reaction toward fans' violence are important as fan aggression. For example, previous research have showed that player violence and aggressive play on the pitch were related to higher levels of spectator violence (Braun & Vliegenthart, 2008; Semyonov & Farbstein, 1989).

**METHODOLOGY**

The two set of data used in the current study were collected from an online panel that comprised more than fifty thousand people over the age of 18. The first set of data used to test the construct validity for the Club Aggression Scale employing Exploratory Factor Analysis using Principal Component with oblique rotation. The second set of data used to test the nomological validity of the scale. Participants in the first set of data were 244 Israeli football fans. Participants ages ranged from 19 to 81 with a mean age of 43.73 (sd = 15.5), 52.9% were males, 50.6% had academic education and 71.1% were married. The participants in the second set of data were 250 Israeli football fans with ages ranged between 19 to 81 with a mean age of 42.1 (sd = 15.4), 52% were males, 50.6% had academic education and 67.1% were married.

The current study develops a Club Aggression Scale that has two sub-scales; Fan Aggression and Team Aggression. All items were measured on a 10-point agree-disagree scale. Each of sub-scales had three items (see Table1).

The nomological validity is testing the correlations between the sports club aggression scale and hatred, self-reported aggressiveness and fan’s depression. Fan hatred is defined as an extremely strong feeling of dislike toward opponents of the fan’s football team. Self-reported aggressiveness represents the way fans feel or think they may offensively behave while watching their team’s games. Fan’s depression is defined as a state of feeling sad as a result of the performance of his or hers’ team. All correlations are expected to be significant and positive.

**RESULTS**

Items of the Club Aggression Scale were subjected to exploratory factor analysis with an oblique rotation. According to the criterions of eigenvalue > 1 and Scree test (Hair, Black, Babin, Anderson, & Tatham, 2006) two factors were extracted. On the basis of hypothesized structure and items content,
the two factors labeled “Fan Aggression”, and “Team Aggression”. These factors accounted for 82.1% of the common variance of the scale. This two factors solution is presented in tables 1. All items loaded highest on the appropriate factor and had substantive loadings that exceeded .60.

Alpha coefficients for the three-item Fan Aggression and the three-item Team Aggression sub-scales were .93 and .83. Correlations among the unit-weighted scale scores were similar to those between the factors. The correlation between the two factors was .58 suggesting discrimination between the factors. The substantial correlations found between the factors justified the use of the oblique rotation and suggested higher order constructs.

Table 1. Factor analysis of the football sports club aggression scale

<table>
<thead>
<tr>
<th>Sports club aggression items</th>
<th>Fans' Aggression</th>
<th>Team Aggression</th>
<th>Communalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>When watching games, fans of my favorite team tend to curse the opposing team</td>
<td>.99</td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td>While watching games, fans of my favorite team tend to curse the referees when they make a call against their team</td>
<td>.99</td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td>While watching games, there are situations in which fans of my favorite team behave violently</td>
<td>.73</td>
<td>.81</td>
<td></td>
</tr>
<tr>
<td>During the game, the coach of my favorite team act aggressively toward the referees when they make a call against their team</td>
<td>.86</td>
<td>.77</td>
<td></td>
</tr>
<tr>
<td>Players of my favorite team play aggressively against opposing teams</td>
<td>.90</td>
<td>.81</td>
<td></td>
</tr>
<tr>
<td>In cases where fans behave violently, the team's management does not make enough effort in order to prevent it</td>
<td>.84</td>
<td>.68</td>
<td></td>
</tr>
</tbody>
</table>

Rotated eigenvalue 3.9 1.00
% of explained variance 65.3% 16.7%

The nomological validity of the club aggression scale was assessed by testing its relations with three relevant scales in its hypothesized nomological network. As expected, results indicate significant ($p$ <
.01) and moderate correlations between the sports club aggression scale and hatred (r=.32), self-reported aggressiveness (r=.36) and fan’s depression (r=.35). Thus, these correlations provide evidence for the nomological validity for the football club’s aggression scales.

CONCLUSION

The current study explores a new scale for sports club aggression. Exploratory factor analysis showed that all the items loaded highest on the appropriate factor had substantive loadings. Thus, supporting the hypothesized scale structure that is comprised from two sub-scale; Fan Aggression and Team Aggression. The overall scale and the two sub-scales were found to be reliable. The nomological validity indicates significant relationship between sports club aggression scales and hatred toward opposing teams, self-reported aggressiveness and fan’s depression as a result of their team performance.

Keywords: Football Club Aggression, Scale Development, Fan Aggression, Sports Fan
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EXPLORATORY TEST OF A NEW SCALE FOR SPORT FANS SOCIAL AND PERSONAL IDENTITIES

Shuv-Ami, Avichai; Alon, Anat Toder
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ABSTRACT

INTRODUCTION

In line with social identity theory (Tajfel & Turner, 1986) and self-categorization theory (Turner, 1987), the current study proposes that sports fans may perceive themselves as unique individuals or as members of the sports club and these two are equally valid expressions of self. Sports fans’ social identities (deriving from the sports club in which they perceive themselves to be members) are significant to the self as their personal identity (derived from views of oneself as a unique individual). Social identity theory and self-categorization advocate that the self is in not a fixed entity, but is socially defined in the context. Hence, there are different possible identities that participants can assume within the same interactive context. Accordingly, the choice about what possible self to show is driven by individuals’ perception of how the social situation is characterized and what features are more relevant and more effective in that specific situation. Further, social identity and self-categorization theories assume that there are two types of self-regulation: as a group member (social identity salience) and as an individual (personal identity salience) (Reicher, 1987). Importantly, salience relates not just to the general relevance of a group membership, but also to a selective change in self-perception whereby people actually define themselves as unique individuals or as members of groups. Further, these theories acknowledge that the nature of behavior is carefully regulated by the different self-images (Hogg, 2001).

The context of sport fandom represents a kind of middle landscape that allows individuals to exercise their impulses for both separation and connectedness. As such, sports clubs operate as sites where centrifugal and centripetal forces meet. In other words, sports clubs are co-determined by the simultaneous and dynamic forces of fans’ desires for independence and uniqueness (i.e., differentiating the individual as distinct from other fans) and for collective identity (i.e., emphasizing the similarities shared with other fans). It is important to note that de-personalization caused by immersion and anonymity in the group does not result in loss of identity or reduced self-awareness. Rather, this de-personalization results in heightened group-level self-regulation (Spears & Postmes, 2015).
THE SUGGESTED SCALE

Researchers in the self-categorization tradition emphasize that the relative salience of different identity levels depends on the context of interaction of the person (Turner, Oakes, Haslam, & McGarty, 1994). However, following Nario-Redmond et al. (2004), the current study maintains that there is a dispositional tendency toward self-definition at either the personal or social level of identification. Also, it is assumed that such differences are measurable and remain relatively stable over time, moderating self-perceptions and group behaviors across a variety of situations. Consistent with Nario-Redmond et al. (2004), the current study operationalized the social and personal identity constructs of sport fans, as conceptually separable levels of the self.

METHODOLOGY

The purpose of the current study is to explore a new scale of sports fans' social and personal identities. Participants were recruited using an online panel-based survey that comprised more than fifty thousand people over the age of 18. The participants in this study were 265 Israeli football fans. Participants ages ranged between 19 to 81 with a mean age of 42.0 (sd = 15.3), 58.1% were males, 57.7% had academic education and 64.6% were married. The participants for the nomological validity study were 273 Israeli football and basketball fans. Participants ages ranged between 19 to 83 with a mean age of 42.1 (sd = 15.6), 59.3% were males, 49.8% had academic education and 67.7% were married.

The Sports Fans Social-Personal Identities scale that was developed in the current study follows Nario-Redmond et al. (2004) sixteen items social and personal identities scale. The current scale used eight items that were relevant and thus were modified to fit sports fans context. The question was “Please rate from 1 to 9 how important or unimportant to whom you are, the behavior described in the following sentences. When score 1 means that you think the behavior "is not important to who I am" and "the behavior is very important to who I am." Where items 1, 3, 5 and 8 represent social identity salience and items 2, 4, 6 and 7 represent personal identity salience. In order to create a continuous scale where low is personal identity behavior and high is social identity behavior; the personal identity items were reversed.

1. it's important for me to behave like other fans of my team.
2. I have my own way to be a fan of my team (R)
3. I identify with the nationalist / ideological fans of my team
4. I have the need to be completely distinct and unique from other fans of my team (R)
5. It is important for me to be part of the fan base of my team
6. I have my own creative ways to be a fan of my team (R)
7. I feel that I am different from other fans of my team (R)
RESULTS

The items of the sports fans’ social and personal identities scale were subject to exploratory factor analysis with oblique rotation. According to the criterions of eigenvalue > 1 and Scree test (Hair, Black, Babin, Anderson, & Tatham, 2006) two factors were extracted. Items loaded onto the hypothesized factors (see Table 1). On the basis of hypothesized structure and items content, the two factors were labeled social and personal salience. These factors accounted for 62.9% of the common variance, above the recommended minimum threshold of 60%. All items loaded highest on the appropriate factor and had substantive loadings that exceeded .65. No item was found to have cross loading the exceeded .3 loading on the non-primary factor. The reliability for the overall scale was good (.82), and each subscale had good reliability (greater than .78). In addition, the two factors were correlated at .43 suggesting discrimination between the two factors. The substantial correlations found between the factors justified the use of the oblique rotation.

Table 1. Factor analysis of the sports fans' personal and social identities scale

<table>
<thead>
<tr>
<th>Sports social and personal identity items</th>
<th>Factors</th>
<th>Communalities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Personal</td>
<td>Social</td>
</tr>
<tr>
<td>I have my own way to be a fan of my team</td>
<td>.67</td>
<td>.60</td>
</tr>
<tr>
<td>I have the need to be completely distinct and unique from other fans of my team</td>
<td>.75</td>
<td>.60</td>
</tr>
<tr>
<td>I have my own creative ways to be a fan of my team</td>
<td>.80</td>
<td>.70</td>
</tr>
<tr>
<td>I feel that I am different from others fans of my team</td>
<td>.89</td>
<td>.71</td>
</tr>
<tr>
<td>It’s important for me to behave like other fans of my team</td>
<td>.83</td>
<td>.59</td>
</tr>
<tr>
<td>I identify with the nationalist/ideological fans of my team</td>
<td>.83</td>
<td>.58</td>
</tr>
</tbody>
</table>
It is important for me to be part of the fan base of my team. 

I have a sense of belonging to my team.

<table>
<thead>
<tr>
<th>Rotated eigenvalue</th>
<th>3.55</th>
<th>1.48</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of explained variance</td>
<td>44.3%</td>
<td>18.5%</td>
</tr>
</tbody>
</table>

Note. \( N = 265 \).

All factor loadings > .30 are presented in the table.

a. Rough estimates based on eigenvalues from the orthogonal, varimax rotation (cannot be estimated for the oblimin rotation due to confounded factors contribution).

The nomological validity of the sports fans’ social and personal identities scale was assessed by testing its relations with three relevant scales in its hypothesized nomological network. Testing nomological validity with respect to football fans, the results indicate, as expected, significant (\( p < .01 \)) and moderate correlations between the sports fans social and personal identities scale and Wann’s (Wann et al. 2001) sports spectator identity (\( r = .55 \)), Shuv-Ami’s and others’ (Shuv-Ami et al. 2015) fan commitment (\( r = .45 \)) and Shuv-Ami’s and others’ (Shuv-Ami et al. 2017) love for the team (\( r = .51 \)).

**CONCLUSIONS**

The current research explores a new scale of Sport Fans Social and Personal Identities. Exploratory factor analysis showed that all the items loaded highest on the appropriate factor had substantive loadings. Thus, establishing the two factors; one for sports fans’ personal identity salience and the other for sports fans’ social identity salience. The overall scale and the two sub-scales were found to be reliable. The nomological validity indicates significant relationship between sports fans’ social and personal identities and their identity as sports spectators, their commitment and their love for their team.

**Keywords:** Social and Personal Identities, Social Identity Theory, Scale Development, Football, Sports Fan
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ABSTRACT
The main aim of this project is to analyze corporate disclosure through social media among a sample made of the biggest 100 firms listed on the Eurostoxx 100 and its effect on financial market.

The first part of the research is focused on the identification of the social channel used by the companies (Twitter, Facebook, Linkedin, Youtube, etc); then, on the selection of the information released during the 2014 and on the attribution to the many stakeholders of the company, in order to find if there is a prevailing stakeholder when companies disseminate their voluntary disclosure.

The latter section of the project is devoted to deepen the significance and the relevance of the disclosure via social media, at a financial market level. In order to do that, we use an Event Study Methology, carried out by the Event Styudy Metrics Software.

THEORETICAL BACKGROUND

The increasing importance of Social Media for Firms

Corporate use of social media for external communication – using social media to communicate with external stakeholders such as customers, investors, and the general public (Welch and Jackson 2007) – has grown in the past few years. External communication professionals are attracted to social media for its capacity to reach a broad audience, generate spread of information, and engage audiences (Macnamara 2010).

Using social media, corporate communicators hope to fulfill external stakeholders’ demands for transparency, particularly in the wake of the loss of public trust incurred by the Enron accounting scandal and the collapse of major financial institutions during the subprime mortgage-induced crisis.

While social media is now expected to be part of the external corporate communications toolbox, such use of social media remains overlooked by academics. This is contrasted starkly by the extensive attention that social media use for internal communication has received, also in knowledge Management, in Knowledge creation and in Knowledge collaboration and sharing field (Zammuto et al. 2007; Wagner and Bolloju 2005; Yates, Wagner, and Majchrzak 2010; Turban, Bolloju, and Liang 2011; Treem and Leonard 2012; Arazy and Gellatly 2013). Furthermore, the existing studies on social media use in external communications focus on customer (Majchrzak, Wagner, and Yates 2006). Some
Authors have examined the use of social networking sites for product endorsement and customer relationship management (Meadows-Klue 2008; Harris and Dennis 2011; Laroche, Habibi, and Richard 2013). Very little, however, is known about social media use for external audiences other than customers, despite the vital importance of good communication with investors and the general public to firms’ financial future (Petersen and Martin 1996; Hutton 1999). As a result, communications specialists “understand they should be doing more with social media but are unsure where to begin” (Schlinke and Crain 2013).

Here, we investigate which stakeholders firms do select to devote their voluntary communication and which channels they use to enhance their communication activities to a wide variety of external stakeholders—not only customers, but also investors, suppliers, environment and the general public. In so doing, we focus on different types of social media tools—Facebook, Linkedin, Twitter, social networking sites—because these are the types most commonly used for external communications.

Social Media allow different chances consisting on different capabilities users reach through them, such as encouraging active participation, providing audience interconnectivity, and fostering ongoing engagement with the firm, among others. Many of these affordances are unique to social media (Hazleton, Harrison-Rexode, and Kennan 2007; Jung et al., 2014). Social media are different from Mass media tools that are designed to disseminate and gather information in a monological manner (Kent and Taylor 2002). Therefore, mass media are dissimilar to social media, which foster dialogical communications between firm and audience (Kaplan and Haenlein 2010).

This unique characteristic may help users and practitioners to find appropriate social media tools for specific external communication activities and for specific stakeholders.

Voluntary Disclosure

The mandatory information has proven to be insufficient to meet the information demand by the various company’s stakeholders.

Voluntary disclosure, as it is known, refers to information that is not subject to reporting requirements or certification, whether quantitative or qualitative, regardless of the channel through which it occurs (press releases, annual reports, websites etc.) (Bozzolan, 2005).

There are several reasons that lead companies to supplement the compulsory information with voluntary disclosure. First, voluntary disclosure contributes to low information asymmetries and agency conflicts that arise between managers and investors (Brammer and Pavelin, 2008). Information asymmetries arise because of the presence of different information and conflicting incentives between companies and investors that can potentially lead to a rupture of the proper functioning of the capital market (Akerlof, 1970). The agency conflicts arise as a result of conflicts of interest between managers.
and investors. Since the interests of managers very often do not coincide with those of shareholders and creditors, it is possible that managers do act in their own interests (Jensen and Meckling, 1976).

Through voluntary disclosure, on the other side, managers are free to illustrate aspects of management that are not imposed by rules and regulations, which potentially can better capture the relevant features of company management and allow the company to be different compared to competitors (Quagli, 2004). Voluntary disclosure allows greater understanding of the Company and the opportunity to reach a broader range of investors. In addition, through the use of additional information to the mandatory disclosure, the company is able to build credibility towards its investors by communicating information which can help them to create valid expectations about the future performance of the company.

As a toolbox of voluntary disclosure managed by companies, the information via social media is a new topic on the research ground, within the mainflow of Voluntary Disclosure.

Our project is on the price-sensitivity of voluntary disclosure released via social media, in a multistakeholder perspective. To our knowledge this is the first study that combine these three aspects of disclosure of firms. All the previous researches were conducted on single stakeholder. Infact, the only empirical research existing on voluntary disclosure in a multi-stakeholder perspective is that of Boesso and Kumar (2007) who gave an initial step in the direction of examining voluntary disclosure from a multi-stakeholder perspective with 5 stakeholder groups (Investor; Employee; Customer; Supplier; Social and Environmental). They identified new drivers of voluntary disclosure other than what previous literature did. Differently from previous literature on the topic, our willing is to relate, for the first time to our knowledge, the voluntary disclosure to all categories of stakeholders identified by the literature (abroad theory), however, in a different way from what previously was done. In fact, we qualify the disclosure according to the content of such disclosure. In this perspective, the stakeholders become the object, ie the content of information, not the recipients of it. In this sense, the disclosure is qualified in various ways (disclosure on customers, suppliers, institutions, human capital and corporate governance, and so on). We also add to the literature the component of the relevance of multistakeholder disclosure via social media to the financial market.

**METHODOLOGY**

*Premise*

Our research has took inspiration form the Netflix case.

Netflix, in 2012, was involved in a case of fair disclosure. July 3, 2012 the founder of Netflix, Reed Hastings, announced through his Facebook profile that Netflix had reached a content of a billion hours of streaming. Hasting in the past had never used Facebook to make similar corporate announcements.
In addition post on Facebook Netflix founder was not accompanied either by a press release or a Form 8-K (The Form 8-K is a form used to alert investors of listed companies in the United States of specific events that may be important to the member or to the SEC).

The SEC began to investigate the following aspects of the case:

a) The application of Regulation Fair Disclosure (FD) to the post of Hastings;

b) The applicability of the 2008 Guide.

At the end of the investigation the Commission decided not to initiate any action against Netflix. However, it was the occasion to issue a survey report containing guidelines to be followed by issuers while disseminating the public disclosure of sensitive and confidential information. Corporate disclosure must be made in accordance with the provisions of Regulation FD (Fair Disclosure) whenever such information is disclosed to any interest group. In this regard, the issuer has to determine whether disclosure includes material and/or confidential information. Whenever the issuer decides not to issue a Form 8-K, the company should ensure that information is disseminated in a “reasonable” manner so that a greater part of the public have access to such information. The issuer also must declare to its investors the communication channels to be used for the dissemination of material and confidential information. The SEC report is not intended to inhibit corporate communication through social media because the commission has confirmed his appreciation to it as a means of communication.

In literature, the effects of information disclosed to the market is closely linked to the line of research on a single event introduced by Fama, Fisher, Jensen and Roll in 1969. Such studies offer valuable insights into how stock prices do react to information. Over time several studies have took place in this field, such as, for instance, those on the effect on the market of good and bad news (Skinner, 1994, 1997).

Over time, the voluntary disclosure has also been conveyed through social media. They became extraordinarily popular and are transforming the communication strategy of companies. It is estimated that over 70% of Fortune 500 companies has an official page or an account on Facebook, Twitter or LinkedIn.

Given the increase on the use of social networks by companies, the literature dealing with this topic is still poor (Jung et al. 2014), most of all about how many firms use social media to communicate financial information to investors and how investors process information provided through social media channels. Among the empirical research existing on social media disclosure, it has been demonstrated that among the social media channels Twitter is the most occurring to disclose financial voluntary information, while few companies do act the Facebook channel (Blankespoor et al. 2014). But, to some companies, social media channels are not a way to disseminate all relevant and significant information (bad or good), but only to communicate good news to the market in order to manage
stakeholder perception of the firm. As about “good” and “bad” news, previous literature (Healy e Palepu 2001; Skinner 1994; Aboody and Kasznik 2000; Trueman,1986) has demonstrated that, normally, only good news go through social media channels. In particular, quarterly earnings are useful for market participants who need to take their investment decisions. Diamond and Verrecchia (1991) has shown that information that has the power to reduce information asymmetry makes the share price more highly liquid. On the other side, Kim e Verrecchia (1994) demonstrated that the quarterly earnings financial announcement may enable some operators to formulate upper judgments: this leads to greater information asymmetry and a lower liquidity within the market.

RESEARCH DESIGN

As for the first part of the methodology, we will select all the voluntary information released through social media channel over the year 2014 among the sample, despite the characteristic of the information (quantitative or qualitative). This phase will be carried on empirically by the group of the researchers. Then, we will gather the information in order to assess which stakeholder is interested by the information. In this research, we identify the following stakeholder from major Stakeholder Theory:

- customers;
- supplier;
- competitors;
- financial lenders;
- community;
- human capital and corporate governance;
- environment;
- institutions;

At a descriptive level, we will be able to identify the prevailing stakeholder as for the dissemination of the information from a company, for every social media channel.

As for the second part of the methodology, our efforts will be addressed to understand if there is an effect of the information on the market, using the Event Study Methodology. The first step of Event Study methodology is to determine an equation (market model) able to correctly predict the returns of the i-th title. You can estimate the expected return of a stock i \( (R_i) \) by assuming that it depends linearly on the market return \( (R_m) \) according to the following relationship:

\[
R_i,t = \alpha_i + \beta_i \cdot R_m,t + \varepsilon_i,t
\]

Where:

- \( \alpha_i \) and \( \beta_i \) are the coefficients that need to be estimated by regression in a period (estimation window) prior to the period of investigation; and
• $\varepsilon$ is the error term.

In particular, the coefficients are estimated by regressing the logarithmic returns of the title compared to logarithmic returns recorded by the chosen market parameter along the estimation window. Each coefficient estimated by the model is associated with a t-statistic that measures the level of significance. The logarithmic return on a security or an index is obtained from the observation of market prices in a given period using the following formula:

$$R_t = \ln\left(\frac{P_t}{P_{t-1}}\right)$$

Where:

$P_{t-1}$ are the market share price (or index value) at time $t$.

The predictive validity of a model is defined by its RSquared, namely the portion of variance explained by the performance of the stock market return. After the estimation of $\alpha_i$ and $\beta_i$, the next step of the methodology consists of calculating the expected returns of the title by the following equation:

$$E(R_i,t) = \alpha_i + \beta_i \cdot R_m,t$$

Then, the Abnormal return ($AR_i,t$) in the event window is estimated by the following:

$$A(R_i,t) = R_i,t - E(R_i,t)$$

Where $R_i,t$ and $E(R_t)$ are respectively the effective and the expected stock return of $i$ for $t$ time.

To test whether the deviation is considered abnormal or is due to the case, it is necessary to estimate the statistical significance. The null Hypothesis is that $AR_i,t=0$ ($H_0: AR_i,t=0$), and it is verified by the absolute value of the T-statistic.

In the case the null hypothesis is verified, it can be concluded that abnormal returns are not statistically different and that therefore the difference between the effective return and expected yield has not been caused by specific events having an impact on the stock price, but due to chance.

If it appears that the AR estimates are statistically different from zero it can be said that the abnormal changes were caused by a specific event.

Starting from a single abnormal return is also possible to obtain the cumulative abnormal return (Cumulative Abnormal Return, CAR) until the $n$ period, in order to capture any price changes before and/or after the date of the event and related to the event itself:

$$CAR_n = \sum AR_t$$

As for AR, we will verify the statistical significance of the CAR.

The methodology involves the following steps:

a) Identification of the event to be analyzed (“Event”), for us the event is the disclosure selected during the 2014 coming from different social media channels;
b) Choosing the time window to study the effects (“Event window”). Usually the event window is chosen in a time interval that begins before the event and ends after it, according to the possibility that the market anticipates the information and that the price effects will last for few days;

c) Definition of a time period (“Estimation window”), prior to the event window, in which to estimate the relationship between the stock and the market return and to estimate the equations. This relationship is to be estimated through regression of the market model which will lead us to the stock expected returns;

d) Calculation of Abnormal Returns (AR) in event window, as the difference between actual and expected stock returns, so as to remove by the performance under the effects of market trends;

e) Validation of the statistical significance of AR to determine if the deviation between abnormal and expected returns is due to chance or has an economic belonging.

The dates on which material information is disclosed to the market, the AR measures the impact it had on the stock price, that is because the stock return has deviated from its expected return.

If the deviation is not statistically significant, it can be concluded that the AR is not relevant from an economic point of view; but if the AR is statistically significant, it can be asserted that the difference between the actual and the expected stock return has an economic sense and therefore that the information to the market is “material”; the higher is the AR, the more “material” is the information disclosed.

In the end, the case study will allow us to better understand if voluntary disclosure via social media has a real effect on the market at a financial level. In particular, we will try to identify, by an Event Study, the content of the information relevant to the market, namely the price-sensitive information. Further, to capture which stakeholder is mostly accounted for in voluntary terms, in order to suggest for the future if the voluntary disclosure is a way to address transparency to stakeholders or to manipulate them (Arena et al., 2015).

Keywords: Social Media, Corporate Disclosure, Financial Market.
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ABSTRACT

INTRODUCTION

Sustainable innovation management can give the chance to face new global challenges and can move ahead the transition from a waste economy to an economy based on renewable resources and sustainable consumption (Bresciani et al., 2015). Air pollution is a grave issue in green challenges, mainly caused by anthropogenic factors. Agriculture sector is a great contributor to global GHGs emissions due to lacking efficient management of the resources involved and research policies (Alemu et al., 2017; Cerri et al., 2016). In particular, livestock sector contributes to emissions of GHGs, deforestation, and nutrient imbalances. More effective agricultural research systems and technologies are necessary in order to improve farm productivity but also to reduce the GHGs emissions. The aim of this research is to evaluate the impact of ASTI (Agricultural Science and Technology Indicators) R&D on GHGs emissions for some international countries in 2013.

METHODS

The work collects data from FAOSTAT statistics concerning 28 OECD countries in 2012. We study the effects of ASTI on the emissions that result from the variation in the intensity of the treatment by means of generalized propensity score (GPS) procedures, estimating a dose-response function, also considering a set of covariates. The focus is on understanding how the effect of ASTI for 28 countries (variables) on the enteric emission (outcome) varies at different levels, using stock with covariates, based on a generalization of the Rosenbaum and Ruby propensity score. Propensity-based techniques have long been used for causal inference in observational studies to reduce the injury caused by non-randomized treatment. In recent years, Imbens and Hirano (2004) have suggested extending the propensity score for ordinal and categorical treatments respectively. In this study, the adjustment of GPS is obtained by inserting, as covariates, population and inventories in the result of regression. We also compared the GPS approach with the usual regression in order to estimate a function. Then, we use the corresponding Hirano and Imbens (2004) GPS to estimate ASTI's impact on emissions. In the
context of this study, two important advantages of the GPS estimator are the ability to capture potential non-linearity in the relationship between emissions and countries heterogeneity. Because GPS is a non-parametric estimator, no specific functional form for the R & D productivity ratio must be imposed a priori.

RESULTS

Results show the existence of influence of ASTI R&D on GHGs across 28 countries with a decreasing dose-response function for treatments, with no local minimum that is, as ASTI grows, emissions continue to decline (Fig. 1). Implications are crucial: reducing GHGs emissions by means of R&D based policies and correlative reaching efficient resources management through green available practices could have a crucial role for intra-generational fairness. To our knowledge, this work is the first application GPS of in the context of the impact assessment of Agricultural Research Expenditure on the control of Enteric Emissions.

Fig. 1 : Results from dose response function

![Dose Response Function](image)

Source: our processing on FAOSTAT database

Efforts should target single practices (e.g. vaccination against rumen methanogens), but also take into account the interactions between practices, to develop suites of effective mitigation practices for specific production systems (FAO, http://www.fao.org/home/en/).

Keywords: Agricultural research systems, GHGs emissions, generalized propensity score, dose-response function, innovation management
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ABSTRACT

OBJECTIVE(S)
This paper arises due to the emergence of the growing phenomenon of "dual embeddedness" of MNC's subsidiaries (Figuereido, 2011; Achcaoucaou et al., 2014; Ciabuschi et al., 2014; Ferraris, 2014) in IB studies and to the relevance of networks of knowledge (Del Giudice et al., 2010; Nicotra et al., 2014; Ferraris et al., 2016). The main objectives of this paper are: a) to conceive relational embeddedness as one of the main source and tool for knowledge sharing and transfer within MNCs in a globalized scenario; b) to highlight how external and internal relational embeddedness impact and interact in the process of knowledge transfer; c) to explain how subsidiary's dual relational embeddedness is useful in order to leverage and exploit a geographically dispersed body of knowledge in an effective manner.

RELEVANT THEORIES
In order to reach the objectives of this paper, we mainly based our analysis on the stream of literature that refers to relational embeddedness. Several IB scholars have studied embeddedness phenomena in particular from two different dimensions: structural and relational. Moran (2005) refers to structural embeddedness as the configuration of network relationships, i.e. the presence or absence of network ties between actors along with structural characteristics such as connectivity and centrality, whereas relational embeddedness concerns the quality of the network relationships. Relational embeddedness, which is the focus of our paper, is based on principles such as mutual adaptation, interdependence, and trust between counterparts (Uzzi, 1997).

Moreover, relational embeddedness varies in its degree from arm’s length linkages to knowledge-intensive linkages (Figuereido, 2011; Ferraris, 2016). Arm’s length linkages are relationships that are based on a lack of social closeness between the actors and have some key features: a) they are based on a profit-
seeking and opportunistic logic, b) they tend to be more infrequent, and c) they may difficultly enable the discovery of opportunities of potential partners and knowledge (Granovetter, 1985). Embedded or knowledge-intensive linkages, instead, are based on strong social attachments involving trust and reciprocity (Uzzi, 1997) and a long-term perspective. Through such linkages the firm can acquire different types of distinctive knowledge and skills (Maggioni and Del Giudice, 2011). The manner and the frequency of the firm’s engagement in such linkages may generate benefits for the firm in terms of knowledge accumulation and dissemination and innovative performance (Figuereido, 2011; Ciabuschi, 2014). Specifically, the relational embeddedness approach emphasizes that firms can acquire strategic assets through interfirm linkages embedded in social relations and networks in order to achieve competitive advantage (Uzzi, 1997). In a MNC context, there are two kind of relational embeddedness: external embeddedness, that is characterized by each subsidiary being embedded in a specific business network (Andersson et al., 2002; Ciabuschi, 2014) and internal embeddedness that is characterized by each subsidiary being embedded in the corporate network, i.e. headquarters and sister subsidiaries (Yamin and Andersson, 2011; Achcaoucaou et al., 2014; Bresciani and Ferraris, 2016).

METHODS

It has been taken the list of the largest 500 corporations in the world published annually by Fortune magazine that is one of the most important annual ranking of the firm worldwide as measured by revenue. In this list, 152 European MNCs has been individuated through Amadeus database. Thus, using a standardised questionnaire, specific data were collected through a postal survey between 2013 and 2014. This study focuses on European subsidiaries of MNCs with HQs located in Europe that are active in knowledge generation and transfer (“Integrated Player” in the sense of Gupta and Govindarajan, 1991). Due to incorrect answers or missing values the final sample includes answers from 165 subsidiaries. An OLS regression analysis has been performed in order to test the effect of both internal and external relational embeddedness on the degree of knowledge transfer.

Degree of Knowledge transfer:

The operationalization was adopted from Gupta and Govindarajan (2000) and Mimbaeva (2007). Data was collected on the following items: marketing know-how, distribution know-how, packaging design/technology, product designs, process designs, purchasing know-how, and management systems and practices. Subsidiary respondents were asked to evaluate the degree of knowledge transferred from its unit to other units (HQ or sister subsidiaries) for each aspect using a five-point Likert-type scale, where 1 indicated very low use of knowledge by the subsidiary and 5 indicated...
Substantial use of knowledge. Responses were averaged to yield a composite index reflecting the degree of knowledge transferred to the focal subsidiary.

**Subsidiary’s internal and external embeddedness**

The variable *external and internal embeddedness* capture the characteristics of the focal subsidiary’s network, by examining the relationships with and among various external and internal network actors, such as customers, suppliers, research centers, universities and competitors for external one and MNC’s HQ and sister subsidiaries for internal one. The variable comprises four indicators reflecting the extent to which the relationships in the subsidiary’s external and internal business network are characterized by aspects of embeddedness. They are: a) degree of specific adaptations in technology among network counterparts, b) long-term orientation and stability of the relationships, and the level of c) interdependence and of d) mutual trust (Hallin et al., 2011). The indicators were measured on a five-point Likert-type scale ranging from 1 (very low), to 5 (very high). The average value was used when constructing the two variables.

**MAIN FINDINGS AND CONTRIBUTIONS**

The main findings are: a) an high level of subsidiary’s internal embeddedness positively affected the degree of knowledge transfer through an increase in building relationships with other internal counterparts based on reciprocity, trust and frequency; b) an high level of subsidiary’s external embeddedness did not directly affect the degree of knowledge transfer leveraging to a increase in the ability and in the willingness of senders to transfer knowledge; c) an high level of both internal and external embeddedness reinforce the positive effect of the internal one on the degree of knowledge transfer due to interdependencies between the external and internal embeddedness.

In line with these findings, the main theoretical contributions are: a) to propose a dual relational way in managing knowledge flows in MNCs through subsidiary’s embedded ties; b) to suggest MNCs managers how to manage their networks of knowledge, leveraging and exploiting knowledge in the home country and in all the host countries where they operate through their subsidiaries; c) to individuate positive effects that arise from the combination and interaction of internal and external embeddedness that is, in practice, rarely sought by subsidiaries and that could be a source of dynamic capabilities (these are shaped by enabling variables within and outside the firm).

*Keywords: dual embeddedness, relational embeddedness, subsidiary, knowledge transfer, multinational companies*
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Teixeira, Antonio Samuel; Nobre, Helena; Simões, Cláudia

1EEG, University of Minho, Braga, and GOVCOPP, University of Aveiro, Aveiro, Portugal
2DEGEIT, GOVCOPP, University of Aveiro, Portugal
3School of Economics and Management (EEG), University of Minho, Braga, Portugal

ABSTRACT

Customer experience (CE) is a holistic notion embracing different situations in service delivery and consumption. The focus on CE has increased among service researchers and practitioners over the last decades (Heinonen et al., 2010; Lipkin, 2016). Building a meaningful CE is the key to achieving competitive advantage and satisfied customers (Bolton et al., 2014). Prahalad and Ramaswamy (2004) argue that CE is co-created by the customer and the service provider in an interactive process in which customers co-create unique experiences during their contact with the service at different touch points (Vargo and Lusch, 2004). Such view assumes that customers create their personal experience with a service (Helkkula et al., 2012; Verhoef et al., 2009) and can develop their own setting for the service process and experience. Customers choose specific service aspects that will shape things according to their own experiences (Heinonen et al., 2010). Under this perspective, value-in-use has been regarded as a process in which value is achieved during the interactive process itself (Heinonen et al., 2010). Creating strong, positive experiences within the customer journey will result in improvements to create unique experiences (Lemon and Verhoef, 2016). Yet, the area is challenging because of the increasing number and complexity of customer touch points. This study addresses the CE in settings where self-service technologies (SSTs) are used. SSTs are “technological interfaces that enable customers to produce a service independently of direct service employee involvement” (Meuter et al., 2000 p. 50). SSTs transformed the way service companies relate to customers (Wang et al., 2012) given that the usual “high-touch and low-tech” in service encounters has been complemented with the “high-tech and low-touch” technological interfaces (Bitner et al., 2000). The introduction of SSTs changes the interaction between service providers and customers because traditional encounters become supported or transformed by technological interfaces (Bitner et al., 2000). The increasing number of interactions with SSTs affects the way consumers experience the service encounters creating challenges and opportunities for companies (Åkesson et al., 2014). Consequently, traditional processes of service delivery can be enhanced by the use of technological platforms.

Researchers have been addressing CE from an SST perspective (Lemon and Verhoef, 2016). In particular, previous studies on SSTs have focused on variables with positive and negative impact on
the adoption and continued use of SSTs (e.g., Meuter et al., 2000). CE in this new arrangement has also been carried out to understand the perception of customers in several distinct circumstances: for example airlines, retailing, and hotels (Wang et al., 2012). Yet, Lemke et al., (2011) observe that the outcome of CE has not been the center of most of the theoretical models because the literature on CE is relatively recent (Lemon and Verhoef, 2016). There is a call to create a model in which CE is the outcome in the moment of purchase (Lemon and Verhoef, 2016). The objective of this research is to develop and empirically test a research model where CE is the outcome variable. The quantitative methods, like scales, will be used to measure this model. We propose a preliminary conceptual framework including independent variables affecting CE. The framework is developed in the context of the SSTs. It is our view that perceived usefulness (PU), perceived ease of use (PEOU), hedonic value (HV), utilitarian value (UV) and convenience (CO) will affect CE. The literature provided some scales to measure the independent and dependent variables presented in this model by a questionnaire. PU and PEOU affect directly consumer's attitude in the adoption of any new technology, which is based on the easy understanding and operating with SSTs because customers want a comfortable experience during the use of technology. See figure 1.

**Figure 1 - Preliminary conceptual framework**

The purpose of the study is to access the consumer’s perceptions in a CE context and analyze the factors that can help to improve their experience with SSTs. It then becomes possible to understand consumer’s reactions to the self-service technology efforts. Aforementioned building a meaningful CE is a key to achieve competitive advantage and satisfied customers. In terms of contribution to the literature, it is improve the understanding about the CE because as mentioned before some authors (Lemke et al., 2011; Lemon and Verhoef, 2016) asked for CE as outcome in the models because CE literature is relatively new. Clearly, this model it is in development, so during the process can be added some control variables.
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ABSTRACT

BACKGROUND

Even though crisp single-point capturing scales such as Likert and Semantic Differential offer valuable information regarding a respondent’s perceptions on a specific topic, more recently-developed scales allow respondents to record their answers by choosing an interval rather than a single point. Wagner et al., (2015) introduce interval-valued scales (IVS) allowing respondents to record their responses and capture the uncertainty contained in the response. Figure 1 provides a visual representation of an IVS. The wider the interval the more uncertain the response is. IVS survey data may for example be analysed based on summary statistics or modelled via the Interval Agreement Approach. (see Wagner et al., 2015).

Q1. How many times do you go to a restaurant in an average week?

How invasive do you feel this question is?

Figure 1. Interval valued scale (IVS)

This paper explores Interval-Valued Scales (IVS) in a marketing research context and provides comparative results of an exploratory study between IVS and Semantic Differential Scales (SDS) comparing the scales using Preston and Colman’s (2000) scale attributes: i) Ease of use, ii) Speed of use, iii) Ability to precisely record desired answers, iv) Adequate expression of exact thoughts and feelings, v) Certainty/Uncertainty with personal answers and vi) Overall satisfaction with each scale.

DATA, METHODS AND RESULTS
The study is based on a convenience sample of 122 UK adults (equally split between IVS and SDS samples). The data collection was completed through personal survey interviews using a quasi-experimental questionnaire-based approach. A questionnaire was formulated which focused on eighteen questions designed to measure the sensitivity of respondents in respect to the capture of private information by rating the questions’ degree of invasiveness (see Fig. 1). Two versions of the questionnaire were constructed for this set of eighteen questions, one utilizing IVS and one SDS. The rest of the questionnaire was common and measured: familiarity with survey scales, respondent perceptions of scale attributes and demographics.

The study contrasts IVS and SDS scale attributes (N=61 per sample) utilizing a series of independent sample t-tests including effect size and power calculations. Demographic consistency and respondent survey familiarity between samples were tested and found to hold. Independent sample t-tests show that overall perceptions of satisfaction ease of use, certainty, precision and expression with IVS equals that of SDS. ‘Speed of Use’ results marginally in favor of IVS. This result may be explained either due to SDS respondents preferring single-point scales with fewer response categories (i.e. respondents preferring an SDS with less than 10 categories used presently) (Preston & Colman, 2000) or due to curiosity using a new scale leading to excitement and positive subjective perceptions thus overrating IVS (Kashdan et al., 2004).

DISCUSSION

The contribution of this paper is the exploration of IVS for capturing respondent data in a marketing context. The initial results presented suggest that IVS is not considered more difficult than SDS and is actually considered quicker to complete. IVS has the advantage of explicitly modelling response uncertainty through the utilization of an interval. The consistency of respondent perceptions between IVS and SDS indicates new pathways for measuring consumer responses (IVS) which entail a wider range of analytical capabilities especially so for modeling uncertainty. Future studies should expand sample size and compare the statistical capabilities of IVS vs other traditional scales used in marketing research.

Keywords: Interval Valued Scale, Semantic Differential Scale, Scale Attributes, Survey
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MONTREAL’S MULTIMEDIA AND VIDEOGAME INDUSTRY: THE SOURCES OF ITS COMPETITIVENESS AND INNOVATION CAPACITY
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ABSTRACT

INTRODUCTION AND CONTEXT

The video games cluster in Montreal emerged in the early 1990s, within the context of an affirmation culture of the Quebec Society in politics, the arts and economics. At the regional level, Montreal, can be seen as a cultural bridge between Europe and North America. In the context of a digital animation culture, related to the National Film Board, this has apparently been an important advantage, although other elements also contribute to explain the competitiveness of the Montreal Multimedia and Videogame Industry. Our paper will develop on these elements which appear to be the source of competitiveness and innovation, including an important subsidy program offered by the State, but also training institutions, as well as the relational proximity to the Hollywood entertainment culture. These all appear to be important characteristics which explain the emergence and the development of the Montreal Multimedia and Videogame cluster and its innovative capacity, which largely explains its development over recent years.

METHODOLOGY

Our research is based on many years of research in the sector, as well as on the cluster policy of the City of Montreal in general. We have conducted over 50 open-ended interviews with various actors in the multimedia cluster and sector, including governmental organizations, intermediary organizations, as well as firms and training organizations. The research is thus based on qualitative methods, mainly documentary analysis and semi-directed qualitative interviews on issues related to the process of innovation, competitiveness, as well as collaboration between various industry actors.

SOME RESULTS

The video games cluster of Montreal has considerably grown, from 400 employees in 1996, to 1000 in 2003, 5 500 in 2009, and approximately 8000 employees today (2016). Montreal accounts for 80 percent of the industry in the province of Quebec (Canada) and has become known as an important

international hub in the videogame and multimedia industry. One can now ask: what is the source of this growth?

In our view, the explanation rests partly in the fact that Montreal is a cultural bridge between Europe and North America, and has a strong digital animation culture. Indeed, firms such as Softimage and the Multimedia City have contributed to brand the city as a “low cost high creativity” culture in film as in the multimedia sector. Also the fact that the government supported the industry with financial incentives is amongst the main explanations. Also, within an increasingly American and Hollywood-based entertainment culture Montreal was apparently at the right place, with the right talents to go forward with the video games cluster, and the Multimedia City program, which financed firms to establish themselves in Montreal (by contributing to labour costs), did the rest in terms of branding the city in the Gaming and Multimedia sectors. This led to the establishment of several foreign video games firms, from France, the UK and the U.S, in the late 1990s, and in the growing popularity of video games based on Hollywood movies and other foreign licenses. The local firms who took this “Hollywood road”, such as Hexacto, Kutoka, A2M now Behavior Interactive, Airborne, Beenox faced the fastest and the highest growth among local firms.

Behavior Entertainment is a typical case of the positive influence of the Hollywood entertainment culture on the development of the cluster. Through global partnerships of video games based on movie licenses, Behavior has become the biggest independent developer in North America (later bought off by a US company however). Also, as the first and major anchor firm, Ubisoft has generated creative talent through successful video game titles and through the creation of the Ubisoft campus. Finally, given the quality of training, due to the concentration of universities and technical colleges (IT, Image and sound, and video-film programs, etc.), video game firms were thus able to be nourished by creative talent and to operate and innovate at very competitive costs in comparison with the US and Europe. Montreal is more and more recognized as a “low cost high creativity” culture in the gaming and film sector and this has been mentioned in many of our research interviews. Over the years, other firms have joined the first anchor firm; for example Electronic Arts (from California), Warner Bros Interactive and THQ, from LA, Eidos, from UK, and Square Enix from Japan have created many jobs over recent years.

A deeper investigation into the Montreal’s cluster seems to indicate that tolerance and the openness of society as well as the quality of urban life and the low cost of rent in have had a positive impact in attracting and retaining local and foreign creative talent. This is important for various sectors of the so-called “creative economy” and appears to partially support the thesis of Florida and

---

1 Such as, Gameloft, Microïds, Bug Tracker, Electronic Arts, Eidos, DC Studios, Babel Media, Javaground, Cyanide.
al. (2005), who consider that tolerance and openness are important features encountered in the Quebec society and contribute to innovation and competitiveness.

Our research underlines the importance of knowledge and cooperation in the development of a creative cluster. It stresses the sources of the dynamism of the sector which rest in knowledge transfers and exchanges within the cluster. It shows that proximity of actors and the creative dynamism of the human resources have been essential factors in the development of the multimedia cluster. The value of our research is based on the identification of these factors favouring the development of clusters in general (training, proximity, local embeddedness, etc.) and their contribution to the Creative Ecosystem which the Multimedia City and Gaming industry represent in Montreal.

As concerns practical implications, the research contributes in developing more efficient policies for clusters and ecosystems in the multimedia, IT or other sectors. The research can also help creative firms understand how they can use the cluster theory and policies to support their creative activities and be more innovative. The local entrepreneurs as well as the Quebec government, with an important financial program, also are important actors, and this model of public intervention appears to have been replicated in other North-American regions as a way to attract firms and develop a competitive advantage.

Keywords: Multimedia, Videogame, Cluster, Competitiveness, Innovation, IT, Montreal, proximity, training.
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FARM BUSINESS RESOURCES, GOALS AND STRATEGIES: IMPLICATIONS FOR ACCELERATING THE CERTIFICATION
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ABSTRACT

Research findings indicate that the public authorities, the marketers, and the certifiers face serious impediments in their attempts to implement the Quality Management Systems (QMS) in primary food production to be dispersed. These impediments are mainly connected with the ineffectiveness of the supply side to sufficiently respond to the demand for certified products, especially in the case of small farm businesses, and with the weaknesses of the public policy to effectively mitigate the problems leading the supply system to meet the expectations of consumers and society for higher quality products. Thus, some opportunities for the farm businesses and the food marketers can be lost due to the inefficient exploitation of the farm businesses resources and due to the low growth rate of the certified products market. As a result, some welfare and quality of life losses can arise.

Many researchers explore the implementation of QMS by farm businesses worldwide. They analyze the farmers’ certification and his related decisions, and they compare certified with non-certified farm businesses, by incorporating some factors of the external and internal business environment in the exploration. As far as we are concerned, there are no studies examining the role of the resources of the farm businesses and their strategies on farmers’ certification decisions. This leads to incomplete interpretations and to the loss of some information which can be useful to farmers, marketers, certifiers, and public authorities.

The present study examines how certain farm businesses resources and strategies impact on their decision to implement QMS and to become certified. Particularly, this paper focuses on two choices that affect the farmers’ decision: 1) the time they decide to be certified in relation to the others farmers’ decisions and 2) the type of the QMS standard (Organic, AGRO 2 - a national Greek standard- and GlobalGAP) they choose between a public and private standard.

A survey was conducted among farm businesses producing fruits and vegetables in Central Macedonia–North Greece. Based on the collected data, two discrete choice models are estimated: an ordered logit model for the time the farm businesses implement a QMS, and a binary probit model for the selection of the type of QMS standard, between public and private. The results indicate that two out of the seven factors connected with the resources accelerate the certification. Specifically, the farmers’ knowledge about the institutional environment, for example the mandatory regulations,
impacts positively on the acceleration, while farmers’ insufficient technical knowledge impacts negatively on it. Regarding the farm business strategies, has been found that the differentiation, imitation, selling in local markets, and buyer dependency strategies, impact positively on the acceleration of certification. It has been also found that the choice of a private standard relates to the differentiation, buyer dependence and vertical integration strategies and to the technical insufficiency of farmers, while the choice of a public standard is connected to their special education, implying a higher dependence of farmers’ decisions on public policy measures.

These findings suggest for public authorities the need to take into account the level of available internal resources when they design the certification-related public policy mix, in order to avoid a divergence between the level of the existing farm business capacities and the requirements for the implementation of QMS. Also, the public policy should review its role when the farmers’ decisions are not taken in alignment within the policy goals and strategies, but they are strongly pushed by the market forces in a way that do not meet the needs of the society. Furthermore, the results regarding the factors affecting the choice of QMS standard, between public and private, imply the effectiveness of the public policy in motivating farm businesses to be certified and at the same time, the arising of the private governance of food certifications.

*Keywords: farm business; certification decisions; quality systems; standards; resources; goals; strategies*
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THE EFFECTS OF CEO NARCISSISM AND CORPORATE BRAND REPUTATION ON FIRM PERFORMANCE
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ABSTRACT

The attributes of the Chief Executive Officer (CEO) have a significant influence on the actions of the organization and, ultimately, firm performance (Chatterjee and Hambrick, 2007). Recently, there has been growing interest in one particular CEO attribute, i.e., narcissism and how this individual characteristic affects actions taken by the firm and the outcomes achieved. Narcissistic CEOs have been described as “having an inflated self-concept that is enacted through a desire for recognition and a high degree of self-reference when interacting with others (Resick, 2009: pg. 1367).” Prior research has found that CEOs with a more narcissistic personality make riskier decisions by changing the company’s strategy more often (Chatterjee and Hambrick, 2007), making acquisitions more frequently and of larger targets (Chatterjee and Hambrick, 2007), adopting discontinuous technologies (Gerstner, et al., 2013), and expanding international business activities (Oesterle, et al., 2016). The results of previous studies show that by pursuing decisions with greater risk and involving the firm in wide-ranging efforts, the actions of narcissistic CEOs lead to fluctuating firm performance (Chatterjee and Hambrick, 2007) and diminishes the positive affect of various firm activities, e.g., Corporate Social Responsibility (CSR) (Petenko, et al., 2016) and Entrepreneurial orientation (Engelen, et al., 2016), on performance.

While these prior studies have provided valuable insight, the strong emphasis on the organizational actions taken as a consequence of the narcissistic CEO has not added to our understanding of the relationship between CEOs who seek personal affirmation, admiration, and attention and the corporate brand reputation. Corporate brand reputation signals the status of an organization and influences the actions of capital markets, investors, consumers, and applicants in the job market (Fombrun and Shanley, 1990). Due to stakeholders’ use of corporate brand reputation as a means to compare and contrast competitors, favorable reputations have a significant effect on competitive advantage and organizational performance (Roberts and Dowling, 2002). Managers actively work to construct favorable corporate brand reputations through the actions the firm takes and the information selectively released to the media and public. Yet, the literature suggests that narcissistic CEOs spend time focusing on how to enhance their own image rather than on achieving organizational goals (Resick, 2009). In this regard, the attention-seeking CEO likely becomes a focal point for the corporate brand. However, no research to date has examined the relationship between...
the narcissistic CEO’s personality and corporate brand reputation. This study fills the gap in the literature by investigating how CEO narcissism influences the effectiveness of corporate brand reputation on firm performance.

We conducted our study using data from U.S. services firms. Firms in the service sector rely on relationships as a key inimitable resource and the corporate brand reputation is fundamental for distinguishing competitors. Our dependent variable was return on assets (ROA) (total assets/total revenue) based upon data from the COMPUSTAT database. COMPUSTAT was also the source for our measure of CEO narcissism, the rank of CEO total compensation (salary + bonus)/rank of next highest executive’s total compensation (Chatterjee and Hambrick, 2007). Corporate brand reputation was measured using the Harris Interactive Assessment on a scale of 1 to 100. The Harris Interactive Assessment conducts over 23,000 online interviews with adults over the age of 18 regarding their opinions of the best and worst companies along six dimensions: 1) social responsibility, 2) emotional appeal, 3) product and services, 4) vision and leadership, 5) financial performance and 6) workplace environment. Our initial findings show that in the services sector CEOs with a higher narcissistic personality trait have a more negative effect on ROA. We attribute this result to the likelihood that narcissistic CEOs do indeed spend more time and resources than less narcissistic CEOs to promote themselves and not the firm. In addition, these CEOs likely distract from the corporate reputation by diluting stakeholders’ attention. However, we also found that the interaction of brand reputation and CEO narcissism has a positive effect on ROA. Thus, firms with stronger corporate brand reputations are able to compensate for the behaviors of the narcissistic CEO.

Keywords: CEO narcissism, corporate brand value, firm performance
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ABSTRACT

The crisis is not an uncommon phenomenon in world economies last decades. Thus, some researchers examine its impact on certain issues of consumer behaviour. For example, research findings indicate that consumer behaviour during the economic crisis differs than that in good times (Griffith et al., 2015; Hampson & McGoldrick, 2013; Kaswengi and Diallo, 2015; Kaytaz and Gul, 2014). Engel et al., (1995) report that consumers adjust their lifestyle to new economic situation, while Schiffman and Kanuk (1994) conclude that the consumption decisions are influenced by perceived risk, consumers become more careful in their choices, devote more time to search products and look forward to the greatest benefits for their limited available income.

It is apparent that the impact of economic crisis is not sufficiently understood if the investigation is limited to consumer behaviour issues without a deeper understanding of consumer motivations. The marketing choice models adopted in a lot of consumer behaviour studies tend to overstate the importance of product attributes and ignore the personal connections consumers make with products at higher levels of abstraction (Phillips and Reynolds, 2009; Walker and Olson, 1991). The Means-End Chain (MEC) approach is adopted in the analysis of consumer behaviour at different levels when evaluating their purchase options choosing actions that produce desired consequences and minimize undesired consequences (Pieters et al., 1995; Khalifa, 2004). It posits that attributes derive their relative importance from satisfying (functional) consequences, which in turn, derive their importance from satisfying higher-order personal values. This theory compared to other consumer behaviour analysis methods, provides a better understanding of consumer incentives, performing a hierarchical model of cognitive consumer structure (Gutman, 1982; Xiao et al., 2014).

This work is the outcome of a preliminary study focusing on food consumer behaviour during the economic crisis in Greece, which explores the consumers’ preferences related to food and retailing service attributes, the consequences and personal consumer values by adopting the Means-End Chain theory. The laddering technique is used as a means of understanding consumers’ motivations for food product and retailer choice. In a first step a literature review is conducted to identify food product and retailer characteristics, connected with the consequences and the consumer personal values. In a...
second step, the laddering procedure is developed into three steps. 1) Elicitation of differences among products/brands: four respondents are asked to make comparisons between selected basic food items and retailers, 2) in-depth interviewing with the same persons are conducted and 3) analysis of the data and construction of a Hierarchical Value Map is conducted which can help to segment food consumers in groups having similar personal values.

Keywords: consumer behaviour; personal values; economic crisis; retailing; means-end chain; laddering
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ABSTRACT

The political-economic situation in the Eastern Mediterranean in the energy sector is changing rapidly. The political change in Egypt after the Arab Spring, the war in Syria, the emergence of Turkey as a new force in the region, the ever-existing tensions between Israel and Palestine, the turbulent relations between Turkey and Israel, the Cyprus issue, which remains unresolved between Cyprus and Turkey, are factors that lead to the redistribution of forces and the disturbance of the balance in the region. The purpose of this article is to record the current situation, to explore new balances between states and to highlight potential bracings and new opportunities through reviewing the literature of recent years.

The region’s energy map is possibly going to be re-adjusted in the prism of the possibility of the presence of natural gas in the Eastern Mediterranean region (the area close to Egypt, Israel and Cyprus). As a consequence, a change in the position of these countries in the global energy community, from peripheral to prominent stakeholders is eminent. Consequently, geopolitical and energy pressures create new opportunities and challenges for all those involved in the region. The energy sector is directly linked to the social, economic and political situation of the states concerned (Tagliapietra, 2013: 4)

The discovery of new oil and gas reserves, in effect, forces all parties involved to consider both the relationship between them and the new balances they are developing.

• Recent developments in the Mediterranean: Cyprus, Israel and, to a lesser extent, Greece, are (or can be) the new protagonists in the field of energy. The relatively recent discoveries of two new gas fields (Leviathan and Tamar) off the coast of Israel in 2009 and the possible existence of oil, create a new dynamic for the region's energy security.

The republic of Cyprus, with the discovery of the Aphrodite plot in the EEZ in December 2011, some 34 kilometers west of the Israeli field, provides a new perspective in its growth prospects. This discovery came at a difficult time for the Cypriot economy, while its membership as an EU member provides the necessary support for the exploration of the field.

Greece started extracting oil in 1981, in small amounts, from the Thassos deposits in the northern Aegean sea. New research, shows what there might be significant reserves in the Ionian sea, South Crete and Kastelorizo. The latter area, may be problematic as it is very close to the Turkish coast. (Source: Natali, 2012). In addition, Greece could act as a transit hub for gas to Europe (Tagliapietra,
2013:19-20). In November 2012, Israel, Cyprus and Greece signed an agreement to set up working groups to discuss the development of an Energy Corridor in the Eastern Mediterranean with a view to allowing exports of gas from Israel and Cyprus to Greece and from there to Europe. (Stavris, 2012).

• Energy concerns in the EU- Europe "sees" a possible way out of its energy dependence on Russia. With the ever-increasing economic growth and declining energy production, the energy needs of the EU Member States are expected to increase significantly over the coming years. According to the European Commission, 57% of gas and 82% of oil were imported for 2008, and these needs are expected to increase significantly by 2030. Demand for gas has been increasing as opposed to oil. Algeria and Egypt are the most likely to export Liquefied Natural Gas (LNG) in the EU. Italy possesses small deposits, it only 80% of its energy needs is covered. Spain and Portugal show increased demand for gas and, due to their geographical location, countries such as Greece, Slovenia and Turkey are more dependent on Russia for gas. Greece’s natural gas needs were covered by Russia in a rate touching 80% of its gas energy needs and the agreement with Gazprom was extended until 2040. (Winrow, 2009).

• The United States, albeit geographically remote, is seeing such a positive development as its strategic allies gain a more prominent position in the field of global energy.

• The suspension of Ukraine’s gas supply in January 2006 over a price dispute, combined with new long-term agreements for gas supply to European countries such as France and Italy were consider by some as evidence that Russia was going to use gas and oil production but also its pipeline accessibility to gain more political influence. Others, mainly in Western Europe, argue that the fact that Europe remains Russia’s largest energy market, and hence the largest source of foreign revenue, has led Russia to pay more attention to dealing with EU countries.

Russia-Turkey relations are at a marginal point and at the moment there are insufficient data on the outcome of the case. (Ratner et al 2013: 15)

CHALLENGES

Access to resources: High costs and advanced technology are needed to make them accessible. Gas extraction: It is necessary to build pipelines, liquefaction facilities, facilities and hinterland that are exposed to terrorist activities, the definition of territorial waters, the attraction of technologically advanced mining companies, the provision of political support within each Member State. Terrorist and civil or non-conflicting actions, ISIS and turmoil caused by the Arab Spring are important factors for exploiting or not (if applicable) the available oil or gas reserves. (Stavris, 2012)

TYPES OF ENERGY

Global and national business theories and practice: bridging the past with the future
The term “energy resource” refers to any natural resource that provides energy. Energy resources are distinguished into: **Renewable Energy Sources** (RES) that include solar, wind, geothermal, hydropower and biomass energy. Renewable energy sources are non-exhaustible and there are unlimited in the environment, and their production does not burden the environment. **Non-renewable or Conventional forms of energy** that mainly include oil, natural gas and coal. Practically, Non-renewable or Conventional forms of energy refer to the planet’s mineral wealth, which is currently used to produce energy and results in quite damaging consequences for the environment and the climate of the planet. The energy which is produced by **nuclear fission** (**nuclear energy**) is otherwise referred to as an alternative form of energy, and is, in reality, the energy, which is released when the atomic nuclei are transformed. (Source: Koroneos Ch., 2012: 11-46)

*Keywords: Hydrocarbon, energy, market, Eastern Mediterranean, Cyprus, Egypt, Israel, oil, gas, LNG*
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JOBS SATISFACTION IN THE HOSPITALITY INDUSTRY. A CASE STUDY FROM GREECE
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ABSTRACT

In a globalized, highly competitive environment, service-providing enterprises such as the ones within the hospitality industry, have come to realize that enhancing service quality and increasing customer satisfaction are crucial to their survival. Given the fact that service quality depends on employee performance, they are compelled to create customer-centric strategies. Concepts such as job performance, job satisfaction and job burnout, are directly linked to the degree of commitment to work and the quality of work. Given that the quality of services depends on the performance of first-line employees (Zeithaml, Berry and Parasuraman, 1988; Schneider, 1980 in Karatepe et al.) and that they handle approximately sixty five percent of customer complaints, the industry should focus on the critical role of front-line workers and the creation of customer-centered strategies. Factors that affect job performance are apart from the wages, (long) hours of work, the working environment, the sense of security, employees’ involvement, the sense of purpose of the work, any benefits included in the pay system, the culture of the enterprise. (Boshoff and Allen, 2000; Kotler, Bowen and Makens, 1999; Rust et al., 1996 in Karatepe, O., et al.).

JOBS SATISFACTION

"The pleasant emotional state that results from the evaluation of the work of the individual, as well as the attainment or the facilitation of achievement of the individual’s work goals” is described to be job satisfaction (Locke 1969, p. 316 in Karatepe et Al). The subject has been extensively studied in connection with other issues such as empowerment, role conflict, role ambiguity, rewards, organizational commitment, and the rate of staff renewal (Brown and Peterson, 1993 : Liden, Wayne and Sparrow, 2000: Hartline and Ferrell, 1996 in Karatepe et al). A limited number of studies show a correlation between job satisfaction and service quality. For example, Hartline and Ferell (1996 in Karatepe et al) found a significant positive correlation between job satisfaction of frontline workers and customer perceptions of hotel quality.

ESTIMATION (OR SELF-ESTEEM) FROM WORK
Work self-esteem has been described as the process of judging the work of an individual as it results from a self-assessment and feelings about work by the employ (Washington, Feinstein, & Busser, 2003 in Byung-Gook Kim (2014). There are strong indications that employment is the key determinant of job satisfaction (Jung & Lee, 2010: Byung-Gook Kim (2014)).

WORK/ JOB BURNOUT

The concept of burnout has been growing more and more so in recent years, and has been extensively studied by psychologists, sociologists and management specialists as they have recognized its significant impact on the individual, the organization and more generally in the economy and production. "Burn out" means "progressively extending from the interior to the point of charring" (Maslach & Jackson, 1984 in Theophilus, 2009).

EFFECTS OF THE HOTEL ENVIRONMENT ON EMPLOYEES

A key element of the hotel work environment for the continuous and unhindered employee job performance is the fact that certain conditions should be met that could be summarized as follows:

- Work environment that provides a sense of security for both the physical integrity of the employees and for safeguarding and maintaining their job.
- Existence of premises in order for the employees to meet basic individual needs
- Technical specifications and the provision of equipment and materials designed to facilitate work and increase employees’ efficiency
- Provision for the correct and employee-friendly appearance of employees

The employees’ dissatisfaction with their work environment may lead to behaviors that are either detrimental to the person himself or, more often than not, damaging to the business. (Lytras, 2004: 140) According to Laloumis (2002:168) the working climate or atmosphere is a significant job satisfaction factor. This refers to a certain space or area but it includes the aesthetic and emotional environment as well. The emotional environment is mainly about the emotional disposition of the people in the area.

CASE STUDY

The seaside, 4 * resort hotel complex, holds a capacity of 225 rooms, operates 12 months of the year and employs 50 employees on a year round basis in all departments. During high season, there are approximately another 50 employees, occupied on a temporary or extra basis.
The purpose of the survey is to investigate the levels of job satisfaction that the employees derive from their occupation. In order to achieve the above, a primary quantitative survey was designed using a questionnaire consisting mainly of closed questions (a total of 25 questions, 4 open and 21 closed questions).

The survey involved a total of 25 employees, accounting for 50% of all year-round employees. The results were processed with KNIME software.

An overall assessment of the responses shows that although the firm is in a decline phase, staff shows high rates of job satisfaction, a high degree of loyalty to the firm, and no interest in seeking employment with another employer. The is strong correlation between the years of employment and the satisfaction rate, the level of education and the years of employment, a ratio of 52% female and 48% male employees, 75% of the personnel is 35 years old or older, 40% hold a University or Technological Educational Institute degree, 72% have been employed by the firm for more than 10 years, 70% find their job quite meaningful/fulfilling, and 50% feel that they are being moderately paid whereas 12.5% feel that they are being underpaid.

Keywords: Hospitality industry, front line employees, quality, services, Job performance, job burnout, job satisfaction
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FEAR OF TERRORISM AND THE COSMOPOLITAN VALUE SYSTEM REFLECTED IN THE TOURISTS’ PERCEPTION OF COUNTRY IMAGE AND TRAVEL DECISION
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ABSTRACT

While tourism is one of the most effective ways to build up (Thompson and Tambyah, 1999) and express one’s cosmopolitan orientation (Alden et al., 2006), it is also a prime target for terrorism (Butler, 2014; Goldma and Neubauer-Shani, 2016). This makes tourism a perfect test field to investigate how the cosmopolitans’ desire for openness and freedom (Cannon and Yaprak, 2002) clashes with the recent restraining fear of terrorism (Araña and León, 2008), and understand how these competing drives impact the worldview, destination perception, consumption preferences, and final consumer choices of the global travellers.

Most previous studies conceptualized and studied cosmopolitanism as a stable orientation rather than a context specific state (e.g., Riefler et al., 2012), while others argue for a gradual transition in cosmopolitan orientation (e.g., Thompson and Tambyah, 1999) but without solid empirical validation. This study is an attempt to address the research gap, suggested by Riefler et al. (2012, p. 300), to test empirically if “major shock” (like a terrorist attack or the fear of it) “can dampen a cosmopolitan orientation, while fuelling ethnocentric tendencies”. Contemporary societies are moving in the direction of so-called new racism, associating the fear of terrorism to race (Koskela, 2010) and living in constant panic (Europol, 2016). As a direct result of the fear of terrorism travellers are drastically changing their travel preferences by avoiding destinations that are culturally too different (Araña and León, 2008), or traveling in total isolation (Clancy, 2012; Yoon & Shafer, 1997). Will this tendency, make also cosmopolitans rethink their value of cultural tolerance, change their perception of a destination, and amend their travel habits?

Cosmopolitan values, like risk taking, do affect tourism behaviour (Lepp and Gibson, 2008). Some studies argue that risk aversion (fear, in this case) directly affect personal values that influence destination perception and final travel decision (Alvarez and Campo, 2014; Sarman et al., 2015). While others place fear as a moderator between perception and final decision (Woodside and Lysonski, 1989). The aim of this study is first to explore how fear exactly changes individual values, perception and final decision in the case of global travellers; and then validate the findings through national tourism and global terrorism statistics.
The findings will contribute by not only mapping a more informed profile of cosmopolitan consumers, but also providing a valuable insight for tourism professionals on just how diverse the expectations of their cosmopolitan clients are. Furthermore this research sets to develop strategies on how marketers and policy makers can build a destination/country image that keeps up with the current realities of global tourism.

**Keywords:** Cosmopolitanism; Terrorism; Tourism; Cultural Clash; New Racism; Destination image; Country image;
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CORPORATE GOVERNANCE, CORPORATE SOCIAL RESPONSIBILITY AND CORPORATE SOCIAL PERFORMANCE
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ABSTRACT

This paper is aimed to add a glance at the development of corporate governance in Israel and the legal amendment acted to facilitate the adoption of corporate social performance (CSP) among firms and corporation. Scholars have challenged to understand what constitutes corporate social performance (CSP) and establishing the numerous internal and external factors affecting firm behavior (Karassin and Bar-Haim, 2016). In this regard, the link between corporate governance and corporate social performance is well known it the literature. However, a fundamental gap exists in our knowledge of what specifically drives CSP and the role of institutional structures in influencing CSP at the level of the firm. The interrelationship between corporate governance and social corporate performance in Israel discussed with regard to the legislative amendments.

INTRODUCTION

Recently, as the interest in corporate social responsibility (CSR) adopted by various institutional actors and firms, its shift 'the way we think about and understand the relationship between firms, their institutional environment, and important stakeholders, such as communities, employees, suppliers, national governments and global society' (Ioannou and Serafeim, 2010). As the social awareness increased, CSR become more and more vital and stakeholders have recognized that firms expected to benefit rather than strengthen their financial assets and obey the law. Clapp and Rowlands, (2014, 42) have noted that the idea of CSR is to "promote social and environmental goals and to minimize any potential social and environmental costs associated with their business activities. The rationale behind CSR is that firms themselves are best placed to ensure compliance and implementation and to monitor progress toward their own environmental and social performance targets and will do so because it makes good business sense" (2014, 42).

As part of CSR, the corporate social performance (CSP) is away to making CSR applicable and putting it into practice (Maron, 2006; Huang, 2010). CSP explained as the operationalization of socially responsible activities (Blanco, et al., 2013).Researchers have studied corporate social performance in CSR as parameter to measurable organizational achievement (Hafsi and Turgut, 2013). A successful CSP create a condition or circumstance that puts the firm in a favorable or superior position and is
argued to be an effective means enhancing overall reputation, and, that may add advantage and benefit the financial performance of a firm in the long run (Orlitzky, et al., 2003). Regard to the management responsibility in the firms, Lin-Hi and Muller, (2013) have noted that the accountability of corporate managers to multiple stakeholders harmonizes with ongoing analysis of the impact of CSR strategies on economic, social, and environmental concerns and strategies aimed at doing better.

In order to understand what drives CSP among firms, studies focus on what motivate or impede economically, socially, and environmentally responsible behavior in firms (Matten and Moon 2008; Aguinis and Glavas 2012). Ioannou and Serafeim, (2010) have classified four distinct segment of institutional structure in a country that foster firms to engage in socially responsible behaviors: 1) legal institutions, 2) political institutions, 3) labor market institutions and 4) capital market institutions and discuss the mechanism through which the specific institutions may influence CSP among other drivers. They have suggested that 'legal institutions play an important role in facilitating the corporation’s engagement with its key stakeholders as well as regulating to an extent the relationships among corporate actors within the same industry' (p. 11). Based on their work, this paper is aimed to add a glance at the development of corporate governance in Israel and the legal amendment acted to facilitate the adoption of corporate social performance (CSP) among firms and corporation. The link between corporate governance and corporate social performance is well known it the literature (Huang, 2010). However, a fundamental gap exists in our knowledge of what specifically drives CSP and the role of institutional structures in influencing CSP at the level of the firm (Ioannou and Serafeim, 2010).

The findings indicate that, in the Israeli case the current policy does not have binding legislation or systematic doctrine on the subject of mandatory reporting regarding CSR activities, duties and principals. The corporate governance in Israel is currently experiencing significant and rapid change in respect to corporate governance regulation and practice (Shaham and Schapiro, 2011), however, "...the ambiguity of the concept of CSR combined with public ignorance about the effects of processes, products and services for society and the environment have left each corporation the freedom to choose the proper amount of transparency and action needed” (Nathanson and Gazala 2014; 4) Practically speaking, for successful implementation of CSR and CSP, more policies and regulation, is inevitable.

Keywords: corporate social responsibility, Corporate Social Performance, Corporate Governance, Public Policy
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DETERMINANTS OF YOUTH’S TRUST IN THE RETAIL BANKING SECTOR IN TURBULENT TIMES
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ABSTRACT

Trust is a determinant for the success of relationships building particularly among young adult customers in a period of financial crisis. The proposed model is a simplified version of the European Customer Satisfaction Index (ECSI) applied to the banking sector, since it includes as predictors of satisfaction (image, perceived quality, expectations and perceived value (price), trust (satisfaction as predictor), loyalty (trust as predictor) and word-of-mouth. The data was collected by a questionnaire realized to 491 individuals. The results suggest that only price is not a predictor of satisfaction. This study also concluded that to build trust among young people, is crucial that bank meet their expectations. The bank must be transparent and their products and services must be reliable. The determinants of loyalty are trust, satisfaction, easiness of access (convenient location), stability in the market and good agencies facilities (tangibility).

Keywords: Banking sector; crisis; trust; youth; European Customer Satisfaction Index (ECSI)

INTRODUCTION

Nowadays the economic realities are increasingly uncertain due to multiple financial collapses, thus producing a feeling of mistrust regarding the banking institutions especially after the period of 2008-2009 (Shim, Serido and Tang, 2013; Chaudhry and Jayasekera, 2014). This paper aims to study the antecedents and consequences of trust and loyalty in retail banking sector among the youth target segment.

The retail banking is traditionally characterized by long-term relationships which increase the propensity for loyalty (Beerli, Martin and Quintana, 2004; Yognathan, Jebarajakirthy and Thaichon, 2015). Berry (1995) stressed that the idea of making gains through the loyalty and satisfaction of customer needs was common by the early traders, being this as old phenomenon as the history of trade (Grönroos, 2006). Although Relationship Marketing is a truly studied theme, there is no consensus regarding their concept definition: “It’s all about to attract, maintain and improve the relationship with customers in multi-service organizations” (Berry, 1983, p.25).
The proposed model is a simplified version of the European Customer Satisfaction Index (ECSI) comprising the predictors of satisfaction (perceived quality, expectations, image and the perceived value) and its consequences (trust, loyalty and WOM-word-of-mouth). The ECSI model was developed and applied to the bank sector (Ball, Coelho and Machás, 2004). This paper explores a gap in literature regarding the decision-making behavior of the youth target segment in retail banking after the financial crisis period. The decision of opening a bank account occurs at 16-18 years old and it is fostered by the emergence of new needs such as pocket-money, the purchase of the first car, or the use of credits to studies. Therefore customer’s satisfaction and trust emerge as key concepts in building long-term relationships.

METHODOLOGY
An online survey was answered by 491 respondents (average age= 23.93; SD=4,25). 65% of the respondents were women. 48.5% of sample stated to have a monthly income lower than 300€, while only 39.5% earn more than 500€/month, probably because 60.3% unemployed or students.

DISCUSSION OF RESULTS
The majority of the respondents (55.4%, N=272) stated that the preferred bank is Caixa Geral de Depósitos (CGD), followed by Santander Totta or Millennium BCP (9.4%). The average time of the customer-bank relationship was 7.78 years (SD=6,00). 86% have a debit card, use the internet banking channel (38%) or mobile apps (18%).

The majority of banks have a negative image score (below 5 points). The CGD has the best image score (M=7,34; SD=2,08). As a possible explanation for the negative image 54% respondents answered “I do not trust in this bank” and 40% said “this bank is not stable and solid in the market”.

A multiple linear regression (F<0,001) (stepwise method) was performed in order to assess the following significant predictors which explain 76% of the trust variance amongst the respondents who mentioned that CGD is their bank: product and services reliability (beta=0,474); efficient and high quality services (beta=0,173); solid/well established in market (beta=0,141); transparency (beta=0,125).

On other hand, satisfaction is a predictor of trust ($R^2=0,601$). The average total score of trust ($M=4,79$; $SD=0,872$; in 1 to 6 Likert scale) is very low. Authors also verified that trust is positively correlated with loyalty ($R^2=0,554$) and WOM ($R^2=0,764$). These findings confirm the conclusions of and Ball, Coelho and Machás (2006).

CONCLUSIONS AND PRACTICAL IMPLICATIONS
By analyzing the ECSI applied to the banking sector (ECSI Portugal, 2016) the objectives of this study were accomplished through the assessment of the determinants of satisfaction, trust and loyalty. The results only rejected the hypothesis that perceived value would be one of the predictors of satisfaction which the not consistent with contributions from Fornell, et al. (1996) and the ECSI Portugal (2016).

This paper provides some recommendations to bank managers. It is crucial for young people that the bank will meet their expectations; the quality and the convenience of agencies’ location are also key success factors. Young customers value innovative strategies and customized communication channels for building trust and still showing a preference for reliability, transparency and clarity of information.

Recent studies also confirmed that banking customers aged between 18-35 years old are the most active when it comes to underwrite new financial services. The conclusions drawn on the “actions” of young people tend to dictate the needs for change in the banking channels, thus eventually also affecting the older individuals preferences.

**Keywords:** Banking sector; crisis; trust; youth; European Customer Satisfaction Index (ECSI)
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ABSTRACT

INTRODUCTION
When entering a supermarket, consumers are faced with various consumer products that varies in size, colour, weight, volume, smell, taste, touch, quantity and style to name a few. These elements are known as product attributes. Casinos are in a sense similar to supermarkets seeing that visitors to the casino are faced with hundreds of slot machines that differ in colour, theme and sound. A reporter at the Baltimore Sun also indicated that time and technologies are catching up with traditional slot machines, which don't hold anywhere near the same appeal for younger players as they do for their parents. In an interview with the former gaming director of the Sun International casino group in South Africa, Mr Whitcher (2016) he agrees with Barker (2015) and pointed out that casinos need to stay abreast of the new technological developments in the gaming market in order to satisfy the needs of new slot machine gamers.

RESEARCH METHODOLOGY
The research question can be asked: “Does sound have any influence on gamers’ slot machine selection? To answer this question, the study intends to explore the importance of music in the gaming area as well as sound as slot machine attribute. For the purpose of this paper a hypothesis was formulated:

Hypothesis 1
H_0: No significant differences exist between male and female slot machine gamers regarding the way they perceive sound as a slot machine attribute.

H_1: Significant differences exist between male and female gamers regarding the way they perceive sound as a slot machine attribute.

The primary objective of this paper is to determine whether sound, as slot machine attribute, play any role in the gamers’ slot machine selection process. The secondary objectives of this paper are to determine whether slot machine gamers are influenced by the sound effects found in the gaming area of the casino and to determine if slot machine gamers would enjoy playing on slot machines with new
pay-out sound effects. Cluster sampling method was used to select six Sun International casinos in South Africa. Personal interviews and self-administrated questionnaires were used in this study. Field workers conducted structured interviews with 630 gamers in the gaming areas and 10 regular slot-machine gamers at each of the six selected casinos were asked to complete a self-administered questionnaire in an enclosed environment. The purpose of the self-administered questionnaire was to determine whether colour, theme and sound, as slot-machine attributes, could be seen as important slot-machine attributes or not. The researcher used a conjoint analysis, whereby music along with different slot machine themes and colours were combined to determine if sound effects are amplified when visual stimuli are added.

RESULTS AND RECOMMENDATIONS

The data were captured on an Excel spread sheet and then statistically analysed with the SPPS version 20 software program. Chi-square test in Frequency distribution tables were used to establish the levels of agreement and disagreement between male and female gamers. The results indicated that Ho: \( p > 0.05 \) was accepted for nine variables and one variable was rejected. The rejected variable indicated that male and female gamers perceive sound as a slot machine attribute differently. The self-administered questionnaire used in this paper was statistically analysed by means of a conjoint analysis. Sound as a slot machine attribute was rated the most important slot machine attribute and the Las Vegas melody followed by the fantasy melody were most enjoyed by slot machine gamers. It is recommended that slot machine manufacturers and casino management should take sound effects into consideration when designing or acquiring new slot machine games. The sound effects of the slot machines could influence the gamers and that can lead to approach or avoidance behaviour by the gamers. It is further recommended that slot machine manufacturers should: create pay-out sound effects that sound realistic, musical melodies can also be added to the pay-out sound effects; the option to control the sound levels of the pay-out sound effects can also be considered. In conclusion, sound is a piece of art that enters in the ears of the gamers, straight to the heart of the gamers.

**Keywords:** sound, slot machine, casino, music, gamers, selection, gaming
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ABSTRACT

THEORY

The last two decades, a growing number of European multinational corporations (MNCs) have established subsidiaries in the south-Mediterranean countries, especially in North Africa. Few researches were made on how such European MNCs are controlling and managing their operations in these countries (D’Iribarne, 1987; Franck, 1997). However, less is known about the evolution of the strategic orientation of the MNC operating in this region.

This dominance of French FDI in Tunisia is partly an outcome of history and culture. According to Zghal (2000), France’s colonisation of Tunisia has left behind cultural and institutional influences which contribute to enabling French FDI today. There are, for instance, similarities in several aspects of Tunisian and French employment law (Zghal, 2000; Yahiaoui, 2015). Similarly, certain characteristics of French management which were developed in the colonial period can be observed in contemporary Tunisian organisations. These include bureaucratic forms of control, a relatively high power distance between managers and workers, the importance of qualifications from the grandes écoles in recruitment and promotion, and the presence of strong trade unions (Yahiaoui, 2015). We add the influence of the French education system on the Tunisian one (Yagoubi, 2003) and the presence of many French schools (around twenty) in Tunisia. All of these historical and cultural factors give French FDI a unique advantage in Tunisia.

This paper aims at exploring the evolution of the MMNC’s strategy in Tunisia. Particularly, it focuses on the impact of the subsidiary and its intrapreneurial strategy on this evolution. According to Perlmutter (1969) and Heenan and Perlmutter (1974), MNCs, depending on their stage of internationalisation, follow one of these four different strategic orientations: ethnocentrism (the dependence of subsidiaries on the parent company), polycentrism (decision-making autonomy of subsidiaries), geocentrism (subsidiaries as complementary to the parent company) and regiocentrism (decision-making, control and appraisals are carried out at regional level). According to previous research (D’Iribarne, 1987; Franck, 1997), French MNCs have tendency to prefer the ethnocentric
orientation. According to a survey carried out by Poirey (1997) on 35 French MNCs, ethnocentrism is "moderate in Europe and developed countries, whereas it is high in developing countries".

The choice of MNCs' strategic orientation depends on a variety of different organizational, economic and cultural factors. The explanation most often advanced is linked to the quality of the labour force available in the host country (Dowling and Welch, 2004). Institutional context and pressure are also considered as other factors impacting the choice of strategic orientation. According to Kostova and Zaheer (1999), for example, subsidiaries are exposed to isomorphic pressures deriving from both home- and host-country institutional contexts. Perlmutter (1969) stresses the degree of economic development of the host country in determining the strategic orientation to adopt. Thus, MNCs often adopt a 'polycentric' orientation in relation to subsidiaries located in developed economies while opting for 'ethnocentrism' in developing nations. Based on these factors, Mucchielli (1998) confirms that strategic orientations have a tendency to change, with subsidiaries being given greater autonomy when they become more mature. The position and role of the subsidiary in the multinational network becomes very important in the evolution of the strategic orientation. Some subsidiaries operate as receptive while other act as more or less independent entities. According to Bartlett and Ghoshal (1986), this variety depends on the skills of the subsidiaries and the importance of their local environment. Since the 1990s, some authors have considered the subsidiary as an important source of knowledge because of the local relationships it develops (Birkinshaw, 1998; Bikinshaw and Hood, 1998). Considering the subsidiary as a real contributor to the whole MNC leads the headquarter to take advantage from the local initiatives. In this context, the intrapreneurial literature can be mobilized to understand the innovative capabilities of some subsidiaries.

Historically, intrapreneurship was perceived as the grip of innovative initiatives by an isolated, rather refractory employee on the organizational system of the company. This gave rise to a stream of literature based on a positive, individualistic, and not programmable abnormality of corporate entrepreneurship (Le Masson and Weil, 2009). On the organizational level, intrapreneurship is a part of an innovative strategy based on initiatives and autonomy (Ireland et al. 2009; carrier 2000). Many researchers underlined the importance of the favorable conditions under which they evolve within the organization. The employees can innovate within their organizations on different levels (Thornberry, 2001): organizational transformation, new activities’ creation, new products/services’ creation, etc. The challenge of the top managers thus is to exploit the workspace to promote new and disruptive ideas in the whole organization.

The intrapreneurial strategy first needs the creation of a convenient working environment to develop innovation, where every collaborator can show his/her ability. To assess the intrapreneurial behavior, we chose the CEAI method (corporate entrepreneurship assessment instrument). This instrument was
initially created in 1990 by Kuratko et al. It aims at measuring the efficiency of internal organizational factors or the climate susceptible to influence activities and innovative behavior. This model was tested and validated by Hornsby and al. (2002, 2013). The more recent validation showed five main factors that can favor any intrapreneurial approach: top management support, work discretion, reward system, time availability, and organizational boundaries.

In the MNCs context, the parent company and the subsidiary can have different life cycles, which may lead to an evolution of the subsidiary’s behaviour (Chebbi and Yahiaoui, 2012). In some cases, a headquarter can afford a favourable environment for some mature subsidiaries to be innovative. This intrapreneurial strategy can enrich the MNC’s and lead the headquarter to change its strategic orientation towards it.

**METHODOLOGY**

To pursue our research question about this subject, we conducted a qualitative study within two medium sized Tunisian subsidiaries of one French MNCs (Chemical) operating in Tunisia for more than 20 years. We adopted an exploratory case study methodology (Yin, 2014) in order to explore the evolution of its strategic orientation. We conducted our qualitative research in two phases (2005-06 and 2016) in France and in Tunisia in order to examine whether the intrapreneurial capability of Tunisian subsidiaries influenced the strategy of Chemical Company. We conducted 26 semi-direct interviews in two distinct phases. In the first phase (2005-2006), we conducted interviews with 2 Tunisian HR managers, 10 Tunisian general managers and 3 HR managers from the parent companies in charge of the North Africa region and involved in international strategic decision making. The 5 general managers of each company were belonging to different departments (sales, manufacturing, marketing, finance, and logistics). The main themes and questions discussed during these interviews are related to international strategy, the environment established by parent company to foster innovation (top management support, work discretion, reward system, time availability, and organizational boundaries) and the intrapreneurial behavior of local subsidiaries. In phase two (2016), we returned a decade later in order to investigate whether and how the firms’ strategic orientation had changed over time. We interviewed 2 new Tunisian HR managers, 1 previous Tunisian HR manager that had moved to another position as legal compliance manager and 8 Tunisian general managers belonging to manufacturing, marketing, finance and logistics. The interviews lasted between 1 and 2 hours. All interviews were recorded and then transcribed. The data was then coded using NVivo software and analyzed following Miles and Huberman (1994) guidelines.

**FINDINGS AND CONTRIBUTIONS**
The analysis of the first interviews in 2006 reveals a clear desire for “standardisation”. A high ethnocentrism orientation is noticed in Chemical, expressed through its unilateral transfer of home-country practices and the use of French expatriates to manage the subsidiaries and make important decisions. These statements therefore lead us to believe that there is no willingness to take local practices into account and that the parent company’s practices are superior. This quest for the subsidiaries’ conformity to the practices of their parent company seems to contribute to establishing a common corporate culture to all the group in order to maintain competitiveness, facilitate the national and international identification of the practices in all the subsidiaries and help audit and control the subsidiaries. This could be explained by the priority given by the headquarter to institutional characteristics that resemble their own in the host country. Among these characteristics, we have identified the similarity between the Tunisian and French education systems. Local staff acculturation through the adoption of certain standards of the parent company country, linked to the history between the two countries, is also an important factor in bringing them together.

Deeply concerned about the development of their subsidiaries in Tunisia, the parent company HRDs view the subsidiary country’s HRM practices as old and inefficient. These managers try to change the subsidiary’s local environment by transferring their own practices, which are considered more modern and efficient, hence the evolutionist stance.

Ten years later, we returned to the same companies for further research and interviewed the local managers. Our analysis shows a gradual move to less ethnocentric forms and also a great change in the position of Tunisian subsidiaries. After the revolution occurred in 2011, local entities becomes more mature and asked for more autonomy. This “rebel behavior” leads the headquarter to review its policy on different levels.

The top management support becomes more important since 2011 and become a facilitator by mobilizing the necessary human and financial resources for innovative and audacious local employees. Some expatriates are replaced by local managers to promote the ideation, culture of sharing and error acceptance (McGinnis and Verney, 1987). The corporate culture also evolved to pay more attention to the collaboration and less formalization. Some global rewards system are established for the Tunisian subsidiaries while giving employees time to create and think out the box. Considering the organizational boundaries, internal and external collaborations becomes open and local subsidiaries can work with local startups to provide some innovative projects.

Consequently to these changes, Chemical, in 2016, moved away from an ethnocentric orientation toward, a geocentric strategy. Most of the Tunisian managers went on training programmes in France once a year or every two years to update their knowledge in their respective field of expertise and present their ideas. There was a clear interest in having Tunisian managers operate more
autonomously, thereby reflecting a shift to geocentrism. Success in Tunisia thus depended on a degree of decentralisation but this was very much on the condition that the Tunisian environment and market – and by implication Tunisian managers – remained French-like.

The orientation of Chemical evolved from ethnocentric to a geocentric strategy according to the configuration of Heenan and Perlmutter (1974). This is due to the change of the behaviour of Tunisian subsidiaries and their maturity. After the revolution, the managers of the Tunisian subsidiary considered that they don’t have to behave passively. Their intrapreneurial capability leads the parent company to trust the local employees. The interviews made in 2016, showed that the Tunisian subsidiary is no more considered as a receptive unit but as a real contributor to the whole MNC network. Each subsidiary can add its contribution thanks to its local competencies, but the main decisions remain still to the parent company. The local suppliers of the subsidiary become real partners of the whole group. This result confirms the conclusion of Kynighou (2014) among others (Perlmutter, 1969). In this sense, our results contradict the literature (Mucchielli, 1998; Jaussaud et al., 2000) which states that practices are often transferred in subsidiaries at the time of their set-up and that as the subsidiary matures it becomes more independent.

**Keywords:** Strategic orientation, MNCs, intrapreneurship, France, Tunisia, Euro-Mediterranean
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ABSTRACT

This research aims to examine religious beliefs as a new antecedent to brand love, and proposes a new construct which is Islamic brand love. Brand love as a construct has been linked with different constructs such as brand loyalty, brand trust, brand likeability, brand commitment and word of mouth (Albert and Merunka, 2013; Batra et al., 2012; Cengiz and Yayla, 2007; Nguyen et al., 2013). In addition, brand love can be influenced by other psychological factors such as cultural identity, religiosity or strongly held values (Batra et al., 2012). Therefore, it is suggested that religious beliefs as one of the cultural components can be one of the brands love antecedents. (See the conceptual model in figure 1).

To address the research objective, a mixed method research design will be adopted following a positivist research philosophy (Malhotra and Birks, 2003). From the positivist perspective, qualitative methods can be applied in the initial stages of research in order to gain a deeper understanding of the nature of the research problem and also to improve the primary research model and hypotheses (Malhotra and Birks, 2003). Since this study aims to investigate the influence of religious beliefs on brand love within the Islamic context, qualitative research methods will be used in the first stage. Therefore, Churchill’s (1979) paradigm will be adapted in this study, in order to develop a scale for the new construct proposed (Islamic brand love). Moreover, the relevant literature will be reviewed to validate the scale, and to generate measurement items. In order to collect sufficient information of the Islamic brand love as focal construct, three focus group interviews will be conducted with Muslim consumers and seven in-depth interviews will be conducted scholars of Islamic studies. Therefore, by employing a mixed method approach, with a quantitative basis, but using some qualitative techniques in the early stages of the research, it is possible to generate law-like regularities which can later be generalized to broader situations.

This study contributes to the academic body of knowledge on the brand love construct by providing religious beliefs as a new antecedent. Since love is considered to be the highest level of satisfaction (Albert et al., 2008), it is vital for brand managers to focus on consumers’ religious beliefs to create love for their brands.
**Figure 1: The conceptual model**

![Conceptual Model Diagram](image)

Source: The researcher

**Keywords:** Islamic brand love, Brand love, Religious beliefs, Brand loyalty, Word of mouth, Purchase intention
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ABSTRACT

The choice of the automotive industry derives from the major role that this sector plays in the economies of the main industrialized countries, particularly in Western Europe, especially in terms of employment and the percentage share of GDP, despite the significant downsizing in the last twenty years in terms of production and turnover.

In 1990, car production in Western Europe was 38% of the world market; in 2015, it was just over 17.4%. However, some car manufacturers, have returned to register significant increases in terms of production and sales with different dynamics (2014-2016).

We wondered whether in a general climate of the Knowledge economy, in which the technological, economic and financial efforts required to counter competition, regain market share and increase sales, have required specific adaptation in terms of management styles.

Our research involves the construction of a systematic model to assess the management style of executives in the last five years.

The model chosen is interdisciplinary and is combined with our own questionnaire to be submitted to the top management of the best-performing car companies, to investigate different organizational variables.

Analysis of the questionnaire involves determining an overall score for each executive interviewed, to which are associated the values of the following outcome variables for the individual companies: ROI, ROE, increase/decrease of turnover, increase in number of employees.

The research objective is to identify which variables of management models adopted by managers of the analyzed companies were more efficient in terms of efficiency, effectiveness and development of the companies.

Keywords: leadership, knowledge management, management models, organizational variables, intellectual capital, management process, performance indicators, strategic management, automotive.
ECONOMIC AND SOCIAL COMMUNICATION NETWORKS: STRUCTURAL COMPARISON
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ABSTRACT

ECONOMIC AND SOCIAL SYSTEMS AS COMMUNICATION NETWORKS

Communication process is a process which runs in systems from various scientific domains. There is a scientific branch known as communication theory which studies communications, and it determines a single communication as a process with the following obligatory characteristics: there are, at least, two entities taking part in the process (they are both called communicants, or a communicant and a recipient); there is something to be transferred and is of a real value for both communicants (presented in a material or non-material form); there is a communication channel for transferring; and a communication process must have a goal (Kashkin, 2013). There is no doubt that communications are the basis for every social group existence, but the fact that economic system, in its essence, is a communication network can be debated. To prove that relations in an economic system may be considered as communications, it is necessary to look for the earlier discussed characteristics. In an economic relation two communicants are involved: one of them initiates communication in order to sell manufactured product, and the other consumes this product to produce its own output. Something to be transferred is a product manufactured by one of the communicants (a seller), and it is of a value for another communicant (a customer). As a kind of a channel, one can consider a logistic chain. Through a channel the product is moving in one direction, and money is moving in the opposite direction. The goal of this process is to exchange a product for money.

Moreover, social and economic systems can be considered as networks and visualized as graphs where communicants become nodes (vertices) and communications are links (in most cases arcs). Social systems as networks are considered by most of nowadays professionals in sociology, main concepts of the network approach were formulated by B. Wellman in (Wellman, 1988). There is a special methodology, SNA-methodology (SNA- Social Network Analysis), proposing techniques, methods, and parameters for a social system investigation from the network standpoint. This methodology is based on graph theory, linear algebra and sociometric theory.

In economics many scholars also consider a network to be the most prospective system structure. Fukuyama in (Fukuyama, 2000) argued that, being an intermediate form between hierarchy and
market, a network proposed the best opportunities for technology development and organization success in the modern world.

The main goal of this submission is to compare structural characteristics of economic and social local networks and to understand whether both type networks are similar or have certain peculiarities. Thorough understanding of communication process structure could result in recommendations for economic and social communication process improvements. This research focus was made on the issue of system sustainability, it was decided to find social and economic system structural peculiarities from the standpoint of sustainability support.

**EXPERIMENTAL NETWORKS**

To compare network structures, one must engineer these networks on the basis of some data. It is a common knowledge that it is very difficult to receive real economic data. That is why, economic communication networks were developed with the experimental economics approach usage. On the basis of three different entrepreneurial communities three economic communication networks were generated as results of business games. For more relevance, these business games were organized in three different regions of Russian Federation: Ufa city (Bashkortostan Republic), Ekaterinburg (one of the industrial centres), and Moscow (the capital of Russia). Participating in these games, individuals exchanged goods and services in the way similar to they are doing in the real life.

As to social network engineering, data was collected with “KOMPAS TQM” information system usage. “KOMPAS TQM” system is a quality management system which was implemented into the educational process of one of the departments in Ural Federal University. This system supports the process of regular communication result evaluation. System users enter positive or negative marks from the certain range. Thus, the marks entered into the system reflect the real communications between system users. The mark sign (“+” or “−”) characterizes the recipient attitude to the communication result in a whole (positive or negative) while numerical value (from 1 to 5 points) reflects the strength (weight) of this communication (i.e. the usefulness degree for the recipient). This research process and results are discussed in details in (Berg and Zvereva, 2015). Two networks under discussion are visualized in Fig.1: Fig.1a is a network of social communications, and Fig. 1b is a network of economic communications – the result of the business game in Ufa city.

**STRUCTURAL TEMPLATES OF SYSTEM SUSTAINABILITY**

In economic systems cyclic (closed) contours are considered to be structural patterns for system sustainability. To prove this fact special SNA techniques were used: for every investigated network the
set of corresponding (of the same size and density) Erdos-Renyi random graphs was built, than the number of cycles was calculated in the investigated economic network and in the random graphs (mean value), and these numbers were compared. To reveal cyclic structures in a graph program framework was engineered (both graphs in Fig.1 are depicted by this framework). It was revealed that in all inspected cases the number of revealed cycles in an economic network is greater than in the corresponding random graph set. The result for social networks was quite opposite: cyclic structures were more seldom for social networks than for corresponding random graphs. We can postulate that a cyclic pattern is a very seldom structure in a social network and cannot be considered as a basis for its sustainability.

![Social and Economic Communication Networks](image)

*Figure 1. Social communication network (a) and economic communication network (b)*

There are several theories (models) of structural balance developed for social system analysis. Most of them are based on and extend the cognitive theory of Heider (Faust, 2007). They can be realized using triad census, a special network characteristic, which can be received by Pajek framework (Pajek, 2017). As in the discussed case with cyclic structures, network censuses were received for every social and economic network and for the aim of comparison with corresponding random networks. It was revealed that the social network triad censuses correspond to the structural balance models (some of them) while corresponding random graphs do not. For the economic networks both network and random graph censuses were not in accordance with these structural balance models.

As a result, we can conclude that although social and economic issues are tightly interconnected and intertwined in our life, both type communication networks have their own structural peculiarities. Keeping this fact in mind, managers can try to improve a network structure in accordance with its type and goals: if the goal is to increase efficiency of production, it means that a network is of an economic type, and it is necessary to provide cyclic structures for its sustainable functioning. If an analyzed
system (network) is formed of social communications than for its sustainable existence, its structure has to be modified to be in accordance with structural balance models.

Keywords: Communications, Network, Social Network Analysis (SNA), Sustainability, Structural Balance, Triad Census, Cyclic Contour
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